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Abstract: Although multimedia materials have become technically easier to create and offer many benefits for learning and teaching, they can be difficult to access, manage, and exploit. This paper explains how automatic speech recognition can enhance the quality of learning and teaching and help ensure e-learning is accessible to all through the cost-effective production of synchronised and captioned multimedia. This approach can: support preferred learning and teaching styles and assist those who, for cognitive, physical or sensory reasons, find notetaking difficult; assist learners to manage and search online digital multimedia resources; provide automatic captioning of speech for deaf learners, or for any learner when speech is not available or suitable; assist blind, visually impaired or dyslexic learners to read and search learning material more readily by augmenting synthetic speech with natural recorded real speech; and assist reflection by teachers and learners to improve their spoken communication skills.

Introduction

Although multimedia materials have become technically easier to create and offer many benefits for learning and teaching, they can be difficult to access, manage, and exploit.

This paper explains how automatic speech recognition (ASR) can enhance the quality of learning and teaching and help ensure e-learning is accessible to all through the cost-effective production of synchronised and captioned multimedia. 

In a report to the English Higher Education Funding Council (JM Consulting 2002) it was noted that one of the ‘key issues for teaching’ was the opportunity for communication development through technologies such as speech recognition systems: ‘The importance of this development is that it will change the nature of interaction with computers….This, in turn, will have major implications for the design of learning materials.’
Feasibility trials using existing commercially available ASR software to provide a real time verbatim displayed transcript in lectures for deaf students in 1998 by Dr Wald in the UK (Wald 1999) and St Mary’s University, Nova Scotia in Canada identified that standard speech recognition software (e.g. Dragon, ViaVoice (Scansoft 2005)) was unsuitable as it required the dictation of punctuation, which does not occur naturally in spontaneous speech in lectures. It also stored speech synchronised with text only for editing purposes and in proprietary non-standard formats. When the text was edited, speech and synchronisation could be lost. 
It is very difficult to usefully automatically punctuate transcribed spontaneous speech and as people do not naturally speak in complete sentences, automatically formatting the transcription by inserting new lines triggered by the length of pause/silence in the speech stream is a practical compromise to provide a readable display from normal speech.
Text, created automatically from spontaneous speech using ASR usually has a more colloquial style than academic written text and although students may prefer this, teachers may have some concern that readers will make judgements about their writing and punctuation skills.  The term ‘SpeechText’ will be used here to identify text created from spontaneous speech using ASR and it is suggested that this might be a useful term to help identify how the text has been created.

SpeechText can be produced using ASR to automatically produce a synchronised captioned transcription of spontaneous speech using automatically triggered formatting. This can occur from live lectures, or in the office, or even, using speaker independent recognition, ‘on the fly’ from recorded speech files on a website.

Tools that synchronise pre-prepared text and corresponding audio files, either for the production of electronic books (e.g. Dolphin 2005) based on the DAISY specifications (DAISY 2005) or for the captioning of multimedia (e.g. MAGpie 2005) using for example the Synchronized Multimedia Integration Language (SMIL 2005) are not normally suitable or cost effective for use by teachers for the ‘everyday’ production of learning materials. This is because they depend on either a teacher reading a prepared script aloud, which can make a presentation less natural sounding and therefore less effective, or on obtaining a written transcript of the lecture, which is expensive and time consuming to produce.

The potential of using ASR to provide automatic captioning of speech in higher education classrooms has been demonstrated by the Liberated Learning Initiative (Bain et al 2002, Leitch et al 2003, Wald 2002) and the only ASR tool that can currently provide a real-time transcription display, synchronisation and editing would appear to be IBM ViaScribe (IBM 2005). 
Benefits of Synchronised Multimedia for Learning and Teaching

Preferred Teaching and Learning Styles

The automatic creation of accessible and synchronised spoken, written and visual learning materials can address the problem that teachers may have preferred teaching styles involving the spoken or written word that may differ from learners’ preferred learning styles.

Speech, text, and images have communication qualities and strengths that may be appropriate for different content, tasks, learning styles and preferences. By combining these modalities in synchronised multimedia, learners can select whichever is the most appropriate. Some students, for example, may find the more colloquial style of SpeechText easier to follow than an academic written style.

Speech can be expressive, but listeners need to recognize aural and visual cues, screen out irrelevant stimuli to stay focused and engaged and actively remember what is heard. Auditory memory is sequential and may be overloaded by the length and complexity of presentations. 

Text reduces the memory demands of spoken language by providing a lasting written record that can be reread, and can help communicate complex information more exactly and logically as the author can make revisions. Speech can express meanings beyond what can be conveyed by words and syntax alone. Various text cues and conventions can be used to try to replicate the expressive emotive power of speech although readers must interpret these. 

Images can communicate information permanently and holistically and simplify complex information and portray mood and relationships but can require interpretation.

Captions and Transcription 
Deaf and hard of hearing students in the UK can be restricted in the access they have to information if they find it difficult to follow speech through hearing alone or to take notes while they are lip-reading or watching a sign-language interpreter. Only summarised notetaking and sign language interpreting are normally available and qualified sign language interpreters with a good understanding of the relevant higher education subject content are in very scarce supply while some deaf and hard of hearing students may also not have the necessary higher education subject specific sign language skills. Students may consequently find it difficult to study in a higher education environment or to obtain the qualifications required to enter higher education.
UK Disability Discrimination Legislation requires learning materials to be accessible to disabled learners and there is a lack of available tools for cost-effective captioning of teachers’ ‘everyday’ materials.

Automatic speech recognition offers the potential to provide automatic live verbatim captioning for deaf and hard of hearing students (i.e. similar to television subtitles/captions) or for any user of systems when speech is not available, suitable or audible.

Students, especially those whose first language is not English may find it easier to follow the captions and transcript than to follow the speech of the lecturer who may have a dialect, accent or not have English as their first language. 
It is possible to automatically provide a readable real time text transcription display of normal speech in lectures as well as a verbatim transcript for later reference without requiring the dictation of punctuation. (Bain et al 2002, Leitch et al 2003, Wald 2002).

The automatic provision of accessible lecture notes enables staff and students to concentrate on learning and teaching issues as well as benefiting students who find it difficult or impossible to take notes at the same time as listening, watching and thinking or those who are unable to attend the lecture (e.g. for mental or physical health reasons)

Enhancing Teaching and Learning through reflection

Poor oral presentation skills of teachers can affect all students but is an added disadvantage for disabled students and students whose first language is not English.
Using ASR to capture all presentations in synchronised and transcribed form allows teachers to monitor and review what they said and reflect on it to improve their teaching and the quality of their spoken communication.

Editing

It is possible to edit errors in the synchronised speech and text to insert, delete or amend the text with the timings being automatically adjusted.

Studies to date have shown that it has proved difficult to obtain an accuracy of over 80% in all higher education classroom environments directly from the speech of all teachers (Leitch et al 2003). It was also observed that lecturers’ ASR accuracy rates were lower in classes compared to those achieved in the office environment. This has also been noted elsewhere (Bennett et al 2002). Informal investigations have suggested this might be because the rate of delivery varied more in a live classroom situation than in the office resulting in the ends of words being run into the start of subsequent words.
It should be possible to provide significantly better accuracy through using a person to correct mistakes ‘in real time’ as they are made by speech recognition software. For example, an ‘editor’ correcting 15 words per minute would improve the accuracy of the transcribed text from 80% to 90% for a speaker talking at 150 words per minute.

It is also possible for somebody trained to speak particularly clearly to use ASR and repeat what is being said and this approach is sometimes used for live television subtitling in the UK (Lambourne et al 2004) and in classrooms in the US (Francis at al 2003)

Advantages of Real Recorded Speech Over Synthetic Speech

Synchronised speech and text can assist blind, visually impaired or dyslexic learners to read and search text-based learning material more readily by augmenting unnatural synthetic speech with natural recorded real speech. Although speech synthesis can provide access to some text based materials for blind, visually impaired or dyslexic learners, it can be difficult and unpleasant to listen to for long periods and cannot match synchronised real recorded speech in conveying ‘pedagogical presence’, attitudes, interest, emotion and tone and communicating words in a foreign language and descriptions of pictures, mathematical equations, tables, diagrams etc. 

Annotation and Manipulation of Synchronised Material

Since it would take students a long time to read through a verbatim transcript after a lecture and summarise it for future use, it would be valuable for students to be able to create an annotated summary for themselves in real time through selecting and saving key sections of the transcribed text and adding their own words time linked with the synchronised transcript.
Managing, Searching and Indexing Multimedia
It is difficult to search multimedia materials (e.g. speech, video, PowerPoint files) and using ASR to synchronise speech with transcribed text files can assist learners and teachers to manipulate, index, bookmark, manage and search for online digital multimedia resources that include speech by means of the synchronised text.

Conclusion

Disability discrimination legislation requires material produced by staff and students to be accessible to disabled Students. Audio material therefore requires captioning and video material requires audio descriptions. Screen readers using speech synthesis can provide access to many materials but it will also sometimes be necessary to provide real synchronised speech. ASR enables academic staff to take a proactive rather than a reactive approach to teaching students with disabilities by providing practical, economic methods to make their teaching accessible and assist learners to manage and search online digital multimedia resources. This can improve the quality of education for all students because the automatic provision of accessible synchronised lecture notes enables students to concentrate on learning and enables teachers to monitor and review what they said and reflect on it to improve their teaching. To research the effectiveness of ASR, tools need to continue to be developed for use by researchers, staff and students and currently the only ASR tool that can provide a real-time transcription display, synchronisation, editing and annotation would appear to be IBM ViaScribe.
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