Comparing two approaches
to compensable flow composition

Roberto Brunt, Michael Butle?, Carla Ferreirg Tony Hoaré, Herran Melgrattt,
and Ugo Montanati

1 Dipartimento di Informatica, Universitdi Pisa, Italy
2 School of Electronics and Computer Science, University of Southamptom, UK
3 Department of Computer Science, Technical University of Lisbon, Portugal
4 Microsoft Research Cambridge, UK

Abstract. Web services composition is an emerging paradigm for the integra-
tion of long running business processes, attracting the interest of both Industry,
in terms of XML-based standards for business description, and Academy, ex-
ploiting process description languages. The key challenging aspects to model are
orchestration workflows, choreography of exchanged messages, fault handling,
and transactional integrity with compensation mechanisms. Few recent proposals
attempted to mitigate the explosion of XML-constructs in ad hoc standards by
a careful selection of a small set of primitives related to the above aspects. This
papers clarifies analogies and differences between two such recent process de-
scription languages: one based on interleaving trace semantics and the other on
concurrent traces. We take advantage of their comparison to characterise and re-
late four different coordination policies for compensating parallel processes. Such
policies differ on the way in which the abort of a process influences the execution
of sibling processes, and whether compensation is distributed or centralised.

1 Introduction

Orchestration and choreography languages are tailored to the definition of web service
composition. Typically, these languages provide, among others, programming primi-
tives for the definition of business transactions, i.e., transactions that may require long
periods of time to complete, also calledng-Running Transactior(§RTs). Moreover,
they may be interactive and hence not able to be check-pointed. Consequrndly,
cannot be based on locking (as usual for database transactions), but instead they rely on
a weaker notion of atomicity based oampensationf8]. Compensations are activities
programmed ad hoc to recover partial executions of transactional processes.

The existing babel of approaches developed along the years for orchestration and
choreography building omspL [15] (wscL [14], wscli [13], BPML [3], wsFL [10],
XLANG [16], BPELAWS[2]) withesses the need of languages for service integration with
solid theoretical foundations. Several proposals have recently appeared in the literature
focused on the formalisation of compensable processes using process calculi. They can
be roughly divided into two types: (i) compensable flow composition [6,5,7] closer to
the spirit of orchestration languages likeEL4wsS, where suitable process algebras are
designed from the scratch to describe the possible flow of control among services; and
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(ii) interaction based compensations [1,4,9,11], as suitable extensions of well-known
name passing calculi, like threcalculus and join-calculus, for describing transactional
choreographies, where each service describes its possible interactions, and the actual
composition takes place dynamically, i.e. when services interact.

In this paper we pursue the first approach, i.e., to study the abstract composition
of services according to basic workflow shapes (sequential and parallel) and compens-
able transaction mechanisms (compensable activities, compensation scope, transaction
scope, nesting). Nevertheless, we are not aimed at designing a new language but at
comparing two main proposals, namelympensatin@SP (cCSP) [7] and Sagas cal-
culi [5]. Apart from stylistic differences (e.g., the trace semantics@gP and the big
step SOS semantics 8hgas calculi), this comparison highlights the fact that such pro-
posals account for different compensation policies when handling concurrent processes.
First of all, we characterise such policies as the combination of two orthogonal strate-
gies: (i) whether parallel flows are forced to interrupt their executions when a sibling
process aborts; and (ii) whether compensation handling is centralised or distributed.
The combination of such strategies gives rise to the following four policies:

1. No interruption and centralised compensatigkil concurrent processes execute
until completion, and only then they are compensated for if some abort.

2. Nointerruption and distributed compensatidil parallel flows execute until com-
pletion but, if needed, they compensate without waiting the completion of siblings.

3. Coordinated interruptionParallel branches may be stopped when one flow aborts,
but the activation of the compensation procedure is handled in a centralised way,
i.e., all component flows have to be stopped, and only then the corresponding com-
pensations are executed.

4. Distributed interruption Flows, if needed, are interrupted and then their compen-
sation procedures can be activated independently from the rest of the flows.

We show that all these policies can be defined by following eithec@®P ap-
proach or thesagas style. Moreover, we note that the semantics of origo@#P cor-
responds to policy (3), while the two original semanticsafias Calculi, calledNaive
andRevised, follow respectively policies (2) and (4). Finally, we compare the four alter-
natives (and hence the original semantics of both proposals) by relating the set of traces
that each policy associates to a process. In particular, we show that these policies form
a partial order of traces, where origir&lSP andNaive Sagas are more restrictive than
Revised Sagas, but originalcCSP is unrelated tiNaive Sagas.

Structure of the papeiWe start by recalling irg 2 the syntax and semantics @SP
andSagas from [5,7]. Then, we outline the conceptual and stylistic similarities and dif-
ferences between the two approache§ B The more technical contribution starts in

§4, where we focus on the key aspects for the sequential case, by taking the correspond-
ing fragments of the calculi associated with sequential processes, for which we prove
the correspondence of both semantics by means of two straightforward encodings. The
different policies implemented by the two approaches emer§é&jrwhere we analyse

the case of parallel processes in transactions. The formal comparison of compensation
policies is summarised iB 6. Finally, in§ 7 we draw some conclusions and discuss
future work. Due to space limitation most proofs are omitted and some just sketched.
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2 Background

In this section we summarise the basicCaimpensatin@SP (cCSP) proposed in [7]
and ofSagas calculi from [5]. We focus on simplified versions by leaving out several
features present in both proposals, like exception handling and nesting.

2.1 CompensatingCSP

The set okcCSP processes is defined by the following grammar:

(STANDARD PROCESSE$

PQ:= A|P;Q| P|Q| SKIP| THROW| YIELD | [PP|
(COMPENSABLE PROCESSES

PPQQ:= P+Q | PP,QQ | PP/QQ | SKIPP| THROWW| YIELDD

A standard process is either a basic actiitfrom an alphabek, the sequential
compositionP; Q of processes, the parallel compositiQ, the empty procesSKIP,
the raise of an interruptioMHROW the yield to an interruptio?YIELD, or a transac-
tion block [PP]. A basic compensable process is a compensationfpai) whereP
is an atomic process ar@ is its compensation. Compensable processes can be com-
posed either in sequenB¥, QQ or in parallelPP|QQ. The remaining processes are the
compensable counterpart of the standard ones.

Figure 1 summarises the trace semantics@8P. A trace for a standard process
is a strings(w), wheres € 2* is said theobservable flovandw € Q is thefinal event
with Q = {v/,!,?}, with ZNQ = 0 (v stands for succeskfor fail, and?for yield). The
sequential compositiop; g concatenates the observable flowpaindq only whenp
terminates with success, otherwise itpsThe composition of two concurrent traces
p{w)||g{«y) corresponds to the set||q of all possible interleavings of the observable
flows, with final evento& o/, where& is associative and commutative.

The definition for the traces of standard processes is straightforward. The most in-
teresting one is that of a transaction blde¥]. Note that any trace of a compensable
procesPis a pair(p(w), p'), wherep(w) is the forward trace ang is a compensa-
tion trace forp. Then,[PP] selects all successful tracpé/) of PP, and the tracepp,
corresponding to failed forward flows!) followed by their compensations.

When composing compensable traces in series, the forward trace corresponds to
the sequential composition of the original forward traces, while the compensation trace
starts by the second compensation followed by the first one. The parallel composition is
defined as all possible interleavings of the forward and the backward flows, separately.

2.2 Sagas Calculi

We report here the two alternative semantics proposed in [5] for pagalielk, namely

the naive andrevisedversions. The main difference between the two semantics is that
the latter allows the interruption of flow executions when a transaction fails. The set of
parallelSagas is given by the following grammar:
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COMPOSITION OF STANDARD TRACES
1 p(v)ia=pq
Sequentlal{ 0(62):q = p(6s) whenw # v
w 11?22V
Parallel plw)||g{w) = {r{w&w)|r € (p|||a)}, where o |'?V 2?2V V

m&(d\! 112?22y
plII() = {p}
and Ollla={a}
) pll[y)a= {rlr € (plIl{y)@)} U{{y)r|r € (x)pllla)}

TRACES OF STANDARD PROCESSES

A=traces {(A,V)} forAeX SKIP=traces {(v')}
P;Q =traces {P;dlP € PAQ € Q} THROW=¢races {{!)}
P‘Q traces {r|r € (qu) /\ pe P/\q € Q} YIELD —traces {<9>}

[PP} —traces {pd| < > G PP} U {p< > p(‘/>7 p/) € PP}

COMPOSITION OF COMPENSABLE TRACES

; (p(v),P);(a.d) = (pa.d;p)
Sequential {<p< ), p); (0,) = (P(@), P') when £ v’
Parallel (P, P)[I(a,d) = {(r,r")[r € (plla) AT € (Pl|d)}
p(v')

=(p{v),q)

Compensation palr{ (p(e), (¢ )) whenco # v

+q
p(w) +q
TRACES OF COMPENSABLE PROCESSES
P+Q:traces {(<7>a <‘/>)}U{pfq|p € P/\q S Q}

PP;QQ =traces {PP;ad pp € PPAQQ e QQ}

PPIQQ =traces {Ir|rr € (pp||qg) A ppe PPA Qg€ QQ}

SKIPP—traces SKIP--SKIP =traces {(< > < >) (< > <‘/>)}

( )

THROWW-=taces THROW= SKIP =traces {((?),(v')), ((1),(v))}
Y|E|—DD*traces YIELD-- SKIP =traces {(<°>7< >)}

Fig. 1. Trace semantics @fiCSP

(STEP X:=0|A|A+B
(PROCES$ P =X | P;P | PIP
(saca) S = {P}

A sagaS encloses a proce$sin a transaction scope. Each stepArtorresponds
either to an activityA or a compensated activit= B, whereA is the activity of the
normal flow andB its compensation. The ter@represents the inert proceBsP stands
for the sequential composition of processes, BjRifor the parallel composition.

To reduce the number of rules, the semanticSafas is defined up-to structural
congruence over processes given by the following axioms:

A-0=A OP=P0 =P (P;Q);R
PIQ=QP PO=P P/(QIR)

P; (QR)
(PIQIR
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Moreover, activities are assumed to be named differently. The set of possible results
for the execution of a saga#® = {@,X, ®}, where stands focommit X for (com-
pensatedpbort, and&® for abnormal terminatior(when the compensation procedure
fails). We let(d to range over®. The execution of a sequential saga is described in
terms of a contexf, i.e., a partial functiod : 4 — {X, @} that maps any activity to
the result obtained with its execution. Activities can only commit or abort (they do not
terminate abnormally). A particular functidnis writtenA; — Oy, ..., Ay — Oy, where
A # A foralli # j. (Note that’,’ stands for the disjoint union of partial functions).

The semantics of a sags given by a relatiofr - S— [J, which denotes that the
execution ofS produced] when the atomic activities behave like The observation
a describes the actual flow of control occurring when execuingder the context.
The flowa is a process whose activities have no compensations. The auxiliary relation

r=(Pp) LN (O, B') describes the behaviour of a proc&within a saga that already
installed the compensatigh(but (3 itself contains no compensation). WhEris exe-
cuted inside a saga, it can either commit, abort, or fail, but additionally, it can change
the compensations {8, for instance by installing new activities.

Naive semantics. The nave semantics for a parallel saga is shown in Figure 2(a).
Rule (s-AcT) stands for the successful execution of the compensated adivy that
installsBin front of B. Rules §-cmP) and E-cMmP) describe the execution 8f+-B when
Afails. Both rules activate the compensat[b(premises of the rules). In particulas-(
CMP) stands for the successful compensation, while redeNiP) handles the failure of
the compensation procedure. RugeqTER) describes the behaviour of a proc€s8
when the stef® commits. In such case) is executed with the compensation installed
by P. Rule @a-sTEP handles the case in whiéh Q is stopped becaustaborts or ends
abnormally. Rule $AGA) states that the execution of a sag@]} runsP in a thread
that initially has no compensations. The rules described above give the semantics for
the sequential case, while the remaining rules define tlieersemantics of parallel
composition. Rul€s-PAR) deals with the successful execution of both branches, while
the remaining rules handle the cases in which at least one branch fails.

Revised semantics.The revised semantics avoids the unnecessary execution of activ-
ities in the foward flow when the saga fails. This is achieved by stopping the execution
of the forward flow when some activity fails. For this reason, the execution of a process
may also finish with: ()X, i.e. the execution is forced to compensate and the com-
pensation is successful, and (@) i.e., the execution is forced to compensate and the
compensation procedure fails. The associative and commutative operakpresses

the result obtained by combining the execution of two parallel branches (see Figure 3).
Note thatA is not defined when one operanddsand the other is not. In fact, it is

not possible for a branch to commit when the other aborts or faiB{@whenP can
commit butQ aborts, therP is forced to compensate.

For the revised semantics, all rules for the sequential case are as in Figure 2(b),
but considering for ruleA-sTEP the side conditioro € {X,®,X,&}), and for rule
(sAacA) the side conditiord € {1,X,@}. In addition, rules in Figure 2(b) describe
the behaviour of concurrent processes. RaleRCED-ABT) forces the activation of the
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(ZERO) (s-AcT)
rF(0,B) -2 (@,B) A, - (A< B,B) -2 (=,B:B)
(s-cmpP) (F-CcMmP)
M+ (B,0) — (,0) M+ (B,0) — (X,0)
A ®,T - (A+B,B) -% (X,0) AT (A+B,B) -% (m,0)
(s-sTEP) , (A-STEP
M- (PB) -5 (=B T H Q.p") % (0.8 M- (PB) % (0,00 oe{® =}
- (P:Q,B) X% (O, p) M (P;Q.B) - (0,0)

(SAGA) (S-PAR)

= (P.0) -5 (O,B) r-(Po) % (@p) rr(Q0 -2 (@,

r- (P} -0 M (PlQ.B) X% (@, (B1B"): B)

(F-PAR-NAIVE-1)

HP,0>L<&0> Q.0 % (8,00 (8,0 % (01,0 mzz{gtfelrjvii
(F-PAR-NAIVE-2) <P‘Q B> ;
F<P,0>i»<70> r-(Qo) % (@.p) rr®.0 @0
af(a’a”)
(F-PAR-NAIVE-3) rEPRE — (8,0
F(P0) % (®,0) FHQ?) - (0,0) witho € {X, @}
r-e.p) 2 @,0)

(F-PAR-NAIVE-4A)

- (PO) % (@, B) FF<Q0> @ 0) (g0 (=0

(F-PAR-NAIVE-4B) F<P‘Q’B> ’—> < 0

- (PO) -5 (@B) TH(Q0) - (X, 0> M (B.0 - (.0 T (B0 (01,0

M= (PQ, B> e (02,0 _[Rif0 =06
2 otherwise

a|or)u

<D27 O>

(a) Nave semantics of parall&agas.

(FORCED-ABT) (s-PAR)

a,  [RifO1=01 o, / "
TEB0 (010 o= {ETMES R0 @) rreo - @)
) (. BB

rH(P.B) = (02,0) rPQ.p 2%
(F-PAR)
M (P0)-% (01,0) Tk (0,00 [Oor€iE )
(R.O) <ol,> (Q.0) - (62,0) {Gze i -
M Pl 2% (011020
(c-PAR) / 01,07 € {X,X} and
MH(P0) - (01,0) TH(Q0) - (02,0) Tk (B,0) - (01,0) it — 0o
M- (PQ,B) — (x\ot 2= { otherwise

<0'1/\0'2 A D2,0>

(b) Revised semantics of paraledgas.

Fig. 2. Concurrent semantics Sagas.
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Al @ X X
o) B - - - -
X — X X
-
¥ | - © X
-

Fig. 3. The operaton.

compensation before executiRgwhich will produce a forced terminatidd or &@. Rule
(s-PAR) is the same as in the iv@ semantics, while the rollback of a branch is handled
by (F-PAR) and(c-PAR). Rule (c-PAR) handles the case in which bokthandQ are
successfully compensated for, while-PAR) handles the failure of the compensation
procedure.

An interesting aspect on the revised semantics is that ssle £) requiresP to end
with [, X or &, but not with forced termination. This implies that a saga aborts if and
only if (at least) one activity aborts.

3 cCSP vsSagas Calculi

In this section we try to enucleate the main conceptual differences between the two
approaches and to give an informal account of the underlying different policies for
business process design and execution.

Executions of activities. An activity A is always successful iecCSP. Instead, the ex-
ecution of activities irSagas depends on a particular execution contextvhich
allows to evaluate the semantics of a process according to different scenarios.

Aborted activities vs Programmable abort. In cCSP the special primitiveTHROW
introduces programmable aborts. Instead, the abort of a saga is caused by the abort
of an activity in the scenarib. Thus, the primitiveTHROWroughly corresponds
to aSagas activity that always fails in any/.

Yielding to interrupt. In cCSP the yielding to interrupt is explicitly programmed by
using the special primitivef IELD. Instead, inSagas the yielding to interrupt is
wired in the semantics rules and cannot be programmed.

Failed compensations.Different from Sagas calculi, the abort of and the successful
compensation of a transaction blockd@SP is silent to the parent process, i.e.,
there is no possibility to distinguish this case from the situation in which the for-
ward flow complete successfully. Although not reporte® @, Sagas calculi pro-
vide the primitivetry Sor P in [5], which allows to activate® whenSaborts and
it is compensated successfully.

Interleaving vs concurrent traces. The semantics of @CSP process is given by list-
ing all possible executions that differ on the interleaving of their concurrent activ-
ities. Instead, in th&agas calculi computations are described up-to interleavings.
Note that any labed in a reduction denotes a set of possible executions.

Compensation of parallel processesAs described ir§ 1, the most important distinc-
tion of both proposal is when defining the compensationFi@, since they use
different compensation policies. This distinction is formalised H



8 R. Bruniet al.

Nesting. The primitiveP -+ Q of cCSP allow for the nesting of transactions. TBegas
counterpart is called nest&hgas and it is presented in [5], which provides two
different kinds of compensations calleiéfault compensationand programmed
compensationThe latter is equivalent to theCSP primitive. The common frag-
ment tocCSP and Sagas we shall discuss does not allow nesting, and therefore
only compensable activities-- B will be considered.

Adequacy of the semantics.Although not described here, correctnesscoEP se-
mantics is stated in terms of self-cancelling properties. That is, when assuming
compensations to be perfect, it is shown that the execution of a transaction is equiv-
alent to its forward flow or t&SKIP. In Sagas, the meaning of the execution of a
transaction is shown by suitable adequacy theorems, which are more precise but
less intuitive and more complex to express than the self-cancelling properties.

In the rest of the paper we shall focus on the formal comparison of the sequential
and parallel fragments of the two calculi, leaving to future work the treatment of the
last two items from the above list (nesting and adequacy). The yielding modality and
parallel compensations are discussed in det&dl % while all the remaining items are
relevant also for the sequential fragmengia.

4 The sequential case

In this section we focus on the subset of sequential processes and we show that both
semantics coincide by giving two encodings. Sequent@aP is obtained by restricting
the syntax of compensable processes as follow.

PPQQ:= A=B | PP,QQ | SKIPP | THROWW| YIELDD

Note that instead of having-- Q, we only allow basic activities to be compensated
by basic activities. Sequenti@hgas is obtained by forbidding the parallel composition
of processe®|P. We denote by CSP., the set of sequentialCSP processes, and by
Sagas,,, the set of sequentiglagas processes.

4.1 EncodingcCSPy, into Sagas,.,

The main idea is that any proceBB € cCSP,, is associated with both a saga process
P € Sagas,,, and a particular environmefite [ in which all activities ofP commits

(O stands for the set of all possible environments). MoreoverT HIROWWprimitive

is represented by a fresh activity that abort§ ifThe last subtlety is that all activities
in P have to be named differently, for this reason the encoding assures activieiég in
have different names. Formally, the encoding is given by the following function

[-] : cCSPgeq — Sagasg, x [

which is defined in terms of the auxiliary function (used to assure activity names to be
different)
[-].: cCSPseq x N* — Sagas,,, x O

seq
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The encoding is defined by lettif®P] = [PP]o, with:

[[A%B]]o - AO'_BO7{AO' — E‘vBO = EJ}

[PP;PR]s = PP, MWl st [PRlsi =R, fori=1,2

[SKIPHs = [YIELDD]; = 0,0 [THROWW; = Tg, {Tg— X}
Notation 1 We let_a_ be obtained fronm by removing all the subscriptsfrom activ-
ities and by considerin@ as SKIP. Given a sag8g, we let4(S) = {A| Aoccurs inS}

be the set of its activities arj§ be itsforward flow, which is obtained by replacing the
patternA--B by A everywhere ir§(i.e., removing all compensations).

Theorem 4.1. Let [PP] =PI If I {[P]} — [J, thenLaJ =yaces [PP).
Proof (Sketch)The proof is by induction on the structure BP, showing that one of

the following conditions holds (for an andl™’ s.t.["’ - (B,0) B, ((1,0)):

- [+ (P) = (@.B;B) andPP = {(p(v).P)[p(v) € LasAp € LB }UT,
whereT is the set of all yielding trace®(?),q (v')) s.t.q andq have the same
length and is a prefix of a trace ina_ andq' is prefix of a trace inp_.

— PR 2P (®,0) st 4(a) € A(P)) A A(a’) N A(P]) = 0, and PP =
{(p"), P)|p(v) eLasnp €a’s}UT, whereT is defined as before. 0

4.2 EncodingSagas,,, into cCSPgq

Any processP € Sagas,., represents a set of process®R ¢ cCSP, one for any
possible environmerit € 0. Hence, the encoding is defined as follow:

[-]-:Sagaseeq x 0 — cCSPgeq

[0r = SKiPP [P:Qlr = [P [Qlr
[Alagr = A [Ala-xr = THROWW
[A+B]a-@p-mr = A+B [A+Bla-mr = THROWW

Note that the encoding for a compensation pair is defined only when the compen-
sationB is an activity that commits, because the fragmernt@P we are considering
does not allowTHROWIin compensation pairs. Hence, we shall account only for con-
textsl” that never make a saga to terminate abnormally (by adequacy results in [12,5]).

Theorem 4.2. Letl™ be an environmenk € Sagas,.,, and[P]r = PP. If I - {[P]} =0,

thenLo . =gaces [PP).

seq’

5 Alternative semantics for parallel compensations

In this section we formally characterise the four compensation policies mentioBdd in

Notation 2 We writecCSP ;i andSagas,,,,; to denote theCSP and Sagas semantics
when considering the strategy- 1,...,4, as enumerated i 1.
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In all remaining sections assume the encoding functions extended as follow
[PRIPR]g = Pi|P,F18l st [PR]gi =R, fori=1,2
[PIQIr = [P]rl[Q]r

5.1 Nointerruption and centralised compensation

The desired behaviour for a parallel transaction when assuming no interruption and
centralised compensation can be illustrated with the following lave@&P .1 :

[A+ A/ | B+ B/ | THROWV\}I —traces (A‘ B)1 (AI‘B/)

The forward flowA|B is executed completely before the compensatioB’. More-
over, all activities in the forward flow are observed even though their execution could
be avoided in a clever system (since the transaction will fail anyway).

Trace semantics. The trace semantics for this case is obtained by redefining the traces
of compensation pairs and parallel composition. Since parallel branches do not yield to
an interrupt, the definition for a compensation pair is simplified as follow:

A= B =traces {p+Q|p€A/\qe B} —traces {((A,\/>,<B,\/>)}

We remove from the original definition the possibility for a compensation pair to
yield to an interrupt before executing the forward fléwOn the other hand, the traces
for parallel compositiorP|Q consider only the traces & and Q that have finished
either successfully or with a failure, but not those yielding to an interruption, i.e.,

p(w)||a(w’) = {r(w&w)|r € (pllla) Aw,w € {v/,!}}

Since we do not allow interruptior IELDD has no effects and, hence, we let
YIELDD =4/aces SKIPP=t/aces {({v'),{(v)) }. Moreover, THROWW=,,ces { ((1), (v'))}.

SOS semantics. The SOS semantics for the case of no interruption and centralised
compensation is in Figure 4. The main differences with the rules in Figure 2(a) is that
the activation of the compensation procedure is left to the (s#esA) and not to(F-

ACT). Note also that the result f&?|Q is given by& (not by A as in§ 2.2), which is
analogous to the trace semantics.

Correspondence. The following results assure the correspondence between the two
semantics.

Theorem 5.1. LetPP € cCSP,, and[PP] =PI, with P € Sagas,,, ;. If [ = {[P]} = O,
thenL ol =¢races [PP].

Theorem 5.2. Let ' be an environment? € Sagas
CCSPpart. If T {[P]} = O, then_ o =races [PP.

and [P]r = PP, with PP ¢

parl:s
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(zERO) (s-AcT)
M (0,8) > (@.B) AT F(A+B.B) 2 (0,B:B)
(s-sTEP

(F-ACT)

BT (LB THER S @F) Q) OF)

r(PQ.p) =% (O.p)

A-STE (PAR)
| r F?P, B) - (X, F(RO) 5 (O0,B1) T F(Q,0) 2 (02, Ba)
M (PQ.B) - (X,8) M (PIQ.B) ™% (01805, BulBaiB)
whereH&EH =H,0&K =K, andX&X =K
(CMT-SAGA) (ABORTED-SAGA)
M (PO (@.B) r-Po-% ®.p8) k(0 - (@0
r-{P) %o r-{pP) 2w

(FAILED-SAGA)
(PO - (®@.B) TH(B.0) (.0
r=A{P}} %

Fig. 4. SOS for no interruption and centralised compensation.

5.2 No interruption and distributed compensation

As aforementioned, a distributed procedure for compensating parallel branches may
allow the execution of activities of the backward flow even when parts of the forward
flow are still in execution. As an example, the following law should holdG8P >

(i.e., by assuming no interruption and distributed compensation):

[A+A |B+B | THROWW =(5ces A A'|B; B/

Note that the forward flow# andB are executed entirely, but parallel branches are
independently compensated for. For examplezan be executed even bef@e

Trace semantics. As for the previous case, the traces of a compensation pair do not
have yielding behaviours, al8KIPP, YIELDD andTHROWWare defined analogously.
Instead, the parallel composition of traces is as follow

(P ), IV ), d) = {(r (v}, r'{(vV)Ir € (pllla) Ar'{v) € (P'la)}
U{(r(?,{(V))Ir{v') € (ppllad)}
(p{e), P)II(q(w), o) = {(r{w&w), (vV))[r(v') € (pPllad)} if w&a €{!,?}
Note that the parallel composition of two successful traces contains all the interleav-

ings of the forward flows compensated with the interleavings of the original compensa-
tions, and a set of yielding traces. Yielding traces stand for the behaviours of processes
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PP|QQ in case they are composed in parallel with a process that fails, for instance
PP|QQITHROWW Finally, the parallel composition when at least one trace ends with
?or! is defined as the interleavings of the original compensated flows.

SOS semantics.This case corresponds to thévesemantics described §2.2.

Correspondence. Different from previous cases, for a safjB]} and an environment
I there can be several s.t.I" - {[P] 9, 0. For instance, considé = A +Bi|Ay+
By|F andl = Ay — [E,A2 — [@,B1 — [,Bz — [,F — K. Then, it is easy to check
thatl™ - {[P]} L K for ag = A1; B1|A2; By anday = (A1|A2); (B1]B2), depending on
whetherP is considered either ag\; + B1|A2 + By)|F1 or asA; <+ Bi|(A2 = By|F1).
Nevertheless, note that the redulis always unique by results in [5].

We notel” - {[P]} - O, wherex = {ai| F {[P]} —- O} and let

LK =traces UGiEKI—aiJ

Theorem 5.3. LetPP € cCSPyar» and[PP] = P.T, with P € Sagas,, .. I T - {[P]} — O,
thenL Ko =¢races [PP].

Theorem 5.4. Let ' be an environment € Sagas,,,», and [P]r = PP, with PP ¢
CCSPpara. If T {[P]} = O, then_K_ =traces [PP).

5.3 Interruption and centralised compensation

When considering interruption, the main idea is to avoid the execution of steps by stop-
ping the forward flow as soon as an activity fails. Nevertheless, in a distributed setting

we cannot expect processes to be stopped immediately. The law we would like to prove
when using this strategy is the following.

A=A | B+ B | THROWW =.ces SKIPU (A;A) U (B;B') U (AlB); (A'|B)

The first three terms show that parallel branches can be aborted even before starting
their execution when one process fails (ilBHROWW. Instead, the last term of the
right hand side means that compensation is centralised.

Trace semantics. The case of interruption and centralised compensation corresponds
to the original proposal of the trace semantics summarisgia.

SOS semantics. The SOS semantics for this strategy is obtained by adding forced

termination to the rules corresponding to the policy of no interruption and centralised
compensation (shown in Figure 4). In order to achieve that, rules in Figure 4 are ex-
tended with the additional rule

(FORCED-ABT) r+=(PpB) 9, (&, B)

which introduces forced termination. In this case, it is enough to consider one result,
which we notes]. Moreover we extend the definition &f used in rulg PAR), as follow
B&E =1, B&E = 1, B&K = K. (Note that this definition makes the operaor
isomorphic in both the trace and the SOS semantics).
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Correspondence. As for the previous cases, we have the following correspondence

results forcCSP,,3 andSagas,, 3

Theorem 5.5. LetPP € cCSPy.3 and[PP] = P.T, with P € Sagas,, 3. If T - {[P]} — O,
thenLK . =¢races [PP].

Theorem 5.6. Let ' be an environment? € Sagas
cCSPpars. I T+ {[P]} — [, then_K_ =traces [PP).

and [P]r = PP, with PP ¢

par3:

5.4 Interruption and distributed compensation

This policy can be illustrated by the following equalityd@SP ,,4:
[A=A|B+B|THROWW =..ces SKIPU (A;A') U (B;B') U (AA)|(B;B))

The difference with the policy reported 5.3 relies in the last term of the sum-
mation in the right hand side of the equality. In fact, the last term of the above equality
shows that the compensation is handled in a distributed way. The remaining terms stand
for the cases in which the forward flow is stopped before completion.

Trace semantics. The trace semantics for this policy is obtained from the original
one (see Figure 1) by changing the definition for the parallel composition of traces as
in85.2,i.e.,

(P, POII(@(v ), d) = {(r(v),r'(V))Ir e (pll|a) Ar'(v') € (Plld)}
UE(r(?), (VDIr(v) € (pPlad)}

(p(w), P)I[(afe),d) = {(Hw& o), (vV))Ir(v) € (pPllad)} i w&a e{!,?}

SOS semantics.This strategy corresponds to the original revised semantics of parallel
Sagas (Figure 2(b)).

Correspondence. The following results state the correspondence between the trace
and SOS semantics for this policy.

Theorem 5.7. LetPP € cCSP .4 and[PP] = P, with P € Sagas,,,4. If [ - {[P]} = O,
thenLKi =races [PP).

Theorem 5.8. Let ' be an environment? € Sagas
CCSPpars. If T {[P]} == O, then_K_ =iraces [PP).

par3» and [P]r = PP, with PP ¢

6 Relation of the proposed semantics

The four strategies presented8rb correspond to alternative implementations for the
compensation mechanism. In this section, we analyse the relation among such policies.
The following result states the relation among the traces of a transdBt®pmccord-

ingly to the four possible semantics for compensating parallel processes.
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Theorem 6.1. Let [PP] be a parallelcCSP process, and lefPP|.csp,,, denote the
traces of[PP] when considering the strategy= 1,...,4. Then, the four trace seman-
tics satisfy the following diagram

[PPlecsppan £ . [PPlecspparn Naive Sagas
: ;
Original cCSP [PPlccsp .5 = . [PPlccsp,,s  Revised Sagas

Proof (Sketch)The proof for any inclusion follows by showing (by induction on the
structure ofPP) that any trace ilPP.csp pari corresponds with a trace PP.csp parj - For
instance, that

- (P(vV),P) €PPcsp,.y = (P(V),P) € PPcsp,,
— (p("),P'P") €PPcsp,.y = (PP(1),P’) € PPcsp,,,- 0

Note that the above diagram does not incluqlEBP]ccsppar2 - [PP]ccsppar3 nor
[PP]ccsppa,3 C [PP]ccsppaQ. In fact, it is easy to check that there are proce$B&%for
which none of them holds. For instance, consider [A+A’; B+ B'|C+C'|THROWW,.

Note thatp = (A, B,B",A',C,C',v') € Pcsp,, ., bUtp & Pecsp,, 5, Since compensations
A’ andB' take place befor€. On the other hand, note that= (v') € Pcsp,, 5, but
q ¢ Pecsp,arn since the forward flow is required to execute until termination.

The above result makes incomparable the semantics of origtf? and néave
Sagas. On the other hand, it shows that the revised versiosafas allows more
traces tharcCSP, and hence it is less restrictive on which are the acceptable execu-
tions of processes. Nevertheless, the distributed compensation mechariSaref,,
includes a “guessing mechanisms” that allows branches on the forward flow to compen-
sate even before an activity aborts. For instafse;A’; THROWWB -+ B'] has the trace
p = (B;B’;A;A’). SinceA is executed afteB, p stands for an execution in which the
branchB + B’ starts its compensation befofelROWWis reached. Although this is an
acceptable and valid execution of the above transaction, it is hard to imagine a plausible
implementation of such a mechanism, which suggests that a more realistic policy relies
in betweerncCSP and revisedbsagas.

7 Final Remarks

We have compared two recent formal approaches to the modelling of compensable flow
composition, that have been proposed independently in [5,7]. For the sequential case
we have shown that the two frameworks essentially coincide by providing fully abstract
encodings. For the parallel case we have observed that the two approaches followed
different compensation policies, and that up to four different choices were possible for
activating compensations in parallel branches. We have shown that each alternative can
be formalised by adjusting the semantics of the two calculi. Finally we have related all
different policies by showing that they form a partial order of trace models.

Our more ambitious research programme is to extend the comparison to deal with
more advanced features, like nesting, joint transactions, message passing and action
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refinement. To this end, the research presented here has been valuable in deepening our
understanding of the phenomenon of a compensable parallel transaction and the range
of available design options.
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