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ABSTRACT
This paper introduces the iGesture platform for investigat-
ing multimodal gesture based interactions in multimedia
contexts. iGesture is a low-cost, extensible system that uses
visual recognition of hand movements to support gesture-
based input. Computer vision techniques support gesture
based interactions that are lightweight, with minimal inter-
action constraints. The system enables gestures to be car-
ried out ‘in the environment’ at a distance from the camera,
enabling multimodal interaction in a naturalistic, transpar-
ent manner in a ubiquitous computing environment. The
iGesture system can also be rapidly scripted to enable gesture-
based input with a wide variety of applications. In this
paper we present the technology behind the iGesture soft-
ware, and a performance evaluation of the gesture recogni-
tion subsystem. We also present two exemplar multimedia
application contexts which we are using to explore ambient
gesture-based interactions.

Categories and Subject Descriptors
I.5.4 [Applications]: Computer Vision; H.5.2 [User Inter-

faces]: Input devices and strategies; I.4.8 [Scene Analy-

sis]: Motion, Tracking; J.5 [Arts and Humanities]: Music

General Terms
Algorithms, Human Factors, Experimentation, Reliability

Keywords
Gesture-based interaction, semaphoric gestures

1. INTRODUCTION
This paper presents iGesture, our extensible platform for

research into gesture-based, off the desktop interactions. We
call these interactions ‘ambient gestures’.
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iGesture was initially developed to investigate the use
of ‘semaphoric’ gestures [6] in one’s environment to con-
trol multimedia applications, such as a digital jukebox [3].
Semaphoric gestures are those which represent signals or
signs that can correspond to functional commands. To ex-
plore semaphoric, ambient gestures in more contexts, we ex-
tended the iGesture platform to support rapid deployment
of gesture-based input for a broader range of applications.

Primarily, the iGesture software performs a number of
computer vision tasks in order to extract information from
the visual scene to determine if gestures are being performed.
The platform has been deliberately designed to work with a
standard PC and single webcam. iGesture supports a num-
ber of loosely constrained single and two-handed gestures,
such as waving. These gestures can be combined into a large
command vocabulary. Significantly, these gestures can be
readily detected at dynamically variable distances from the
camera. This use of lightweight gestures with variable po-
sition interaction is in contrast to previous visual gesture
recognition work which has required either close proximity
of the gestures to the camera [1] or fixed proximity to the
camera for application control [2]. By enabling these nat-
uralistic, ‘in the environment’ gestures, iGesture provides a
platform to explore ambient gestures within a ubiquitous,
multimodal interaction space.

Figure 1: Participant performing gestures using

coloured markers during an evaluation session

In the first part of the paper, we describe the iGesture sys-
tem, and provide results of an evaluation of the accuracy of
the gesture detection. We then review two different applica-
tions in which we are currently using the platform to explore
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Figure 2: iGesture Video Processing Subsystem

ambient gestures. First, we look at the use of ambient ges-
tures for traditional interactions, such as functional control
of desktop multimedia applications, thus extending the in-
teraction from the desktop into the environment. Second,
we look at ambient gestures for creative applications, such
as their use as MIDI controllers for ambient orchestration.
We conclude with a brief look at future work.

2. iGesture
The iGesture software conceptually consists of two sub-

systems. The first is responsible for the near real-time video
processing and state estimation. The second is responsible
for recognising semaphoric gestures. In addition, the soft-
ware allows information from the video processing stage to
be extracted and used for investigating non-semaphoric ges-
ture based interactions.

2.1 Video Processing
In order to enable near real-time processing and ensure

robustness, the vision subsystem is kept relatively simple.
The original design of the specifications called for a system
that was able to recognise coarse scale semaphoric gestures
performed with one or two hands. In order to simplify the
problem domain in terms of the computer vision, it was
decided that coloured markers would be used rather than
attempting to track raw hand motion. The system performs
processing on two channels in parallel. These channels were
originally designed to correspond to the left and right hand
of the user. Figure 2 illustrates the computation performed
by the subsystem.

Within each channel, the input video is smoothed using
a Gaussian filter and converted to a Hue, Saturation, and
Value colour-space in order to de-couple intensity changes
due to variations in lighting conditions. The colour marker
corresponding to the channel is then segmented from the im-
age by selecting pixels whose value (and 8-nearest-neighbours)
have a similar hue and saturation to the marker. In order to
reject noisy pixels, only the largest segmented region within
a pre-determined upper and lower bound is kept for further
processing. The tracking process involves comparing the
shape and position of the segmented object in the current
frame to the position and shape in the previous frame, and
checking that the variation is within reasonable bounds. If
the variation in position and shape is within the bounds de-
fined, then a motion vector is easily created by comparing
the objects position in the previous frame to its position in
the current frame.

The final video processing stage involves transforming the

motion vectors and marker positions into a state representa-
tion. In the current embodiment, there are 5 motion states
per channel, and 4 position states which are shared across
the two channels. The motion states represent whether the
marker’s motion between the previous and current frame
was upward, downward, left, right, or stationary. The posi-
tion states represent the relative position of the two mark-
ers (if both are present) and are: marker 1 above marker
2, marker 2 above marker 1, markers approximately level,
and markers really close together. From this set of states
it is possible to model the motion of markers over a given
number of frames as a Markov chain and determine a set
of state-transition matrices that represent the chain. This
set of state-transition matrices can be used to describe a
semaphoric gesture. The construction of such a matrix is
illustrated in Figure 3. 12 0 . 50 . 5 1 23 40 . 2 5 0 . 2 50 . 2 50 . 2 5
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Figure 3: Example showing construction of state-

transition matrices from simple semaphoric gestures

2.2 Semaphoric Gesture Recognition
As shown in the illustration in Figure 3, the state tran-

sition matrices for different semaphoric gestures tend to be
quite unique. We use this fact to enable the system to recog-
nise gestures by determining a distance relationship between
state transition matrices. In the current implementation, a
sum-of-absolute-difference measure is used:

DSAD(P(1)||P(2)) =
N

X

i=1

N
X

j=1

|P
(1)
i,j −P

(2)
i,j |,

where P(1) and P(2) are N × N state transition probability
matrices. Other distance metrics could also be used, such as
the Kullback-Leibler distance, which has been successfully
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Figure 4: Diagram illustrating the semaphoric gesture recognition process

used for comparing state transition matrices of music from
different composers [4].

The actual gesture recognition proceeds as follows. Given
a set of semaphoric gestures, the system is trained, and
records the three state transition matrices corresponding to
each gesture, together with an action which is to be per-
formed when the gesture is recognised. The action in this
case is a shell command or script that is executed when
the gesture is recognised. Once all the gestures have been
trained, the system can be put into a monitoring mode where
the input is continuously monitored for gestures. The sys-
tem watches for gestures by considering state transitions in a
continuously updating window. This window is updated ev-
ery time a new frame of video is captured (at least 15 times
per second), and the state transition matrices correspond-
ing to the window are compared to each of the matrices of
the stored gestures. An overall distance between each of the
matrices representing the recorded gestures and the matrices
representing the gesture in the current window is calculated
by linear summation:

Doverall({P
(U)}||{P(Gn)}) =

3
X

i=1

DSAD({P(U)}i||{P
(Gn)}i),

where {P(U)} represents the set of three state transition
matrices (left channel motion, right channel motion and rel-
ative position) from the unknown gesture in the window and

{P(Gn)} is the set of three matrices from the nth learnt ges-
ture. Finally, a test is performed between the distances of
the two gestures with the lowest distances to determine if
the action corresponding to the gesture with the lowest dis-
tance should be performed. This is illustrated in Figure 4.
If a gesture is recognised, the window of state observations is
reset, and the system stops monitoring the input for a pre-
determined time, before re-commencing monitoring. This
helps ensure that the action for a given gesture is only per-
formed once. If no gesture is recognised, the system just
continues updating the window of state observations until a
gesture is recognised.

2.2.1 Evaluation
In order to check the accuracy of the semaphoric gesture

recognition subsystem, we performed an evaluation in con-
trolled conditions. The system was set up in a room with
fixed lighting and the camera was positioned to cover as
much area as possible. The fixed lighting conditions mimic
the office environment in which the system is currently de-
ployed. Future studies will look into the effect of lighting

change on the recognition performance. The evaluation was
designed to assess the accuracy rate of the system in terms
of percentage of correctly recognised gestures, the percent-
age of false positives (gestures incorrectly recognised) and
percentage of false negatives (gestures not recognised). A
gender balanced group of 8 volunteers was assembled for
the evaluation in order to assess the performance over a
group of potential users. The evaluation was performed
in two parts. First, the system was loaded with a set of
pre-trained gestures. Second, the participants were asked
to train the system themselves before the evaluation com-
menced. These two parts allowed us to evaluate the effect
of user-trained versus pre-trained gestures on the recogni-
tion accuracy. Both parts of the evaluation consisted of two
subparts. First, the subjects were asked to perform each of
the gestures 5 times in a stationary position directly in the
centre of the camera’s field of view. In the second subpart,
five different points in the room were pre-selected to cover
the full visual field of the camera. The subjects were then
asked to perform the gestures at each point, whilst facing
the camera. The results of the evaluation showed no statis-
tically significant intra- and inter-subject variability, so the
results have been averaged and are shown in Table 1.

The results show that the system is capable of recognising
semaphoric gestures with an accuracy of over 90% when the
gesture is performed in the centre of the camera’s field of
view, and with a false positive rate of under 5%.

2.3 Extensibility
As the iGesture platform was designed to be extensible,

we engineered the software to exploit much of the raw vi-
sual information from the tracking module. As Figure 2
shows, both the spatial position and motion vector of the
marker used for each channel are available for use in explor-
ing non-semaphoric gestures. As explained in more detail
in Section 3.2, we have demonstrated this extensibility by
allowing MIDI instruments to be controlled by using the
relative spatial positions of the tracked markers and their
velocity or acceleration.

3. GESTURE-BASED INTERACTIONS
Gestures are rapidly becoming a viable addition to mul-

timodal interactions within ubiquitous computing environ-
ments [5]. However, the ability to use gestures in everyday
computing applications has not received much attention in
the literature. What the iGesture platform provides, is a
means to implement gesture based interactions for a wide



Table 1: Averaged results from each part of the evaluation

Average Correct Average Incorrect Average Missed
Pre-trained, Centred 93% 4% 3%
Pre-trained, Non-Centred 84% 5% 12%
Subject-trained, Centred 91% 3% 7%
Subject-trained, Non-Centred 87% 2% 11%

variety of software and hardware applications. In addition,
it allows researchers to conduct extensive investigations and
evaluations on the use of gestures in many different domains.

3.1 Extending Desktop Interactions
In ambient gestures, we investigated gestures ‘in the en-

vironment’ as a means of exploring the effect of controlling
applications without interacting with the GUI. The work
was based on semaphoric gestures that functionally control
traditional desktop applications such as browsing and play-
ing tracks from a digital jukebox. The interaction does not
require visual attention from the user as audio is the pri-
mary feedback mechanism. With the ambient gestures in-
teraction, we successfully provide a means of separating the
background from the foreground applications to allow the
user to have simultaneous control over multiple applications.
This means that a user can control their applications while
maintaining primary focus on tasks such as washing dishes
or reading a book. Based on this work, we have extended
the iGesture platform to allow us to design gesture based
interactions for a diverse range of applications.

3.2 Creative Interaction
Beyond taking desktop multimedia applications into the

environment, we also use iGesture to support several inter-
action styles that explore various mappings of gestures onto
MIDI output. One style maps the gestures associated with
the playing of an air guitar to the expected output. As
the user moves their leading hand in a strumming motion,
sounds are produced while the frequencies of the notes are
controlled by the distance between the hands. A second
style maps all detected movements of the hands to create
the sounds, also using the distance between hands to con-
trol the notes. We chose these and other interaction styles,
including a drumming gesture, to investigate the use of ges-
tures in non-traditional applications exposing the users to a
novel way to explore interaction in a ubiquitous, multimedia,
multimodal environment.

4. FUTURE WORK
Future work involving ambient gestures includes conduct-

ing studies to investigate a range of issues with ‘in the envi-
ronment’ interactions. We want to compare ambient gesture
performance against other multimodal I/O in order to better
understand the trade-offs between approaches in ubiquitous
environments. The iGesture system also supports multiple
channels. Thus, multiple users can participate in an appro-
priately configured application. This gives us a new way
to investigate collaborative, concurrent interaction in multi-
modal, ubiquitous spaces. Future work involving the iGes-
ture platform includes upgrades to provide more control of
visual input and output features. This will allow for addi-
tional extensibility in terms of the gesture interactions we
are able to implement and evaluate.

5. CONCLUSIONS
This paper has presented our extensible platform for re-

searching ambient gestures for multimodal interactions us-
ing computer vision techniques. We have demonstrated that
the platform provides a simple, flexible, cost-effective solu-
tion for designing and investigating gesture-based interac-
tions in real-world, everyday scenarios for ubiquitous com-
puting. The iGesture technology allows research into inter-
action techniques that would be intractable with other ges-
ture recognition solutions. An evaluation of the recognition
performance of the iGesture software, showed a recognition
accuracy rate of above 90%.

Our current work allows us to explore gesture based user
interactions independently of the underlying technology used
to recognise and process the gestures. Our approach is to in-
vestigate a variety of interactions that use gestures to better
understand the situations for which gestures are best suited
in various multimodal and ubiquitous computing environ-
ments.
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