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1. Introduction

Molecular computers are information processing
systems in which individual molecules, as opposed to
statistical aggregates, play a critical functional role".
On this definition biological systems are natural molecu-
lar computers, and indeed the study of biological infor-
mation processing and control capabilities from this
point of view is one direction of molecular computing
research. Another direction is technological. The two
directions are highly synergistic; analysis helps with
synthesis and synthesis provides a powerful means of
analysis.

The field of molecular computing reaches beyond
biologically motivated approaches, since it allows for
the development of entirely novel systems that utilize

molecular materials. Biotechnology in particular
affords the possibility of producing a vast range of new
molecular materials that could contribute to the crea-
tion of information processing devices, including sen-
sors, measuring devices, and actuators, with perfor-
mance characteristics that are unattainable by conven-
tional materials.

It is convenient to divide present day molecular
computing research into three main directions: shape
based, conventional computer mimicry, and
optomolecular. Our brief review of recent developments
in the molecular computing field will emphasize

approaches based on biology-like molecules.
2. Blomolecular essentials

The functionality of biological systems depends on
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macromolecular structures that support highly specific
functions. The number of possible structures is enor-
mous. However, in all cases they are assembled from a
small set of common building blocks. Proteins provide
the most striking example. In nature these are built up
from twenty types of amino acids, typically linked
together in chains 200-400 amino acids in length that
fold up to form a characteristic three dimensional shape
(in the size range of 10 nm). The folded shape largely
determines the ability of the protein to recognize other
molecular structures. The image of a key fitting into a
lock is often used to characterize this shape-based mode
of recognition. Recognition can lead to catalytic switch-
ing or to the formation of stable polymacromolecular
structures (principle of self-assembly). In both cases
the interacting molecules form a supermolecular com-
plex, the difference being that in the case of enzymes the
complex must destabilize rapidly in order to combine
high specificity with high catalytic turnover rate.
Nucleic acids, like proteins, are built up from a
small set of building blocks, in this case the nucleotide
bases. For the present purposes the important point is
that complementary nucleic acid strands can line up (or
anneal) in the correct manner with remarkable rapidity.
The process is cooperative, with a phase transition
between the self-assembled and the disassembled state.
Proteins are building blocks for higher order struc-
tures, such as the cytoskeleton (an active network of
fibers important for the structure and movement of the
cell). They are also integrated into lipid bilayers which
form the membranes that envelop the cell and extend
through it. The functional capabilities of proteins can
be modulated through other macromolecules and the
local physio-chemical milieu. In the laboratory it is
possible to enlarge the set of building blocks, both at the
amino acid and at the macromolecular level, and to
organize them into structures that are not found in

natural systems.
3. Transduction-amplification principle

In order to utilize molecular level mechanisms for
information processing it is necessary to connect them
to macroscopic input and output. Biological systems
solve this problem through a variety of ubiquitous
transduction-amplification cascades that serve as inter-
faces across different levels of scale. The principle is
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Fig.1 Schematic illustration of a
transduction-amplification module(a)
and realization through self-assembly
mechanism(b)).

schematically illustrated in Fig.1 (a). Macroscopic
signals impinging on the external membrane of a cell
are transduced to internal molecular representations
that can be recognized and specifically acted on by
macromolecules. The actions eventually culminate in a
macroscopic response of the cell. Thus hormones imping-
ing on the cell commonly influence the pattern of gene
activation. As another example, nerve impulses imping-
ing on a neuron can trigger the production of second
messenger molecules, leading to a sequence of molecular
processes that ultimately control the firing of the
neuron®.

The role of shape-based pattern recognition in the
transduction-amplification process is illustrated by the
conceptual self-assembly device¥in Fig. 1 (b). External
macroscopic signals are re-represented as molecular
shapes. These self-assemble to form a polyma-
cromolecular mosaic on the basis of free-energy minimi-
zation. Different patterns of input signals trigger the
appearance of different combinations of molecules,
vielding mosaics with shape features common to differ-
ent groups of input patterns. Readout enzymes then link
these shape features to appropriate actions of the cell.
In this way a symbolic pattern recognition problem is
converted to a free energy minimization process. The
cell essentially “crystallizes” the solution to the pattern
recognition problem.

In biological cells the principle is embedded in
complex webs of molecular processes that combine
conformational changes with chemical reactions. The
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higher level structural framework of the cell — the
membrane and cytoskeletal organization —— probably
also plays a signal integrating role?.

4. Quantum speedup principle

How fast are shape recognition processes of the
type that occur in the self-assembly model ? Enzymatic
processes typically occur on .1 to 1 ms time scale. The
time required for self-assembly complex formation is
more variable, but it can be as fast as enzymatic recog-
nition. Such times may appear long in comparision to
semiconductor switching. However, the number of
digital switching operations that would be required to
duplicate the molecular pattern recognition capability
would be astronomical.

What is the basis of this unintuitive combination of
specificity and speed ? Macromolecules are large enough
so that weak (e.g., van der Waal’s) interactions allow
for binding forces to become comparable to thermal
energies only when a close fit occurs and small enough
to explore each other’s shapes through diffusional (or
Brownian) search. However, it is necessary to add an
active principle, consistent with the fact that proteins
dynamically change shape during the recognition proc-
ess. Such nonthermal motions allow the protein to draw
in a complex partner and to actively release it. The free
energy surface of the reaction must be dynamic, roughly
analogous to the manner in which the potential energy
of an elastic collision changes dynamically. It means
that the complex formation process should be governed
by a nonlinear dynamics allowing instabilities. It is
likely that the interaction between loosely bound (non-
Born-Oppenheimer) electrons and the nuclear coordi-
nates — the so-called electronic-conformational inter-
action —— plays an important role. The idea is that the
nuclei are agitated by interference among electronic
states of slightly different energy and this agitation in
turn exerts a perturbing effect on the electronic states.
In this way the superposition of electronic states serves
to funnel thermal energy into selected degrees of free-
dom of the nuclear coordinates®.

The inherent parallelism of the electronic wave
function is converted to speed of molecular pattern
recognition. This in turn, allows for enhanced pattern
recognition capabilities at the cell (or device) level. In
effect the entirely picturable macroscopic perception-
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action capabilities draw power from the nonpictur-
ability of microphysical processes at the submolecular
level.

With simple pattern processors, e.g., NAND gates, it
is possible to perform any computational function. A
fortiori it is possible to build any computational function
from more powerful recognizers, such as those that use
the transduction-amplification principle. The imple-
mentations can be far more efficient, however. Such
systems are not programmable in the conventional
sense. Learning procedures like evolution are required
to mold the dynamics and the interconnections for the
desired functions.

5. Prototypes

Let us now briefly review four prototype systems
that capture aspects of biomolecular processes and in
particular let us consider the character of the computa-
tions performed.

5.1 Biosensors

The principle of the biosensor is essentially the
same as the transduction-amplification principle. The
biosensing device is composed of a molecular recogni-
tion unit and a transducer that converts a chemical
signal into an optical or electrical output. Possibilities
include fluorescent markers, voltage sensitive dyes,
charge transfer from proteins to the gate electrode of a
field effect transistor and direct contact to proteins
through conducting polymers®. Bilayer membranes
allow for immobilizing the molecular recognition unit
without interfering with its function”. The important
feature of biosensors is that they can react selectively to
the presence of specific molecules in a complex medium.
The recognition of molecule combinations should also
be possible in active media where signal carrying mol-
ecules interact. Light sensitive active media have been
used in optical pattern processing, though not yet in
conjunction with biosensors®.

The self-assembly device illustrated in Fig. 1 can be
thought of as a plausible future elaboration of the same
technology that is being developed in conjunction with
biosensors. Devices operating on this principle could
efficiently process signal patterns that are variable but
too context sensitive to be broken up into individually
recognizable parts. This follows from the feature that
partially formed complexes serve as processors for
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missing parts, and do so regardless of the time order of
their formation. The self-organizing dynamics that
confers this extra power precludes conventional pro-
gramming, but is well suited for learning through
variation-selection methods or error feedback signals
that act on the internal structure.
5.2 Bacteriorhodopsin-based optical computing

Interfacing macroscopic with microscopic (i.e.,
transduction and amplification) has been approached in
a rather different way using the exceptionally stable
protein bacteriorhodopsin (BR). In this light driven
proton pump all processes required for signal transduc-
tion, amplification, and resetting are built into a single
molecule.  On light absorption BR switches among
eight states with characteristic absorptions and life-
times (ps to ms). These features, which have been
enhanced through genetic engineering, allow for optical
memories™'” and real time holographic processing'".
Other applications (sensing, neural network designs)
are based on a rapid (picosecond time scale) charge
displacement that accompanies one of the state
transitions'®.

5.3 DNA string processing

In the 1970’s, Vaintsvaig and Liberman proposed a
universal stochastic computation scheme based on the
ability of enzymes to recognize and act on specific
subsequences of DNA'. Recently Adleman has utilized
the self-assembly of complementary DNA strands to
solve a search problem'?. The problem might be to find
a path that visits every vertex in a directed graph given
a start and end point (see Fig.2). The vertices and
edges of the graph are encoded in a collection of short
DNA sequences (this corresponds to the transduction
step). The collection is then allowed to interact, leading
to the formation of DNA hybrids for each possible
pathway. One of the hybrids should encode the solution
(if it exists). The solution is amplified through selective
polymerase chain reactions (PCR), gel electrophoreses,
and affinity-purifications. The transduction and amplifi-
cation steps are inefficient compared to conventional
computing. However, the system affords an enormous
amount of fine grained parallelism, connected with the
extraordinary affinity_ of complementary DNA strands,
and consequently the approach may be useful for large,
highly parallelizable problem domains.

For problems that grow exponentially the amount
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Fig.2 DNA string processor. The problem

(1) is to find a Hamiltonian path (in-
dicated by solid arrows). Each vertex
is formally assigned a short and uniaue
DNA seaquence (in dashed boxes). A
DONA seauence is derived for each
edge from this formal assignment (I1).
The first half of each edse sequence
corresponds to the second half of the
sequence (indicated by primes) for-
mally assigned to the vertex from
which it originates. (See edge 2 and
note that the start A and end D are
exceptions.) The second half of each
edge seauence corresponds to the
first half of the sequence formally as-
signed to the vertex which it enters.
The edge seguences and the comple-
ments (indicated by bars) of the
seguences assigned to the intermedi-
ate vertices are synthesized. This set
of seaquences is allowed to interact.
The possible pathways are represent-
ed by the reaction products (), only
three of which are shown. If a
Hamiltonian path exists the corre-
sponding DNA seaquence can be
extracted by standard biochemical
procedures.

of DNA that the Adleman system would have to use
would also grow exponentially. The nice feature of the
system is that it draws on the clever physics of self-
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assembly to implement efficient pattern matching. As a
programmable system it freezes out many of the interac-
tions that biological systems use for problem solving
and that could conceivably be used by technological
systems.
5.4 Neuromolecular simulations

Finally we can briefly note that our group has used
conventional computers to simulate molecular computer
designs'®. The basic idea is to build a virtual “neuro-
molecular brain” by treating neurons as transduction-
amplification modules with various kinds of dynamics,
such as reaction-diffusion or cytoskeletal dynamics. A
repertoire of simulated dynamic modules is evolved and
knit together in a higher level network architecture
suitable for performing perception-action tasks. Such
virtual neuromolecular computers could never duplicate
the recognition capabilities of biological systems in real
time. But they can be used to capture aspects of the
cross-scale flow of information characteristic of biologi-
cal information processing in ways that are useful for
practical applications and to elucidate the architectural
features that would most effectively utilize the recogni-
tion capabilities of biomolecular components.

6. Towards integrative synergy

The early 1970’s saw the formulation of a variety of
The 1980’s saw an
increasing interest in the possibilities of this field, and

molecular computing concepts.

increasing efforts to develop workable designs on paper.
The possibility of actual prototypes seemed far off.
Today there is a spectrum of prototypes, with BR even
having reached the marketplace. Each of these proto-

types only a few of which have been noted here —
— captures some fragment of the unique capabilities of
carbon. Biosensors utilize molecular specificity, BR
utilizes molecular state change, the Adleman system
employs the self-assembly properties of naked DNA,
and the virtual molecular computer designs capture the

vertical flow of information and the learning algorithms

that are capable of exploiting this vertical flow. With
these prototypes we can begin to see how different
biomolecular materials and processes contribute to the
capabilities of biological systems, and we can begin to
see how in the coming period they can be knit together
to yield technological systems that enjoy some of these
remarkable capabilities.
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