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Abstract

We study the H∞-partial realization problem from a behavioral point of view; we give necessary and su3cient con-
ditions for solvability, and a characterization of all solutions. Instrumental in such analysis is the notion of time- and
space-symmetrization of the data, which allows to transform the realization problem with metric- and stability constraints
into an unconstrained behavioral modeling one.
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1. Introduction

In this paper we deal with the following problem: Let w0; w1; : : : ; wN be real numbers; "nd polynomials a
and b such that

1. a(�)=b(�) =
∑N

j=0 wj�−j + ’(�)�−(N+1) for some proper rational function ’;
2. b is Hurwitz;
3. ‖a=b‖∞ ¡ 1.

This is the Schur interpolation problem of analytic interpolation theory; we refer to [4,10–12], for a treatment
along the classical lines.

In this paper we call (1)–(3) the H∞-partial realization problem. In order to solve it, we adopt the point
of view of partial realization as exact modeling of time series in the behavioral framework (see [1,3,7,8,13]).
We model a "nite number of time series derived from the impulse-response measurement, with the most
powerful unfalsi"ed model (MPUM in the following), which can be constructed iteratively; from a suitable
representation of the MPUM, a solution to the H∞-partial realization problem is easily computed. The novel
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aspect of our approach lies in how the metric and stability constraints are accommodated in such framework:
we transform the H∞-partial realization problem into an unconstrained behavioral modeling problem as fol-
lows. Besides modeling the “primal” data derived from {wi}i=0;1; :::;N , we implicitly model also the dualized
data, on which a special structure, symmetric in time and space with respect to the primal ones, has been
imposed. The result of such modeling procedure is a kernel representation of the MPUM B∗ for the primal
data, from which a kernel representation of the MPUM B′∗ for the dualized data is easily obtained. In this
paper we also re-derive the well-known necessary and su3cient condition for the existence of a solution
to the H∞-realization problem, based on the positivity of a certain Stein matrix derived from the data (see
[5]). In order to derive and express e:ectively such condition, the framework for quadratic di:erence forms
developed by the "rst author and Fujii (see [6]) is instrumental. The last result presented in this paper is a
characterization of all solutions to the H∞-partial realization problem by means of a special representation of
the MPUM B∗.

The approach closer to the one proposed in this paper is that of [2], in which the stable partial realization
problem with metric constraints is solved. The main di:erence between the two approaches lies in the fact
that in our case, identi"cation is performed in the time-domain. Moreover, the proof of the correctness of our
procedure for performing H∞-identi"cation (see Remark 2 in Section 4) is entirely self-contained, and need
not refer to the algorithm of Schur.

The paper is organized as follows: in Section 2 we illustrate the basics of exact behavioral modeling. In
Section 3 we introduce the concept of dualization of the data and the notion of Stein matrix associated with
the data. Necessary and su3cient conditions for the existence of a solution are stated in Section 4, while
Section 5 provides a characterization of all solutions, based on a special representation of the MPUM. We
conclude the paper with Section 6, discussing the possible generalizations of the algorithm.
Notation. In this paper we denote the set of nonnegative integers with Z+, similarly the set of nonpositive

integers is denoted with Z−. We denote with De = {z ∈C | |z|¿ 1} the exterior of the open unit disk. The
space of n-dimensional real vectors is denoted by Rn, and the space of m × n real matrices, by Rm×n. If
A∈Rm×n, then AT ∈Rn×m denotes its transpose. The set consisting of all sequences from Z+ to Rq (from
Z− to Rq) is denoted with (Rq)Z+ ((Rq)Z− , respectively). On such space we de"ne the left, i.e. backward,
shift (�w)(t) := w(t + 1) for all t ∈N. On (Rq)Z− we de"ne the right, i.e. forward, shift �∗, de"ned as
(�∗w)(t) = w(t − 1). The ring of polynomials with real coe3cients in the indeterminate � is denoted by
R[�]; the ring of two-variable polynomials with real coe3cients in the indeterminates � and � is denoted by
R[�; �]. The space of all n × m polynomial matrices in the indeterminate � is denoted by Rn×m[�]. Given a
polynomial matrix R(�) = R0 + · · · + RL�L ∈Rn×m[�] with RL 
= 0, we de"ne its reciprocal matrix Rr(�) as
Rr(�) = R0�L + · · · + RL ∈Rn×m[�].

2. Modeling with behaviors

In this paper we consider linear, shift-invariant behaviors with time-axis Z+ or Z−, in other words, subspaces
of (Rq)Z+ (respectively, (Rq)Z−) consisting of trajectories w :Z+ → Rq (respectively, w :Z− → Rq) such that
if w belongs to the behavior, then also �kw (�∗kw) belong to the behavior for all k ∈Z+. We denote the set
of such behaviors with Lq(Z+) (Lq(Z−), respectively).

In [13] a framework has been developed for modeling in a behavioral framework; in such approach, the
notion of most powerful unfalsi"ed model is of fundamental importance, and we briePy review it now. In the
following we limit ourselves to the treatment of sequences in (Rq)Z+ , the case of (Rq)Z− being completely
analogous.

In this paper we consider sets D= {di}i=0; :::;N of data, where di ∈ (Rq)Z+ for 06 i6N , and we pick our
models from the model class M = Lq(Z+). A model B is called an unfalsi:ed model for D if D ⊆ B.
We call a model B∗ the MPUM for D if B∗ ⊇ D and any other unfalsi"ed model B for D satis"es
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B∗ ⊆ B. Observe that the MPUM restricts the possible outcomes of the phenomenon under study to the
smallest possible set not refuted by the data.

The MPUM does not need to exist in general; it can be shown, however, that for the model classes
Lq(Z+) and Lq(Z−) considered in this paper, the MPUM always exists and is uniquely determined; we
denote such behavior with B∗. It can also be proved that B∗ can be represented as the kernel of a matrix
polynomial operator R(�) in the shift �, with the property that R is square and nonsingular as a polynomial
matrix.

In order to compute such a representation, the following iterative algorithm can be used (see [1]). De"ne
R−1 := Iq and proceed iteratively as follows for k = 0; 1; : : : ; N . At step k, de"ne the kth error trajectory
�k := Rk−1(�)dk . Compute (for example using the algorithm on p. 679 of [13]) the polynomial matrix
corresponding to a kernel representation Ek of the MPUM for �k , i.e. Ek(�)�k =0. Then de"ne Rk := EkRk−1.
After N +1 steps, if N is the number of time series in D, such algorithm produces a q×q polynomial matrix
RN such that RN (�)di = 0 for 16 i6N ; then B∗

D = ker RN (�).
Such procedure can be re"ned in order to provide a solution to the minimal partial realization problem

without stability and metric constraints; we refer the reader to [8], where the Kuijper–Berlekamp–Massey
(KBM) algorithm for behavioral modeling of partial realization data is presented. In order to accommodate
the stability- and metric constraints of the H∞-partial realization problem, the concept of dualization of the
data, introduced in the next section, is key.

3. Data dualization, and the Stein matrix

As in the KBM algorithm, from the impulse response samples wi, i=0; : : : ; N we de"ne the following time
series with time axis Z+:

d =

{(
wN

0

)
;

(
wN−1

0

)
; : : : ;

(
w1

0

)
;

(
w0

1

)
;

(
0

0

)
; : : :

}
: (1)

In the following we call (1) the primal data, and we refer to the problem of "nding a representation of the
MPUM for such time series and its left (backwards) shifts �kd, k =0; 1; : : : ; as the primal modeling problem.
Observe that the primal problem is a behavioral modeling problem with model class L2(Z+).

We associate to the primal time series (1) its dual, de"ned as the time series with time axis Z−:

d′ =

{
: : : ;

(
0

0

)
;

(
1

w0

)
;

(
0

w1

)
; : : : ;

(
0

wN−1

)
;

(
0

wN

)}
: (2)

Observe that d′ is obtained from d by reversing the direction of time and multiplying the result by

� =

(
0 1

1 0

)
: (3)

In the following we refer to the problem of "nding (a representation of) the MPUM for (2) and its right
(forward) shifts �∗kd′, k = 0; 1; : : : ; as the dual modeling problem. Observe that the dual modeling problem
is a behavioral modeling problem with model class L2(Z−).

Finally, we introduce the notion of Stein matrix associated with the impulse-response data wi, i = 0; : : : ; N .
Such matrix will be instrumental in stating one of the necessary and su3cient conditions for the existence of
a solution to the H∞-partial realization problem which is presented in the next section. Denote the successive
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left (backwards) shifts of the primal time series d as

dk := �N−kd =

{(
wk

0

)
; : : : ;

(
w1

0

)
;

(
w0

1

)
;

(
0

0

)
;

(
0

0

)
; : : :

}
; (4)

k =0; 1; : : : ; and consider the MPUM B∗ for {dk}k=0;1; :::;N ; observe that B∗ consists of all linear combination
of the dk ’s. Let v; w∈B∗, and let J denote the 2 × 2 matrix

J =

(−1 0

0 1

)
: (5)

Such matrix induces the inde"nite inner product on B∗ de"ned by 〈v; w〉J :=
∑∞

k=0 v(k)TJw(k); such inner
product is well-de"ned, since all trajectories in B∗ have compact support. The Stein matrix associated with
{wi}i=0; :::;N is the symmetric (N + 1) × (N + 1) matrix de"ned as

S{di}i=0; :::; N = (〈di; dj〉J ): (6)

Whenever the dimensions of the Stein matrix will be clear from the context, we will simply denote it with
S{di}.

4. Necessary and su"cient conditions for solvability

In this section we state two necessary and su3cient conditions for the existence of a solution to the
H∞-partial realization problem. The "rst, classic, condition consists of the positive de"niteness of the Stein
matrix of the data introduced in Section 3. The second one is new, and relates the solvability of the H∞-partial
realization problem with the existence of a special representation B∗ = ker R(�) of the MPUM for the primal
data {�kd}k=0;1; :::, which after reciprocation (R → Rr) yields a representation B′∗ = ker Rr(�∗) of the MPUM
for the dual data {�∗kd′}k=0;1; :::.

Theorem 1. The following three statements are equivalent:

1. The Stein matrix S{di}i=0; :::; N is positive de:nite;
2. The MPUM B∗ ∈L2(Z+) for the primal data {�kd}k=0;1; ::: ⊆ (R2)Z+ and the MPUM B′∗ ∈L2(Z−)

for the dual data {�∗kd′}k=0;1; ::: ⊆ (R2)Z− have kernel representations B∗=ker R(�) and B′∗=ker Rr(�∗)
respectively, induced by a matrix R := (rij)i; j=1;2 satisfying the following properties:

(a) (r11 r12) = (r21 r22)r�;
(b) r22 is a Hurwitz polynomial;
(c) R(�)JR(�−1)T = R(�−1)TJR(�) = J = R(�−1)JR(�)T = R(�)TJR(�−1);
(d) ‖r21=r22‖∞ ¡ 1;
(e) ‖r12=r22‖∞ ¡ 1;

3. There exists a solution to the H∞-partial realization problem.

Proof. We "rst prove the implication (1) ⇒ (2), using induction on the number K of time series to be
modeled.
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For K = 0, consider the model B0 ∈Lq(Z+) represented in kernel form by

R0(�) = − 1
1 − w2

0

( −1 w0

−w0 w2
0

)
+

1
1 − w2

0

(−w2
0 w0

−w0 1

)
�: (7)

Observe that R0(�)d0 = 0 and consequently ker R0(�) is an unfalsi"ed model for {�kd0}k=0;1; :::. Since
det(R0(�)) = �, the dimension of ker R0(�) is one, and consequently {�kd0}k=0;1; ::: ⊇ ker R0(�). This shows
that R0 is a representation of the MPUM B0 for d0. It is easy to verify in an analogous way, that the model
B′

0 = ker Rr
0(�

∗) ∈Lq(Z−) represented in kernel form by Rr
0(�) is the MPUM for {�∗kd′

0}k=0;1; :::.
It is a matter of straightforward veri"cation to prove that the matrix R0 de"ned in (7) satis"es (2a) and

(2c). Denote the entries of R0 as r0
ij, i; j = 1; 2. In order to prove (2b), note that r0

22(�) has its root in w2
0;

since the Stein matrix 1 − w2
0 ¿ 0, we conclude that r0

22 is Hurwitz.
In order to prove (2d), note that ‖r0

21=r
0
22‖∞ ¡ 1 if and only if (r0

21(e
i!)=r0

22(e
i!))(r0

21(e
−i!)=r0

22(e
−i!))¡ 1

for all !∈R, or equivalently r0
22(e

i!)r0
22(e

−i!) − r0
21(e

i!)r0
21(e

−i!)¿ 0 for all !∈R. Now observe that
r0
22(e

i!)r0
22(e

−i!) − r0
21(e

i!)r0
21(e

−i!) is the (2,2)-entry of R0(ei!)JR0(e−i!)T and from property (2c), such
entry equals 1, which proves the claim.

In order to prove (2e), note that r0
22(e

i!)r0
22(e

−i!)−r0
12(e

i!)r0
12(e

−i!) is the (2,2)-entry of R0(ei!)TJR0(e−i!)
and from property (2c), such entry equals 1. Then proceed as in the proof of (2d).

This concludes the proof of properties (2a)–(2e) for the representation (7) of the MPUM for K = 0.
Before proceeding with the inductive step, we prove a property of the error time-series �1 =R0(�)d1 which

is essential in order to apply the one-step model (7) iteratively. We claim that S{di} ¿ 0 implies that the
second component of �1(0) is nonzero; in such case �1 can be multiplied by a suitable constant so that the
one-step model (7) can be applied iteratively. We call such property of the error time-series the nondegeneracy
property. In order to prove such claim, observe that the second component of �1(0) = (R0(�)d1)(0) equals
(1=(1 − w2

0))w0w1 + 1. Assume by contradiction that it is zero, equivalently, −w0w1 = 1 − w2
0. Observe that

−w0w1 equals the (1,2)- and (2,1)-entry of S{di}. Now substitute 1−w2
0 for such entries, and transform S{di}

as TTS{di}T with the nonsingular matrix T de"ned as

T =




1 −(1 − w2
0) 01×(N−1)

0 1 − w2
0 01×(N−1)

0(N−1)×1 0(N−1)×1 IN−1


 :

It can be veri"ed that the upper-left 2 × 2 submatrix of TTS{di}T is diag(1 − w2
0 ;−w2

1(w
2
0 − 1)2); since the

(2,2)-entry of such submatrix is 6 0, this contradicts the positivity of S{di}. We conclude that the nondegen-
eracy property holds.

We now go to the inductive step. De"ne the new set of data d̂k−1=�N−kR0(�)d, k=1; 2; : : : ; K−1 and assume
that if necessary, the normalization of the second component of d̂0(0) = (�N−1R0(�)d)(0) = (R0(�)d1)(0) has
been carried out. In order to apply the inductive assumption, we now show that the Stein matrix S{d̂k}k=0; 1; :::; K−2

of the d̂k ’s is positive de"nite.
In order to do this, denote the K × K Stein matrix S{dk}k=0; 1; :::; K−1 of the original data with

S{dk}k=0; 1; :::K−1 =

( 〈d0; d0〉J bT

b S ′

)
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where bT = (〈d0; d1〉J · · · 〈d0; dK−1〉J ) and S ′
ij = 〈di; dj〉J , i; j = 1; : : : ; K − 1. Let

T =

(
1 −〈d0; d0〉−1

J bT

0(K−1)×1 I(K−1)×(K−1)

)

and observe that T is well-de"ned and nonsingular because 〈d0; d0〉J ¿ 0. Under the congruence transformation
induced by T , the matrix S{dk}k=0; 1; :::; K−1 becomes

TTS{dk}k=0; 1; :::; K−1T =

( 〈d0; d0〉J 01×(K−1)

0(K−1)×1 −〈d0; d0〉−1
J bbT + S ′

)
:

We now show that such (2,2)-block of TTS{di}i=0; :::; K−1T is the Stein matrix of the new data {d̂k}k=0; :::;K−2; from
this, its positive de"niteness follows directly. Consider that d̂i = �N−i−1R0(�)d = R0(�)�N−i−1d = R0(�)di+1,
i = 0; : : : ; K − 2 and consequently 〈d̂i; d̂j〉J = 〈R0(�)di+1; R0(�)dj+1〉J =

∑∞
k=0 L((di+1; dj+1)(k) where L( is

the bilinear di:erence form induced by

((�; �) = R0(�)TJR0(�) ∈R2×2[�; �]:

From the second equality of property (2c) it follows that )((�) := ((�−1; �) = J ; applying the argument
used in the necessity part of Lemma 3.1 of [6] we conclude that ((�; �) − J is divisible by �� − 1, and
consequently there exists *(�; �) ∈R2×2[�; �] such that ((�; �) − J = (�� − 1)*(�; �). Indeed, such equality
holds with *(�; �) de"ned as

*(�; �) =
1

1 − w2
0

(
w2

0 −w0

−w0 1

)
:

We conclude that

〈d̂i; d̂j〉J = −L*(di+1; dj+1)(0) +
∞∑
k=0

LJ (di+1; dj+1)(k)

= − L*(di+1; dj+1)(0) + 〈di+1; dj+1〉J = −〈d0; d0〉−1〈d0; di+1〉J 〈d0; dj+1〉J + 〈di+1; dj+1〉J ;
i; j = 0; : : : ; K − 2. It is a matter of straightforward veri"cation to check that the last expression is indeed the
(i + 1; j + 1)th entry of −〈d0; d0〉−1

J bbT + S ′ as was to be proved. This yields immediately the positivity of
the matrix S{d̂k}k=0; 1; :::; K−2

.
Having shown this, we apply the inductive assumption, and conclude that there exists a representation

R′ of the MPUM for the d̂k ’s, k = 0; : : : ; K − 2, satisfying properties (2a)–(2e) above, and such that the
nondegeneracy property holds, i.e. that the second component of (R′(�)d̂K−1)(0) is nonzero; observe that by
inductive assumption, such representation induces also a representation of the MPUM for the dual problem.
A representation of the MPUM for di, i = 0; : : : ; K − 1, is obtained as(

r11 r12

r21 r22

)
︸ ︷︷ ︸

R

:=

(
r′11 r′12

r′21 r′22

)
︸ ︷︷ ︸

R′

(
r0
11 r0

12

r0
21 r0

22

)
︸ ︷︷ ︸

R0

(cf. the iterative behavioral modeling algorithm presented in Section 2). We now prove that such representation
satis"es properties (2a)–(2d) of the theorem and the nondegeneracy property (i.e. that the second component
of (R(�)dK)(0) = (R(�)�N−Kd)(0) is nonzero).

In order to prove that (2a) is satis"ed, verify "rst that �R0 = Rr
0�. Now use the inductive assumption

(2a) on R′ and then the fact that the reciprocal of the product of two matrix polynomials is the product of
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the reciprocals, in order to prove that

(r11 r12) = (r′11 r′12)R0 = (r′21 r′22)
r�R0

= (r′21 r′22)
rRr

0� = ((r′21 r′22)R0)r� = (r21 r22)r�:

In order to prove (2b), that is, r22 =r′21r
0
12 +r′22r

0
22 is Hurwitz, assume by contradiction that there exists +∈De

such that 0 = r22(+) = r′21(+)r0
12(+) + r′22(+)r0

22(+). Since by inductive assumption r′22 and r0
22 are Hurwitz,

r′22(+)r0
22(+) 
= 0 and consequently we can write |r′21(+)r0

12(+)=r′22(+)r0
22(+)|= |r′21(+)=r′22(+)| |r0

12(+)=r0
22(+)|=1,

which yields a contradiction with ‖r0
12=r

0
22‖∞ ¡ 1, ‖r′21=r

′
22‖∞ ¡ 1. Consequently, r22 is Hurwitz.

In order to prove (2c), observe that

R(�)JR(�−1)T = R′(�)R0(�)JR0(�−1)T︸ ︷︷ ︸
=J

R′(�−1)T = R′(�)JR′(�−1)T = J:

Analogous computations yield the other equalities of (2c).
In order to prove (2d), and (2e), proceed with the same argument used in the proof of the K = 0 step.
Finally, we prove the nondegeneracy property, namely that the second component of (R(�)dK)(0) =

(R(�)�N−Kd)(0) is nonzero. This follows from

R(�)dK = R(�)�N−Kd = R′(�)R0(�)�N−Kd = R′(�)�N−KR0(�)d︸ ︷︷ ︸
d̂K−1

= R′(�)d̂K−1

and from the inductive assumption. This concludes the proof of (1) ⇒ (2).
We now prove (2) ⇒ (3). Let a representation of the MPUM for {�kd}k=0;1; ::: satisfying (a)–(e) be

given. We prove now that −r21=r22 is a solution to the H∞-partial realization problem. Observe that since
‖r21=r22‖∞ ¡ 1, the metric constraint is satis"ed, and moreover, r22 is Hurwitz from (2b). We now show that
−r21=r22 has the required expansion at in"nity. In order to do this, "rst write

−r22(�)= : q0 + q1� + · · · + qn�n = q(�); r21(�)= : p0 + p1� + · · · + pm�m = p(�):

Observe that since ‖r21=r22‖∞ ¡ 1, deg(r22)= n¿ deg(r21)=m. Consider that −r21(�)=r22(�)=w0 +w1�−1 +
· · · + wN�−N + · · · if and only if

p0 + · · · + pm�m = (q0 + · · · + qn�n)(w0 + w1�−1 + · · · + wN�−N + · · ·):
Equating the corresponding powers of � on both sides of such expression, we obtain three series of equalities:

pj = qjw0 + · · · + qnwn−j; (coe3cients of �j; j = 0; : : : ; m); (8)

0 = qjw0 + · · · + qnwn−j; (coe3cients of �j; j = m + 1; : : : ; n); (9)

0 = q0wj + · · · + qnwn+j; (coe3cients of �−j; j ¿ 0): (10)

Now observe that from (2a) and from the fact that R is a representation of the MPUM satisfying (a)–(e) it fol-
lows that (−q p)r=(r11 r12) represents an unfalsi"ed model for {�kd}k=0;1; :::, that is ((r11(�) r12(�))d)(k)=0
for all k¿ 0. Writing down such equalities explicitly, we "nd that (10) corresponds to the terms with
k = 0; : : : ; N − n; (8) correspond to those with k = N − n + 1; : : : ; N − n + m, while those for k ¿N − n + m
correspond to (9). Observe incidentally that the above argument shows that p=q has the expansion at in"nity
characterized by the Markov parameters wj, j = 0; : : : ; N , if and only if (q − p)r represents an unfalsi"ed
model for d. The proof of the implication (2) ⇒ (3) is thus concluded.

Finally, we prove (3) ⇒ (1). Let f=g be a solution to the H∞-partial realization problem; without
loss of generality, assume that GCD(f; g) = 1. De"ne from f and g the two-variable polynomial
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((�; �) := g(�)g(�)−f(�)f(�). It follows from ‖f=g‖∞ ¡ 1 that ((e−i!; ei!)¿ 0 for all !∈R. We conclude
from point (2) of Theorem 3.1 of [6] that the quadratic di:erence form Q( induced by ( is strictly average
positive, i.e.

∑+∞
k=−∞ Q((‘(k))¿ 0 for all square-summable ‘. This implies

∑0
k=−∞ Q((‘(k))¿ 0 for all

negative half-line square-summable ‘; we now prove that such inequality implies the positivity of the Stein
matrix Sdk . Now consider the system B ⊆ (R2)Z represented in observable image form as(

y

u

)
=

(
f(�)

g(�)

)
‘ (11)

and observe that
∑0

k=−∞ Q((‘(k))¿ 0 for all half-line square-summable ‘ implies that〈(
y

u

)
;

(
y

u

)〉
J;−

:=
0∑

k=−∞
(y(k) u(k))J

(
y(k)

u(k)

)
¿ 0;

for all y, u related as in (11) to ‘.
Since the impulse response of the system described by the transfer function f=g has the values wi,

i = 0; : : : ; N , it follows that the impulse response trajectory

w = : : : ;

(
0

0

)
︸ ︷︷ ︸
k=−1

;

(
w0

1

)
︸ ︷︷ ︸

k=0

;

(
w1

0

)
︸ ︷︷ ︸

k=1

; : : : ;

(
wN

0

)
︸ ︷︷ ︸

k=N

;

(
vN+1

0

)
︸ ︷︷ ︸

k=N+1

;

(
vN+2

0

)
︸ ︷︷ ︸

k=N+1

; : : :

belongs to B for suitable values vj ∈R, j ∈Z, j¿N + 1. It is easy to see that such trajectory corresponds
to a square-summable ‘. Now consider any linear combination

∑N
i=0 3i�iw of the left-shifts of w up to the

N th one, with 3i ∈R. Observe that the truncation of such trajectories to the time axis (−∞; 0] belongs to
B|(−∞;0], and that 〈∑N

i=0 3i�iw;
∑N

i=0 3i�iw〉J;− ¿ 0. Now denote the (N + 1) × 1 vector of the coe3cients
3i, i = 0; : : : ; N with S3, and consider that 〈∑N

i=0 3i�iw;
∑N

i=0 3i�iw〉J;− = S3T (〈�iw; �jw〉J;−)i; j=0; :::;N S3. Observe
that 〈�iw; �jw〉J;− = 〈di; dj〉J with di de"ned by (4) and consequently〈

N∑
i=0

3i�iw;
N∑
i=0

3i�iw

〉
J;−

= S3TS{dk} S3¿ 0:

Since the coe3cients 3i are arbitrary, the positive de"niteness of S{dk} follows. This concludes the proof
of the theorem.

The above result connects the Stein matrix, the solvability of the H∞-partial realization problem, and the
notion of MPUM. The "rst connection is well-known, see for example [5], while the second is reminiscent
of the results of [9], where a “symmetrization” procedure on the data is used in place of the dualization
considered above. Observe also that the structure of the one-step model (7) is the same as that of Section
1.1.4 of [5] in a non-iterative approach to the Schur interpolation problem; for an iterative approach to the
solution of such problem, see also [12].

Remark 2. From the proof of the implication (1) ⇒ (2) in Theorem 1, an iterative algorithm arises, that takes
as inputs the impulse response samples and provides as output a representation R of the MPUM satisfying
(a)–(e), from which a solution to the H∞-partial realization problem is easily computed. We state such an
algorithm explicitly:
Input: N + 1 impulse response samples

w0; w1; : : : ; wN :

Output: an MPUM representation satisfying (a)–(e), if such a representation exists.
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Compute the Stein matrix S of the data, and check whether S ¿ 0; if no, then exit: no representation
satisfying (a)–(e) exists.

Let R−1(�) = I2×2;
For i = 0; : : : ; N do

Compute ith error series �i := Ri−1(�)di, with di de"ned as in (4);
Normalize second component of �i(0) to one;
Compute one-step model Vi(�) for �i as in (7);
De"ne Ri(�) := Vi(�) Ri−1(�);

end for;
Return RN (�);

5. Characterizing all solutions

It is easy to see that if a representation R of the MPUM for d is available, then all unfalsi"ed models
M for the data can be represented as M = R′R for some polynomial matrix R′. We use this fact in order to
derive a characterization of all solutions to the H∞-partial realization problem, given in terms of an MPUM
representation satisfying (2a)–(2e) of Theorem 1.

Proposition 3. Let a kernel representation R of the MPUM for the data be given as in Theorem 1, and let
p, q∈R[�]. Then p=q is a solution to the H∞-partial realization problem if and only if there exists 6, ’,
with ’ Hurwitz and ‖6=’‖∞ ¡ 1, such that

(p − q) = (6 − ’)R: (12)

Proof. We "rst prove the following auxiliary result.

Lemma 4. If R satis:es property (2a) of Theorem 1, then Rr� = �R.

Proof. Denote the rows of R as r1 and r2. Observe "rst that from the de"nition of reciprocal it follows that
r1 = rr

2� implies that r1(0) 
= 0. It follows that either both rows of R are nonzero at � = 0, or r2(0) = 0.
In the "rst case, observe that deg(ri) = deg(rr

i ), i = 1; 2. Together with r1 = rr
2� this implies that deg r1 =

deg r2 = degR, so that(
rr
2

rr
1

)r

=

(
r2

r1

)
:

Observe that since r2(0) 
= 0, it holds (rr
2)

r =r2; consequently from (2a) of Theorem 1 it follows that rr
1 =r2�

and therefore

Rr� =

(
r1

r2

)r

� =

(
r1�

r2�

)r

=

(
rr
2

rr
1

)r

=

(
r2

r1

)
= �R

as was to be proved. Let us consider the second case, and write r2 = �kr′2, where r′2(0) 
= 0. Observe that
rr
2 = r′r2 . Using this relation, it follows that r1 = rr

2� = r′r2 � and since r′2(0) 
= 0, it follows also rr
1 = r′2�.

Observe that deg r1 = deg r′2, since r′2(0) 
= 0. From these considerations and property (2a) of Theorem 3, we
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obtain

Rr =

(
r1

r2

)r

=

(
r1

�kr′2

)r

=

(
1 0

0 �k

)r (
r1

r′2

)r

=

(
�k 0

0 1

)(
rr
2�

r′2

)r

=

(
�k 0

0 1

)(
rr
2

r′2�

)r

� =

(
�k 0

0 1

)(
rr
2′

rr
1

)r

�

=

(
�k 0

0 1

)(
r′2

r1

)
� =

(
r2

r1

)
� = �R�

from which the claim easily follows.

(Necessity.) Without loss of generality, assume that p and q are coprime; observe that this implies that
(−q(0) p(0)) 
= 0. It follows from an argument analogous to the one used to prove (2) ⇒ (3) in Theorem
1 that if p=q has the expansion w0 + w1�−1 + w2�−2 + · · · + wN�−N + · · · then (−q p)r represents an
unfalsi"ed model for the data d of (1). Since R is an MPUM for d, (−q p)r represents an unfalsi"ed model
for the data d of (1) if and only if there exist polynomials 6′ and ’′ such that (−q p)r = (−’′ 6′)R.
Now take the reciprocal of both sides of such equality, and observe that since (−q(0) p(0)) 
= 0, it holds
((−q p)r)r = (−q p). Conclude that

(−q p) = (−’′ 6′)rRr : (13)

Now multiply both sides of Eq. (13) on the right by � and use Lemma 4 in order to conclude that Eq. (12)
holds with polynomials 6 and ’ de"ned by (6 − ’) := (−’′ 6′)r� .

We proceed to prove that (12) and ‖p=q‖∞ ¡ 1 imply that ‖6=’‖∞ ¡ 1. Use (12) and property (2c) of
Theorem 1 to write q(�)q(�−1) − p(�)p(�−1) as

(6(�) − ’(�))R(�)JR(�−1)T︸ ︷︷ ︸
J

(
6(�−1)

−’(�−1)

)
= ’(�)’(�−1) − 6(�)6(�−1):

Now let �=ei! and conclude that q(ei!)q(e−i!)−p(ei!)p(e−i!)=’(ei!)’(e−i!)−6(ei!)6(e−i!). Consequently,
’(ei!)’(e−i!) − 6(ei!)6(e−i!)¿ 0 ∀ !∈R i: q(ei!)q(e−i!) − p(ei!)p(e−i!)¿ 0 ∀ !∈R; in other words,
‖6=’‖∞ ¡ 1 i: ‖p=q‖∞ ¡ 1.

We now prove that ’ is Hurwitz. Observe "rst that since ‖6=’‖∞ ¡ 1 and ‖r12=r22‖∞ ¡ 1, the function
1=[(6=’)(r12=r22) − 1] is well-de"ned. Now conclude from −q = 6r12 − ’r22 that −1=q = 1=(6r12 − ’r22) =
(1=’)1=[(6=’)(r12=r22) − 1](1=r22). In order to prove that ’ is Hurwitz, we prove that 1=’ has no poles in
De by computing its winding number wno from the last expression. Using the logarithmic property of the
winding number, we conclude

wno
(

−1
q

)
= wno

(
1
’

)
+ wno

(
1

(6=’)(r12=r22) − 1

)
+ wno

(
1
r22

)
:

Since q and r22 are Hurwitz, wno(−1=q) = wno(1=r22) = 0 and consequently,

0 = wno
(

1
’

)
+ wno

(
1

(6=’)(r12=r22) − 1

)
: (14)
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In order to complete the argument, let 06 36 1 be a real number, and consider

wno
(

1
(6=’)(r12=r22)3 − 1

)
:

Such expression is well-de"ned for all 06 36 1, as can be readily veri"ed. Moreover, it is a continuous
function of 3 that takes integer values. It follows that its value is independent of 3, and since for 3 = 0 its
value is wno(−1) = 0, we conclude that wno(1=[(6=’)(r12=r22)(3 − 1)]) = 0. From (14) and the last equality
we conclude that 0 = wno(1=’). This yields that ’ is Hurwitz, which completes the proof of necessity.

(Su?ciency). In order to prove su3ciency, take the reciprocals of both sides of the equality (12) and
multiply on the right by � in order to show that

(p − q)r� = (−q p)r = (6 − ’)rRr�:

Use Lemma 4 in order to conclude that (−q p)r = (6′ − ’′)R for suitable 6′, ’′ ∈R[�]. It follows that
ker(−q p)r(�) is an unfalsi"ed model for {�kd}k=0; :::. Now apply the same argument used in the proof of
(2) ⇒ (3) of Theorem 1 to conclude that p=q has the right expansion at in"nity. This shows that p=q is a
solution to the partial realization problem.

In order to prove that ‖6=’‖∞ ¡ 1 implies ‖p=q‖∞ ¡ 1, use the same argument applied to the converse
implication in the “necessity” part above.

We conclude the proof showing that ’ Hurwitz implies q is Hurwitz. First, use (12) to conclude that
q = ’r22 − 6r12. Assume by contradiction that there exists +∈De such that q(+) = 0; then ’(+)r22(+) −
6(+)r12(+) = 0. Since ’ and r22 are Hurwitz, ’(+) 
= 0 and r22(+) 
= 0; then the last equality implies
(6(+)=’(+))(r12(+)=r22(+)) = −1 from which∣∣∣∣ 6(+)

’(+)
r12(+)
r22(+)

∣∣∣∣=
∣∣∣∣ 6(+)
’(+)

∣∣∣∣
∣∣∣∣ r12(+)
r22(+)

∣∣∣∣= 1

follows. The last equality, however, is a contradiction with ‖6=’‖∞ ¡ 1, with statement (2e) of Theorem 1,
and with the maximum modulus theorem. This concludes the proof of the Proposition.

6. Conclusions

We have considered the H∞-partial realization problem, namely that of computing a stable rational function
whose power series expansion at in"nity matches a "nite number of given Markov parameters, and whose
∞-norm is less than one. The main result of this paper is Theorem 1, which connects the solutions to
the H∞-partial realization problem with the MPUM and the Stein matrix associated with the data. As a
rami"cation of such result, we obtained the iterative algorithm presented in Section 4, which computes a
special representation for the MPUM from which a solution to the H∞-partial realization problem is easily
obtained. By means of such representation of the MPUM, one can characterize all solutions to the H∞-partial
realization problem (Proposition 3).

A direction in which the results presented in this paper are being extended and generalized, is solving the
problem of how to obtain a model for a general set of (input, output) data (i.e. not necessarily impulse response
samples, and in principle, not separated a priori into inputs and outputs) corresponding to a stable transfer
function of ∞-norm less than one: the H∞-data modeling problem. Another important issue to investigate is
that of minimality of the solution of the H∞-partial realization problem, obtained from the representation of
the MPUM obtained from the algorithm presented in Section 4.



334 O. Kaneko, P. Rapisarda / Systems & Control Letters 49 (2003) 323–334

References

[1] A.C. Antoulas, Recursive modeling of discrete-time time series, in: P. Van Dooren, B. Wyman (Eds.), Linear Algebra for Control
Theory, IMA, Vol. 62, Springer, Berlin, 1994, pp. 1–20.

[2] A.C. Antoulas, B.D.O. Anderson, On the problem of stable rational interpolation, Linear Algebra Appl. 122,123,124 (1989)
301–329.

[3] A.C. Antoulas, J.C. Willems, A behavioral approach to linear exact modeling, IEEE Trans. Automat. Control 38 (1993) 1776–1802.
[4] D.W. Boyd, Schur’s algorithm for bounded holomorphic functions, Bull. London Math. Soc. 11 (1979) 145–150.
[5] P. Bruinsma, Interpolation problems for Schur and Nevanlinna pairs, Ph.D. Thesis, University of Groningen, 1991.
[6] O. Kaneko, T. Fujii, Discrete-time average positivity and spectral factorization in a behavioral framework, Systems Control Lett. 39

(2000) 31–44.
[7] M. Kuijper, An algorithm for constructing a minimal partial realization in the multivariable case, Systems Control Lett. 31 (4)

(1997) 225–233.
[8] M. Kuijper, J.C. Willems, On constructing a shortest linear recurrence relation, IEEE Trans. Automat. Control 42 (11) (1997)

1554–1558.
[9] P. Rapisarda, J.C. Willems, The subspace Nevanlinna interpolation problem and the most powerful unfalsi"ed model, Systems

Control Lett. 32 (1997) 291–300.
[10] J. Schur, UUber Potenzreihen, die im Innern des Einheitskreises beschrankt sind-I, J. Reine Angew. Math. 147 (1917) 205–232.
[11] J. Schur, UUber Potenzreihen, die im Innern des Einheitskreises beschrankt sind-II, J. Reine Angew. Math. 148 (1918) 122–145.
[12] H.S. Wall, Continued fractions and bounded analytic functions, Bull. Amer. Math. Soc. 50 (1944) 110–119.
[13] J.C. Willems, From time series to linear system, part II: exact modeling, Automatica 22 (1986) 675–694.


	Recursive exact H-identification fromimpulse-response measurements
	Introduction
	Modeling with behaviors
	Data dualization, and the Stein matrix
	Necessary and sufficient conditions for solvability
	Characterizing all solutions
	Conclusions
	References


