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Abstract

As the technical infrastructure to support Grid environ-
ments matures, attention must be focused on integrating
such technical infrastructure with technologies to support
more dynamic access to services, and ensuring that such
access is appropriately monitored and secured. Current ap-
proaches for securing organisations thorugh conventional
firewalls are insufficient; access is either enabled or dis-
abled for a given port, whereas access to Grid services may
be conditional on dynamic factors. This paper reports on
the Semantic Firewall (SFW) project, which investigated a
policy-based security mechanism responsible for mediating
interactions with protected services given a set of dynamic
access policies, which define the conditions in which access
may be granted to services. The aims of the project are pre-
sented, and results and contributions described.

1 Introduction

The Grid Computing paradigm [12] facilitates access to
a variety of computing and data resources distributed across
geographical and organisational boundaries, thus enabling
users to achieve (typically) complex and computationally
intensive tasks. In attempting to realise this vision, research
and development over recent years has focussed on direct-
ing Grid environments towards establishing the fundamen-
tals of thetechnical infrastructurerequired, as represented
by infrastructure development efforts such as the Globus
toolkit [13], and standardisation efforts such as OGSA [21]
and WS-Resource [9].

However, while such a technical infrastructure is neces-
sary to provide an effective platform to support robust and
secure communication, virtualisation, and resource access,
otherhigher-levelissues need to be addressed before we can
achieve the goal of formation and operation of virtual or-
ganisations at run-time based on a dynamic selection of ser-
vices [12]. In particular, whilst low-level security concerns
(including encryption, authentication, etc) are addressed,

the problems of describing authorised workflows (consist-
ing of the execution of several disparate services) and the
policies that are associated with service-access has largely
been ignored at this level.

The enforcement of network security policies between
different organisations is difficult enough for traditional
computing, but becomes even more challenging in the pres-
ence of dynamically changing and unpredictable Grid com-
munication needs. Whilst traditional static, network secu-
rity policies may accommodate the types of traffic required
by Grid applications, the same mechanisms can be exploited
by crackers for malicious purposes, and thus security poli-
cies cannot remain static for long. Firewall policies have
long been used as a mechanism to precisely determine what
traffic is allowed to flow in and out of an organisational
boundary, but require diligent maintenance and monitor-
ing to ensure the integrity of the organisation and avoid
breaches of security.

To permit the use of early Grid protocols, firewall poli-
cies needed to be relaxed; thus reducing control that system
administrators had of their network. In addition, such relax-
ations could effectively leave a network prone to security
breaches, and thus, as security problems arose, ports would
subsequently be closed, eliminating the security problems
but rendering the corresponding Grid services as useless.
Thus, in many cases, some network administrators refuse to
open the Grid ports in the first place.

To avoid this problem, the Grid community now tunnels
many of its protocols over HTTP(S) using Web Services,
exploiting the fact that these transport protocols are more
widely used by other communities, and firewall policies are
typically more relaxed. Of course, this just moves the tar-
get for malicious use, and may leave network administrators
with even less control, as now it becomes more difficult to
filter Grid traffic without cutting off other services. In ef-
fect, an “arms race” has emerged between Grid developers,
malicious users and network administrators, whereby each
side has to evolve and change its approach to achieve its de-
sired function. This can result in the need to continuously
update Grid applications; such problems are also found in



P2P and increasingly also in Web Service applications [19].
In this paper, we present our work on theSemantic Fire-

wall, which addresses the conflict between network admin-
istrators and Grid (and other Web Service) application de-
velopers and users, by:

• analysing the types of exchanges required by typical
Grid and Web Service applications[6, 5, 4];

• formulating semantically tractable expressions of the
(dynamic) policy requirements for supporting these
applications, including access negotiation exchanges
where relevant;

• devising message-level authorisation mechanisms that
can automatically determine and enforce the applica-
ble (instantaneous) policy for each run-time message
exchange;

• implementing a prototype point of control for network
administrators, allowing them to manage traffic using
high-level dynamic policy rules[15].

This research has been assessed against traditional
Grid Application Environments such as GRIA[20] and
GEMSS[8], resulting in an understanding of how dynamic
security policies could work, how they could be used for
security management, and possibly recommendations on
the evolution of relevant Semantic Web specifications to in-
clude security, as well as prototype software.

This paper summarises the activities and research contri-
butions of theSemantic Firewallproject, and is structured
as follows: Section 2 presents the motivation and high level
issues that complicate the task of providing secure access
for Grid services, and the architectural components (with
justification) of the SFW are presented in Section 3. A de-
scription of how the resulting architecture implementation
was evaluated is given in Section 4, followed by reflection
on the lessons learned in the discussion in Section 5. The
paper concludes with Section 6.

2 Motivation

It was clear from the early stages of the project that the
Semantic Firewall (SFW)is not actually a firewall in the
traditional sense (i.e. a perimeter security device), but an
active component within an organisation’s Grid infrastruc-
ture. Thus, the initial investigation focused on mechanisms
for supporting dynamic Web Service access control, that
could be deployed (and could interact) with the Web Ser-
vices it was used to protect. Further protection could them
be provided by traditional Firewall solutions to secure non-
Grid/Web Service traffic; whilst Grid and Web Service traf-
fic would only be routed through the specific Web Service

Figure 1. Discovery is just the begining

host systems mediated by the deployed Semantic Firewall
components. To ensure both pragmatic acceptance and re-
liability, an essential feature of the SFW architecture is that
network administrators have a point of control for Web Ser-
vice as well as other kinds of traffic.

One of the key issues was the need in Grid applica-
tions for users to dynamically discover and exploit services.
Whilst this notion works well where the user concerned has
permission to use any services they can find, access is of-
ten restricted in industrial applications (at least) wheretheir
employer has to pay for services. To illustrate this, consider
the scenario presented in Figure 1: an industrial Grid ap-
plication user discovers a job service capable of performing
computations needed by the application. However, the job
service has a dynamic security policy that prevents access
until the user has access to a billing mechanism. In this
case, the billing mechanism is provided by an accounting
service, which can only be accessed by the user’s project
manager. The user cannot initially access the job service;
however, as the security policy is dynamic, it is possible
that they could do so in future, once other actions are taken
to negotiate access (i.e. induce a dynamic policy change).
These dynamic situations cannot currently be addressed by
simply publishing a conventional static policy (e.g. via WS-
Policy1).

This scenario highlights many significant issues: the
relationship between dynamic security and business (and
possibly application) workflows, the fact that a policy
may need to express the consequences of interactions be-
tween different services, and the need for communication
about policy (and its possible future implications) to both
users in Figure 1. Some of these issues are similar to
those encountered within the Multi-Agent Systems research
community[23], and suggest that the SFW should combine

1http://www-128.ibm.com/developerworks/library/specification/ws-
polfram/



Semantic Web, agent and more conventional Web Service
security technologies[5].

An emerging, but important issue to consider is that pub-
lished services are increasingly being developed indepen-
dently by different providers (for example, different lab-
oratories, organisations, etc), but shared across the pub-
lic domain, though service description registries, such as
UDDI2. Whilst the appearance of Grid and web service
technologies have facilitated easier access and usage of dis-
tributed services for developers, it fails to address many of
the knowledge-based problems associated with the diversity
of service providers, i.e. interface and data heterogeneity.
Unless homogeneity can be assured though a-priori agreed
interface and data model specifications, mechanisms to sup-
port interoperation between external requests, SFW poli-
cies, and the web or Grid service specifications are becom-
ing essential.

The notion of the Semantic Web has been exploited to
represent and reason about different services within open,
dynamic and evolving environments[7]. The semantic web
supports the utilization of many different, distributed on-
tologies to facilitate reasoning, as well as mappings and ar-
ticulations that relate correlated concepts within different
ontologies. Through the use of reasoning engines, it is pos-
sible to infer the relationships between semantically related
statements (i.e. statements that are similar in meaning, if
not in syntax), and thus bridge the interoperability gap be-
tween service representations, queries, and security policies
defined by different sources.

Existing work on policies that are based on Semantic
Web languages, provide several of the required expressive
constructs for defining authorisations and obligations and
their delegation. Work such as KAOS[22] takes into ac-
count some of the issues relating to conflicting policies be-
tween different domains, and provides a centralised means
for resolving them. In contrast, Kagal et al. [16] assume a
decentralised and adaptive model within REI, whereby the
dynamic modification of policies is supported using speech
acts and the suggested deployment models for this work
examine different scenarios, such as FIPA-compliant agent
platforms3, web pages and web services. However, they do
not take into consideration dynamic adaptation of policies
within the context of particular interaction scenarios.

An additional challenge is the integration of policy lan-
guages with service discovery languages. Denker et. al.
have suggested extensions to OWL-S to include policy and
securitity considerations[10], but these typically relate to a
single workflow, and do not consider the fact that several
actors or services may be required to support dynamic, co-
ordinated access to the type of Grid scenarios presented in
Figure 1. Thus, further investigation was necessary to un-

2http://www.uddi.org/
3http://www.fipa.org/
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Figure 2. Semantic Firewall Architecture

derstand how such approaches could be extended to Grid
scenarios.

3 Architecture

It is clear from Figure 1 that semantic descriptions of
services will be needed, including usage processes with se-
curity constraints, so users (or their software agents) can
determine whether a service can be used, and if so under
what conditions. One solution is simply to represent pol-
icy constraints semantically using a policy framework such
as KAOS[22] or REI[16], so they can be easily incorpo-
rated into a semantic service description[10]. However, this
means that semantic inference must be used for run-time
policy decisions, which leads to high run-time overheads.
A consideration of the policy lifecycle phases reveals three
very different requirements in the different phases (Figure
2):

• service descriptions should provide semantically
tractable descriptions of behaviour, including any ac-
cess policy constraints;

• policy enforcement decisions must be made rapidly
without any non-trivial semantic inference, to min-
imise performance overheads which may delay service
responses;

• access-policy must be easy to administer, indepen-
dently of the application services.



3.1 Dynamic process enforcement

Two possible solutions were considered for the dynamic
aspects of Semantic Firewall policy determination and en-
forcement:

• the SFW could monitor messages and use semantic
analysis of content to infer whether access should be
granted based on the current and previous message;
and

• the application services could tell the SFW about state
changing events, so the SFW can decide which policies
to apply based on the current state.

In practice, message “sniffing” (i.e. monitoring message
exchanges between service provider and client) was found
to be relatively useless, because in general dynamic policy
changes will depend on the logic of the hosted applications,
and cannot be inferred purely from the message exchanges
unless the whole application logic is reproduced in the Se-
mantic Firewall. Instead, a finite state model definition is
necessary that describes the allowed behaviour of an appli-
cation (one or more related services) in a given interaction
between client and service provider (these models are typi-
cally used to define the orchestration of a service using such
languages as BPEL4WS4, etc). A particular interaction is
identified by a context ID, so-called because it is a reference
to the prior context (circumstances occurring previously)of
the interaction. Each time a user makes a request, they must
quote the context ID, so the service provider knows which
interaction the client is talking about. This model includes
rulesabout which actions (message exchanges) each type of
user can initiate in each state, and whicheventsthat cause
state transitions. Events are messages sent by the target ser-
vice itself to the SFW, so that the SFW can control which
dynamic policy rules are applied to each request, as shown
in Figure 3. A transactional model is then needed to spec-
ify when policy updates initiated by a service action should
take effect. The SFW implements a model in which the con-
sequences of an action on a particular context should be im-
plemented before any other use of that context. Otherwise,
race conditions may occur, in that users may be requesting
actions based on out of date information.

This approach means the application service developer
still encodes the control logic to determine whether a user
request was “successful”. However, now they must provide
a state model describing the expected behaviour of their
application (including “unsuccessful” and “erroneous” ac-
tions), and generate event messages corresponding to the
state model. This state model describes the expected be-
haviour to the security infrastructure, which can thus en-
force it.

4http://www-128.ibm.com/developerworks/library/specification/ws-
bpel/

Decision Request

(subject, context, action)

Events

and State

Transitions

Processes

and their

States (context)

Static Policy Dynamic Policy

Allowed Actions

per State and

Process Role

Subject

Criteria for

Process Roles

Policy Decision Point (PDP)

Decision Response

(permit/deny)

Events

Process

Creation

(subordination)

Process

Sharing

(deligation)

Target

Service

Figure 3. Dynamic Policy Component

To facilitate extensibility, and support organisational
policies, the network administrator can also amend the state
model, e.g. to insert additional negotiation steps or to re-
duce the accessible functionality. They can also integrate
their own event sources into the original application, e.g.to
provide a management function, a negotiation protocol, or
a billing service like the account service in Figure 1. Thus,
the network administrator can allow applications that re-
quire dynamic access rights for remote users, but without
losing control over the possible consequences, and without
being wholly dependent on the application developer to im-
plement the desired behaviour 100% correctly.

3.2 Process roles and contexts

The permitted actions in each context depend on the state
of the application service(s) in that context, and also on the
type of the user (as seen by the services) in the correspond-
ing interaction. In the SFW, user types are calledprocess
roles, since they are defined only with reference to service
interactions and need not refer directly to a user’s authen-
ticated attributes. When an interaction process starts, a set
of subject criteria are defined for each process role that re-
lates to that interaction normally based on the attributes of
the user whose action caused the new process to start. Ser-
vice actions can then add or remove subject criteria for this
or other process roles (a procedure known asdelegationin
the SFW), or initiate new related interactions (a procedure
known assubordination), as shown in Figure 3.

There are often relationships between processes (con-
texts) and the user rights associated with them. For exam-
ple, when the project manager in Figure 1 tries to open an
account, they are acting in the role of “account applicant”,
a right delegated to them by the “service provider” when
the service was originally deployed. If the service grants
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the request, the account becomes a subordinate context in
which the successful applicant takes the role of “account
manager”, and can in turn delegate charging rights (the “ac-
count user” process role) to their staff. The full hierarchyis
shown in Figure 4.

The notions of process contexts and process roles, and
the relationships between them, provides a way to present
a high-level interface for generating security policies based
on detailed state models of applications. It also provides a
way to present a semantically tractable description of the
overall policy, using semantic workflow languages such as
OWL-S [3] to describe the externally visible processes al-
lowed by the application state models, and RDF or OWL
to describe the process roles of interacting actors, and the
delegation or subordination relationships between them.

3.3 Security and the Semantic Web

The final step in the Semantic Firewall project is to de-
velop the semantic representations of these dynamic secu-
rity policies, process roles, etc. It became clear in the final
year of the project that the concepts needed arise in both
the Semantic Web and the Agent research communities, but
they are handled in quite different ways:

Semantic Firewall Semantic Agents
Web

Application services WSDL Scenes & Illocutions
Interaction protocols OWL-S Performative Structures
Process roles — Allowed Actors
Process contexts — —

Table 1. Applicability of Semantic Web and
Agents technologies

Initial investigation suggested that Multi-Agent System

mechanisms for supporting organisations, such as Elec-
tronic Institutions[11] developed at IIIA-CSIC, Spain, can
be used to provide the best means to provide tractable de-
scriptions of protected services with interaction policies.
The parallels between process roles in the SFW and agent
actors has been pursued through a collaboration, resultingin
an analysis of the synergies and initial integration between
Electronic Institutions and the Semantic Firewall[5].

A deeper analysis showed that, while the parallels are
striking, the notion of a process context was far more self-
contained in the Electronic Institution interaction models.
After some effort to apply these principles to capture pro-
cess descriptions, it became clear that significant develop-
ments would be needed to handle the idea that process con-
texts can be related. It was also clear that agent models
may be difficult to integrate into Grid client applications,
which are normally based on workflow models (for exam-
ple, the Taverna system[18] from myGrid5). Given this,
the focus moved towards semantic workflow models, and
after some investigation of other options such as WSDL-
S6 and WSMO7, the simpler but more mature OWL-S
specification[3] was selected.

The main challenge was to introduce the process con-
texts and roles into OWL-S, and to semantically encode the
permissions associated with the process roles in a given pro-
cess context. It was immediately clear that OWL-S can de-
scribe a generic “process”, including the notion of a “pro-
cess state” that affects which actions can be taken. How-
ever, the process model as defined in the W3C submission8

fails to support the notion that processes can be attributed
to specific contexts that can be dynamically created, evolve,
and be destroyed, and about which queries can be posed
that should be resolvable using the generic description. As
the focus for the Semantic Firewall project is to define and
support dynamic security, the more general problem of such
dynamism (including service discovery, provisioning, com-
position, etc.) were not addressed in this project. Rather,
each process context was described as a distinct and sepa-
rate service: for example, the transfer of data, managing off-
site storage, and handling different billing accounts. Thus,
in order to utilise a particular context, the service clientsim-
ply uses the service description defined for a particular con-
text.

This left only the process roles and their access rights to
be added to OWL-S. This was done by defining a set of pre-
and post-conditions, as follows:

1. the process state(s) from which a supported workflow
could be started were encoded as pre-conditions to the
corresponding OWL-S process description;

5http://www.mygrid.org.uk/
6http://www.w3.org/Submission/WSDL-S/
7http://www.w3.org/Submission/WSMO/
8http://www.w3.org/Submission/2004/07/



2. the process role(s) required to enact each workflow
were also included as OWL-S pre-conditions;

3. the outcome (goal achieved) by each workflow was in-
cluded as an OWL-S process post-condition;

Where appropriate, the process-role pre-conditions were
accompanied by a “qualification” action, through which the
actor could be granted that process role. This was encoded
as a goal that would have to be achieved by finding and ex-
ecuting another workflow in the same context, whose out-
come would be to grant the required role. Note that this sec-
ond workflow also had process role pre-conditions, and typ-
ically could not be executed by the original actor. However,
the pre-conditions could then be used to look for another
actor (e.g. a supervisor) who could execute the required
workflow.

The end result was an enrichment of the basic OWL-S
process descriptions, in which the security requirements to
execute each process are described, along with mechanisms
that could be used (if authorised) to acquire the necessary
access rights. These mechanisms typically point to other
users who have control of parent contexts (for example, a
prospective service user needs to acquire access permission
from the manager of the account to which the service bills).

4 Validation

To validate the Semantic Firewall approach, we needed
a Grid (or Web Services) application in which policies can
change dynamically, e.g. as a result of a negotiation pro-
cedure. As suggested by Figure 1, such applications are
typically found in inter-enterprise business Grids, such as
those originally created by the GRIA9[20] and GEMSS10[8]
projects. These Grids are forced to use at least some dy-
namic policy elements to handle changing business relation-
ships, and in some cases legal constraints over the move-
ment of data [14].

The validation study was conducted, using an alpha re-
lease of the forthcoming GRIA 5 release. This uses dy-
namic token services developed in the NextGRID project
[1, 17] and exhibits a wider range of dynamic behaviour
than the original GEMSS or GRIA systems. GRIA 5 will
also use the dynamic policy decision component from the
Semantic Firewall itself, which meant it was easy to inte-
grate with a Semantic Firewall deployment for evaluation
tests.

Because the GRIA 5 system is so dynamic, it was pos-
sible to test the Semantic Firewall principles even with a
very simple application. The scenario involves a data cen-
tre curator transferring a large data file between two sites,

9GRIA is now an open source Grid middleware, currently at v4.3, ob-
tainable via http://www.gria.org

10http://www.gemss.de
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e.g. as part of a resilient back up strategy. The transfer
is conducted using a GRIA 5 data service at each site, but
these services will also bill the user for their actions, using
account services located at each site. The relevant accounts
are managed by other actors, e.g. the manager of the data
centre where the curator works, and the manager of the net-
work storage archive service providing the off-site backup
facility. The services and actors are shown in Figure 5.

The focus of the validation exercise was on whether the
SFW approach could accommodate semantically tractable
service descriptions, and whether these could be used to
determine if and how the curator could achieve their data
transfer goal. Implementation of the application scenario
was trivial using the GRIA 5 system, and registry services
were added to store information about the available ser-
vices (including their semantic descriptions), and informa-
tion about users and their roles. Note that the user infor-
mation available to each actor was incomplete the registry
revealed user roles only to those actors for whom the user
was willing to exercise those roles, i.e. the registry filtered
according to the trust relationships between users.

To validate the use of semantic descriptions, the
MindSwap OWL-S API and execution engine11 were used
to execute the required task, based on OWL-S workflows
discovered from the service and workflow registry. Reason-
ing over the pre-conditions allowed classification of discov-
ered services and workflows into three classes: those that
could be executed by the user, those that could become ex-
ecutable by the user with help from other actors, and those
that could never be executed. In the second case, the rea-
soning engine was able to work out how to negotiate the re-
quired access rights with the SFW infrastructure, with help

11http://www.mindswap.org/2004/owl-s/api/



from other actors (e.g. a supervisor).
In the final experiments, software agents (services) were

created to represent each actor, which would take in a work-
flow (or goal) from other users, and (where trustworthy) en-
act the workflow for that user. With these services in place,
it was possible to automate the negotiation process, thus ex-
ploiting the parallels and synergies between Semantic Web,
agents, and dynamic security.

5 Discussion

The investigation of the Semantic Firewall to date has
demonstrated that security policies can be defined for se-
mantically described process models, with little additional
run-time (semantic reasoning) overhead[15]. The research
has highlighted a number of challenges for supporting dy-
namic, context-specific service access. The use of policies
introduces a degree of flexibility for both service providers
and for the network administrators. By representing these
policies as state models (provided by the service providers
themselves), network administrators can provide their own
extension or modifications as necessary. To ensure that con-
flicts or violations do not occur between service and system
policies, and to provide pragmatic tools to manage policy
definitions, further investigation is still required.

An important consideration is that of managing policy
violations, and mediating the type of response that can as-
sist clients who are attempting to make legitimate service
requests, whilst avoiding the exposure of policy details that
would enable malicious users to bypass the security mech-
anisms. By currently exposing the defined policies, clients
can reason about candidate workflows to determine whether
they will fail, and thus avoid committing to workflows that
would subsequently need revising. In addition, the current
policy definitions allow the inference of other, necessary
stages (and consequently actors) that would assist in estab-
lishing the appropriate access rights.

The decision to use a semantic representation for the
SFW presented a challenge given that to associate the
policies defined by the Semantic Firewall with workflows,
the service description language should be extended. The
OWL-S ontologies provided the ideal platform for sch ex-
tensions, and in [15] we present the set of OWL-S exten-
sions proposed. In addition, the execution environment had
to be extended to support the notion of process abstractions
(through OWL-Ssimple processes) that could subsequently
be provisioned at run time by consulting local service and
user registries (typically within the same Virtual Organi-
sation as the service client). For example, a client might
realise that they need to acquire credentials from their lo-
cal account manager before accessing those services with
which such prior agreements had been made.

The research is ongoing, and future work will address

extending the OWL-S extensions further, to support other
notions of service. Akkermans et al. [2] introduced such
notions as service bundling and the sharability and consum-
ability of resources within the OBELIX project. Current
semantic web service descriptions fail to make the distinc-
tion, for example, between resources that can be copied and
shared by many users, and that which is indivisible (e.g. a
security credential that can only be used by one user at the
time). Likewise, there is no support for establishing rela-
tionships between service elements that support each other,
but are not necessarily part of a service workflow (such as
representing a billing service that supports another, primary
service). Future investigation will consider how such fac-
tors augment the definition of Grid services and further sup-
port policy definitions.

6 Conclusions

In this paper, we have summarised research conducted
as part of the EPSRC eScience fundedSemantic Firewall
project. The problem of providing secure access to ser-
vices was analysed within a Grid scenario, which identi-
fied several challenges not normally apparent when consid-
ering simple workflows. A semantically-annotated policy
model has been developed, that supports the definition of
permissible actions/workflows for different actors assum-
ing different roles for given processes. An initial prototype
implementation has been developed, which has been used
to validate the model on real-world, Grid case studies, and
several areas for future work have been identified.
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