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Abstract
In 1950, motivated by his pioneering work in early digital computer technology, Alan Turing posed the question: “Can machines think?” and went on to offer the opinion that by the turn of the century, “one will be able to speak of machines thinking without expecting to be contradicted”. While artificial intelligence (AI) scientists and engineers have taken it as the ultimate challenge for their field to build a ‘thinking’ machine, philosophers have debated extensively the coherence of machine intelligence as a concept and the utility of the computational metaphor in understanding cognition. In no small measure, the history of attitudes to the question “Can machines think?” parallels the history of AI itself. The purpose of this paper then is to reappraise Turing’s question after more than 50 years of unprecedented technological advances in computing. Unfortunately, these technological advances have not generally been accompanied by increases in understanding of ‘intelligence’ and of the relations between minds and machines, so that Turing’s expectation of a positive answer to his question by the year 2000 has not been realized. An interesting issue is the extent to which thought is necessarily tied to consciousness. Hence, I finish with a brief appraisal of the current state of the scientific study of this phenomenon.

1. INTRODUCTION

Arguably, the seminal publication in artificial intelligence (AI) and cognitive science was Alan Turing’s “Computing machinery and intelligence”, which appeared in 1950. In his very first sentence, he writes: “I propose to consider the question, ‘Can machines think’?” He went on to offer the opinion that by the turn of the century, “one will be able to speak of machines thinking without expecting to be contradicted” (p. 442). Few would disagree that this optimistic prediction remains unrealized. So what progress, if any, has been made towards reaching a definitive answer to Turing’s question?
To many in the field, the search for thinking machine was and remains something of a holy grail for AI. For instance, Newell (1973, p. 25) offers the opinion that AI could as well be called theoretical psychology, although elsewhere (Newell, 1990) he writes “AI is a branch of computer science” raising the interesting issue of what he thinks is the relation between the two characterizations. Yet, as is well-known, in his 1950 paper, Turing very quickly abandons the “Can machines think?” form of the question as “… too meaningless to deserve discussion” because, he says, of the difficulties of definition of the words ‘machine’ and ‘think’. Instead, he attempts “to replace the question by another” and moves to the description of an ‘imitation game’, which—in one of its forms—shortly came to be called the Turing test. However, perhaps not surprisingly as it involves replacement of one question by another (actually several, see p. 442), debate surrounding the Turing test is no less than that surrounding the original question.
The view expounded here is that the history of attitudes to Turing’s famous question is virtually a proxy for the history of AI itself. Hence, after some brief scene-setting in which I seek to assess Turing’s own attitude to his famous question, I look at how attitudes to it have varied during three main periods. The first (Section 3), covering the 1950’s and early 60’s, I loosely characterize as the period of British cybernetics. In this time frame, automatic computing was a nascent and esoteric activity, the capabilities of electronic computers were strictly limited, and the philosophical issues surrounding the potential and ultimate limits of computation were still being identified. There followed a spell of rapid technological advance (dealt with in Section 4), characterized as the heyday of GOFAI, in which optimism about the prospects for symbolic AI flourished. Thereafter, moving in to the 1980’s and beyond (Section 5), this optimism waned largely as a result of failure to scale up some of GOFAI’s successes with toy problems to sensibly large real problems. Symbolic AI underwent something of a decline, to be replaced by connectionism and so-called embodied AI. In many respects, we are no further forward in answering the question now than in 1950. In more recent years, however, a number of influential commentators and thinkers have argued that a key issue was being forgotten in previous debate about the nature of thought and the prospects for replicating thought processes in artifacts—namely consciousness. Hence, I make some necessarily brief comments on this exceedingly complex and controversial issue before concluding.
2. TOO MEANINGLESS TO DESERVE DISCUSSION?

Did Turing really believe his question too meaningless to deserve discussion? Perhaps not, given that his clear motive must have been to introduce the Turing test as a way of sidestepping some of the extreme difficulty inherent in answering the original question. But, as Moor (1976) writes some years later:

“... it is difficult to understand ... the propriety and adequacy of the replacement [i.e., the Turing test] if the question being replaced is too meaningless to deserve discussion.”
During his 1951 BBC Radio broadcast, Turing said:

“If now some particular machine can be described as a brain we have only [!] to programme our digital computer to imitate it and it will also be a brain.” (cited by Copeland 2004, p. 478)

But given that a brain is patently an organ for thinking, this appears to stand in stark contrast to his earlier negative description of the main question as “… too meaningless to deserve discussion”. Of course, Turing may just have been speaking counterfactually (as if a machine could be described as a brain!), but the fact that he was addressing a lay public, and the tone of the rest of the broadcast, encourages us to take him at face value. This much more optimistic view of the prospects for building thinking machines seems to be the one attributed to him by those who, from early contributions such as Wilkes (1953) and Mays (1953) through to the present day, have attacked the computational ‘brain(machine’ analogy and/or the Turing test as a useful indicator of machine intelligence.

Turing’s reluctance to address the question directly apparently stems from the difficulty that he saw in defining the terms ‘thinking’ and ‘machine’. So is the question merely semantic? As regards thinking, we might well ask if there are different forms: human and machine, for instance. In 1950, the idea of a ‘thinking machine’ was undoubtedly fairly radical, except perhaps to a very few initiates. Whereas debate had raged for some time concerning human versus animal ‘thought’, the possibility of machine thought was only entertained in restricted circles. Generally, machines were seen as the product of an explicit human design process (cf. the so-called Lovelace objection to machine intelligence), and since no one had a very sound idea what exactly thought entailed, how could it be designed in to an artifact? Yet to Turing as a logician, as to Boole and Babbage before him, there was a strong relation between, at least, logical mathematical reasoning and the sort of “effective procedures” which could be mechanized. This led to the notion that the human brain might usefully be viewed in mechanical terms, as a ‘machine’, so opening up the way for the computational metaphor to dominate cognitive science for the next 50 years (and probably more).
3. THE 1950’S AND EARLY 1960’S
Turing’s question was quickly taken up for debate by contemporary computer pioneers and philosophers. Thus, Maurice Wilkes addressed it in a 1951 BBC broadcast (in the same series as Turing’s contribution) and also in a subsequent publication (Wilkes, 1953). Other notable publications of this period were those of Wolfe Mays (1953) and Mario Bunge (1956). In general, and in contrast to Turing himself, who was enthusiastic about the prospects for machine intelligence, commentators of this period were generally antagonistic to the notion that a machine could think ‘for itself’.
Mays (1951, 1953) asserts that the question is not merely semantic but a matter of fact. For him, the answer is “yes” only if machine and humans reach their conclusions by similar processes. (But how would we know this?) He coins the term ‘thinking by proxy’; a form of as if thinking. Noting that computing machines perform a kind of calculus, by execution of an algorithm, Mays writes “... a calculus is the very antithesis of thinking”. This view is in sharp contrast to that of Turing himself, and to the later AI symbolists (e.g., Newell, 1980), who saw the very essence of intelligence as lying in performing myriad tiny steps, each of them mind-numbingly trivial by themselves, but adding up to something more than the sum of the parts. As an interesting aside, a part of Mays’ argument is based on what we now recognize as the symbol grounding problem (Harnad, 1990). Mays writes: “if we grant that these machines [i.e., digital computers] are complex pieces of symbolism, … it is clear that in order to acquire a significance the symbols need to be linked with a set of referents'' (p. 249).
By contrast to Mays, Bunge does seem to think Turing’s question is merely semantic. To understand better his objections, let us sharpen our ideas about the semantics of questions like “Can machines X?” (where X is some activity in the natural world) by posing the apparently simplistic and innocuous question “Can airplanes fly?” To most readers, the answer is self-evidently yes. Thousands of planes fly routinely every day. Yet before the invention of the aircraft, the only extant example of heavier-than-air powered flight was offered by birds. Although there is some sense in which an airplane flies just as a bird does, the two are also rather different in certain very obvious respects. So is there a proper analogy between a bird and an airplane ‘flying’ and between a human and a machine ‘thinking’? While we understand the mechanics of flight reasonably well—well enough to see where the main differences between animal and machine flight might lie—there is not the same understanding of thinking to allow us to settle the matter. Now consider the question: “Can cars walk?” This one is obviously more problematic! But cars do get the occupants from A to B, as if they had walked. However, as Bunge (1956) writes:

“… to assert that they [machines] think is as erroneous as saying that cars walk … This fallacy of inferring that something acting for us must … participate in human nature, is typical of primitive and archaic logic.”

So is (artificial) ‘thinking’ semantically more like ‘flying’ or like ‘walking’? How apposite is the metaphor? In the early days of computer science and technology, it was admittedly stretched. But as technology advances, does not the description fit better, much as these days we barely give a second thought to talk of “walking robots”?
In general then, the consensus during the 1950’s and early 1960’s (at least among fellow British scientists and philosophers) was to answer Turing’s question in the negative. If there was such a thing as machine ‘thought’, it was so impoverished and different to human thought as to be barely worthy of the name. This consensus was strongly predicated on the view of computers as a tool for extending human computation ... not different in kind from pencil and paper, and requiring human supervision and interpretation (cf. Bunge’s “something acting for us”). But, although Turing was arguably the first to coin the term ‘machine intelligence’, across the Atlantic AI was developing a more assertive character, in which the notion of the thinking computer was attracting widespread acceptance (cf. Raphael, 1976).
4. THE LATE 1960’S AND 1970’S

Over this time span, a change of opinion regarding Turing’s question is discernible, as the capabilities of electronic computers start to grow and as the early influence of the British cyberneticists wanes to be replaced by ideas of machine functionalism (Putnam, 1967)—first in philosophy of mind and then in symbolic AI. Obviously, a complete history of AI over this burgeoning period is out of place here. Let us just remark that some landmarks in the development of AI at this time were Newell and Simon’s GPS (see Newell, 1963), DENDRAL (Buchanan, Sutherland and Geirgenbaum, 1969), SHURDLU (Winograd, 1971), AM (Lenat, 1976), MYCIN (Shortliffe, 1976), and so on. Early successes, especially in the realm of expert systems, seemed to confirm the potential of the symbolic approach (relative to connectionism as it had then developed) and led to great optimism for the future of artificial intelligence. This optimism culminated in the physical symbol system (PSS) hypothesis of Newell (1980), in which ideas of functionalism and implementation-independence were brought to their ultimate expression in the idea that formal symbol manipulation, as in a digital computer, was literally constitutive of intelligence.
This period was the heyday of what John Haugeland shortly after famously called Good Old Fashioned AI, or GOFAI (Haugeland, 1985). The view starts to emerge of machine ‘thinking’ as worthy of the description. To some, such as Newell and other adherents to the PSS hypothesis, there was no difference of kind between human and machine thinking, both being the product of formal symbol manipulation. To others (e.g., Moor, 1976), machine intelligence posited a valid but possibly different kind of ‘thinking’.
5. THE 1980’S AND BEYOND

From the perspective of 2006, it is perhaps hard to understand that anyone ever took the PSS hypothesis seriously. I certainly find it hard to do so. It seems to miss the mark almost entirely in capturing the essence of intelligence. A straw poll of the students in my Artificial Intelligence lecture class, taken annually, reveals a declining number willing to say that they accept it as a reasonable characterization of intelligence. Few would disagree that there has been something of a demise of GOFAI. What happened to bring about this state of affairs? Arguably, there were three main factors: first, the spectacular resurgence of the connectionist brand of AI (witness the enormous impact of the back-propagation algorithm of Rummelhart, Hinton and Williams, 1986); second, a philosophical shift brought about by certain influential articles seeking to make explicit the flaws in symbolic AI; and, third, an increasing belief that the key to understanding thought must somehow be tied up with understanding consciousness, a topic largely ignored in earlier eras. It would not be appropriate to consider the large and diverse field of connectionism further here, and we will postpone our necessarily all-too-brief brief treatment of consciousness to a later section. But some remarks on the remaining one of these three issues are called for. Possibly foremost among the influential articles alluded to above are those of Rodney Brooks (1990, 1991), in which he laid the foundations of a new ‘embodied’ AI that minimized the role of internal (symbolic) representation and argued that interaction of an embodied agent with its external world is the cornerstone of intelligence.
Even prior to Brook’s work, philosophical discussion of the matter was massively and notoriously influenced by John Searle’s celebrated Chinese room argument (CRA), which appeared in 1980 and purported to show the futility of the search for ‘strong AI’. The latter is, loosely speaking, Searle’s term for the brand of GOFAI holding that “the appropriately programmed computer really is a mind”. There is, of course, a vast literature—too large to review here—surrounding the CRA. Indeed, 15 years ago Gomilla (1991) described this literature as “nearly infinite” and it has continued to grow since! Almost all of it is aimed at denying Searle’s negative conclusion in some way or other. (For a notable exception, see Maloney, 1987.) Although the majority opinion accepts the so-called ‘systems reply’ as a conclusive counter to the CRA, there is a bewildering variety of other rejoinders, and remarkably little consensus overall on exactly how Searle’s argument is flawed (Damper, 2004). I am personally disposed to attacks on the logical form of the argument and/or the way this is derived from the informal (natural) language in which it was originally couched (Häggqvist, 1996; Damper, in print). But even given the wide-spread reluctance of commentators to accept Searle’s point of view, still it seems he has had some influence in encouraging a more realistic view of AI’s weaknesses to propagate. (At least, he himself claims this to be the case.)
In spite of Searle’s opposition to the Turing conception of machine intelligence, he is forthright in believing that a machine can indeed think. To him, this is trivially true—on the (extraordinarily shaky) grounds that the brain actually is a machine. I do not see that this can be easily accepted as an obvious fact, but putting that aside, Searle’s point seems to be that the brain is a ‘machine’ for generating consciousness by virtue of its having “the right causal powers”—whatever those might be. And lest one thinks that Searle’s acceptance of the brain as a ‘machine’ somehow diminishes his own argument against machine intelligence, we should perhaps remember his oft-repeated (but far from universally accepted) warnings against confusing mere simulations with ‘the real thing’, and reflect that Turing was undoubtedly referring to simulation in the quote above, taken from his 1951 radio broadcast.
Since Searle’s Chinese room argument turns on acceptance of the Turing test conception of intelligence, it is no surprise to see that there is also an enormous literature debating the pros and cons of this test. Some key works are those of Moor (1976), French (1990), Copeland (2000), Saygin, Cicekli, and Akman (2000) and Halpern (2006). Opinions differ on whether or not the Turing test was intended to be an operational definition of machine intelligence, or ‘thinking’. In particular, and contrary to the assumptions of most commentators, Copeland (2000) points out that no such definition is to be found in Turing’s 1950 paper and quotes Moor (1976) to the effect that the “… value of the imitation game lies not in treating it as … an operational definition but … as a potential source for good inductive evidence for the hypothesis that machines think” (p. 249). But this seems to take us full circle back to the original question.

Thus far, things do not appear to have moved on greatly from 1950, and the very dawn of the computer age, in respect of answering the philosophical questions surrounding machine intelligence, cognitive science, the computational metaphor for mind, etc. Indeed, a quote from Tyler Burge is apposite:

“In my view, the term [Cognitive Science] is best taken to be like “Christian Science” not only in denoting a doctrine rather than a discipline, but also in being a proper name rather than a description.” (Burge 1982, p. 286)
6. THE MYSTERY OF CONSCIOUSNESS

In recent years, many prominent thinkers have pointed out the regrettable omission of the key issue of consciousness from discussions of AI (as ‘synthetic psychology’) just as from mainstream psychology. These contributions include Penrose (1989), Dennett (1991), Edelman (1992), Chalmers (1996) and others. The basic thesis is that thought by itself makes little sense divorced from consciousness. So is there any enlightenment to be gained by introducing this admittedly thorny issue into the debate?
In The Mystery of Consciousness (1997), Searle reviews and debates the contemporary work referred to above. My reading of the book, which I take to be uncontroversial, is that none of Penrose, Dennett, Edelman, etc. has the answer to the mystery. Searle’s basic message is a call for reappraising the notion of reductionism: Consciousness is irreducible but this does not imply dualism. But in the absence of a concrete reappraisal, how far does this get us?

So is there any valid scientific basis to the study of putative machine intelligence? Or is it merely a label attached to a branch of engineering (much as the description is used in the title of the IEEE’s Transactions on Pattern Analysis and Machine Intelligence) but devoid of meaningful relation to what goes on in the brains of sentient, conscious beings? Certainly, Brooks points to a lack of scientific basis when he writes:

In my opinion we are completely prescientific … about what consciousness is. We do not know exactly what it would be about a robot that would convince us that it had consciousness, even simulated consciousness. (Brooks 2002, p. 194)
If we cannot yet expound a scientific foundation for the study of consciousness, we can at least indicate where the intellectual action currently lies. I will turn therefore to what appears to me to be the principal controversy in contemporary views of consciousness, namely the importance (or otherwise) of qualia—the subjective phenomenon, or feeling, of experience. This takes us right back to Mays (1953) and his objection to Turing that a machine designed to perform precise mathematical and logical operations is a poor candidate for exhibiting “intuitive, often vague and imprecise, thought processes”, since intuition appears (intuitively!) to be strongly tied to experience. While some philosophers, pre-eminently Chalmers (1996), take the explanation of qualia to be the “hard problem” of consciousness, AI scientists and engineers tend to deny or sidestep the issue. For instance, Baum (2004) argues that we have subjective experience (e.g., pain) just because it has evolutionary survival value, and writes: “You have a sensation of pain because these neurons here fire” (p. 68). To others (myself included), such crude appeals to identity theory (cf. Crick 1994) explain nothing; they are a sleight of hand—see Searle (1997, p. 30). Whether or not qualia turn out to be a key issue in understanding consciousness—natural, machine or both—we cannot yet say; the jury is still out and likely to be so for some long time to come.
7. CONCLUSIONS

Answering Turing’s question “Can a machine think?” is virtually synonymous with the AI project. Arguably, cognitive science—by its acceptance of the ‘brain as computer’ metaphor—already assumes a positive answer and moves to consider the question: exactly how and what does the brain compute? Turing’s optimism back in 1950 regarding at least pragmatic acceptance and usage of the term ‘machine thought’ in everyday conversation by the year 2000 has not come to fruition. In fact, one might well argue it was misplaced.
Looking at the 50-60 year history of AI, worrying cycles of optimism and pessimism in answering the question can be discerned. One would be hard pressed to argue that any great progress has been made. Attempts by philosophers and pioneer symbolists (like Putnam and Newell) in the 1960’s and 1970’s to gain acceptance for the idea that computers already could ‘think’ just as we do, that mental states are computational states and vice versa, made initial headway but then were increasingly seen as simplistic and devoid of supporting argumentation and evidence, almost unscientific in fact.
To many, it seemed that a key ingredient was self-evidently missing from these musings. Human thought appears inextricably tied to human consciousness, so can there be meaningful thought without consciousness? If not, the search for machine intelligence has to encompass a search for machine consciousness; and scientific progress in understanding consciousness is essential to this enterprise. Yet any such understanding is almost entirely absent (‘prescientific’ as Brooks says) at present. Turing’s question is an empirical and open one. At the moment we have no answer. Whether or not we can ever achieve machine intelligence, design thinking machines, we have no idea. And we have no real idea either how to make progress in providing an answer. We simply don’t know enough.
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