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Abstract

Reasoning about knowledge has been a central issue in epistemology since Plato defined knowledge as
justified true belief. In the twentieth century, the discussion was renewed by the use of formal logic and
modal operators in Hintikka’s epistemic logic. This logic has found applications in computer science
and economics, but has defects: it is mono-modal, static and has no sense of resources. In this thesis we
present a logic to reason about knowledge and the change induced to it as a result of communication ac-
tions between agents in a multi-agent systems. The semantics of this logic is an algebra of propositions
paired with an algebra of actions. Both have structure preserving appearance maps whose adjoints
stand for knowledge of agents. The algebra of actions is a quantale, thus actions are treated as the
qualitative resources of Linear Logic: they are not accessible to all agents to acquire new information.
Agents themselves act as qualitative resources to other agents: their nested appearances of a context has
an effect in the reasoning of other agents. We also present a sequent calculus for our semantics, in the
style of Lambek Calculus and Non-commutative Intuitionistic Linear Logic. We prove the soundness
and completeness of this sequent calculus with regard to the algebra and apply the setting to reason
about safety of security protocols. We connect our approach to the existing literature by showing that
models of dynamic epistemic logic of Baltag-Moss-Solecki are instances of our logic.

Key Words. Actions, Resources, Knowledge, Logic, Security Protocols
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Résumé

La logique épistémique est une logique modale qui est utilisée pour 1’étude du raisonnement sur les
croyances et la connaissance. Depuis ses débuts dans les années soixante par Hintikka, elle a été
appliquée entre autres en informatique. Ces applications ont révélé certains défauts: elle est mono-
modale, statique, et ne tient pas compte des ressources. Ces applications requieérent une logique ou
I’on peut étudier le raisonnement a propos des croyances et des connaissances des agents avec des
ressources limitées dans un syst¢me multi-agents, ol ceux-ci communiquent entre eux et ot il en résulte
que les agents changent leurs connaissances; en d’autres mots, il faut une approche dynamique du
raisonnement sur les connaissances. Dans ma these, je vais développer une logique multi-agents pour
la connaissance, la croyance, et le changement, et qui est aussi sensible a la question de 1’usage des
ressources. Cette logique, appelée IDEAL, est une logique algébrique avec un systeme de preuve dans
le style de Gentzen. J* applique ce systeme IDEAL a la résolution de problemes réels tels que celui de
la sécurité des protocoles de transaction en-ligne. Ces protocoles ont un cadre multi-agents interactif,
ou les connaissances des agents est importante: on ne veut pas que notre information soit connue
par un tiers parti. Finalement, j’examine les liens avec les autres travaux dans la méme domaine, en
démontrant comment la logique dynamique épistémique de Baltag-Moss-Solecki, est un cas particulier
de mon systeme IDEAL.

Mot clés. Actions, Ressources, Connaissance, Logique, Protocoles de sécurité,



Chapter 1

Introduction

Reasoning about knowledge has been a central issue in epistemology since Plato defined knowledge
as justified true belief. In the twentieth century, the discussion was renewed by the use of formal
logic and modal operators to account for propositional attitudes such as ‘I know that * or ‘I believe
that °. Thus one could use the tools of modern logic to reason about knowledge and belief of agents.
This new branch of logic, called epistemic logic, has found applications in computer science and eco-
nomics [65] since its inception by Hintikka [46] in the 1960’s. These applications have broadened
the applicability of epistemic logic, but at the same time shed light on some defects. The epistemic
logic developed by Hintikka is mono-modal, static and has no sense of resources. It being mono-modal
means that it can only reason about knowledge of one agent and misses on inter-subjective and higher
order reflections between agents. This is a grave limitation since most of the applications are based on
a multi-agent setting, where we need to reason about what each agent knows about knowledge of other
agents. For example in modeling knowledge of buyers in a stock market, what each agent knows about
the knowledge of other agents and in particular knowledge of agents about his own knowledge, plays
an important role in his decision. The second major defect is that it does not formalize communication
actions between agents and the change induced by these actions on the knowledge of agents. From
this account, epistemic logic of Hintikka is sfatic and can only formalize knowledge of agents at the
time of modeling. The dynamics and effect of actions on the knowledge of agents are mostly dealt
with informally and by explanations in natural language rather then in the logical formalism. This is
another limitation for epistemic logic, especially in dynamic multi-agent applications, where modeling
communication and its effects on knowledge is as important as modeling the knowledge itself. For
example the communication between bidding agents in an auction and its effects on the knowledge
of agents is a crucial factor in modeling the auction, and one cannot provide a full formal analysis of
the setting by informally dealing with actions. Finally, this logic has no account of resources, that is,
it assumes its agents have access to the same resources and thus reason in the same way about their
knowledge. Moreover, these resources are unlimited, so all the agents are uniformly perfect reasoners.
As a result agents modeled by these logics are logically omniscient [39], which means they know all

the consequences of what they know; this is not the case in the real life applications.



The goal of this thesis is to develop an epistemic logic that does not have these defects. That
is, developing a general logical approach to multi-agent information flow that models ’dynamics’ of
reasoning about knowledge and that also has a sense of agents’ resources. In this approach, knowledge
of agents would be subject to change as a result of communications actions that happen between the
agents, and the logic formalizes communication actions, as well as their effects. Since different agents
have access to different communication actions, their knowledge changes in different ways. So these
actions can be seen as resources. In the same line, each agent has different agent surroundings, so not
every agent can communicate with other agents. This makes agents serve as resources to other agents.
We refer to this logic as IDEAL, for Intuitionistic Dynamic Epistemic Action Logic. The features of
this logic make it a proper tool to study dynamics of knowledge in social settings and at the same time
makes it easier to applications in computer science and economics.

In order to put this work in perspective with the body of work on epistemic logic, note that later de-
velopments of epistemic logic discussed in detail in [39] have overcome the problem of mono-modality.
They have done so by adding a family of modalities, one for each agent and asking for appropriate ax-
ioms to relate them in a S4 or S5 logic. Attempts to formalize dynamics of knowledge are more recent;
the first logic to formalize the effect of actions on knowledge is the logic of public announcements of
Gerbrandy and Groenveld [41, 42], and also Plaza in [72]. These systems only consider the effects of
one special sort of action: public announcement of a proposition. A complete formalization of public
and private announcements and their effects has been introduced by Baltag, Moss, and Solecki in [9, 10]
and often referred to as Dynamic Epistemic Logic or DEL for short. DEL pioneers reasoning about
dynamics of knowledge via its update product of Kripke structures.

The novelty of our work, based on the joint work of the author with Baltag and Coecke in [7, 8], is
its algebraic semantics and corresponding sequent calculus. IDEAL uses algebraic ordered structures as
its semantics rather than plain sets and relations as in [39, 9, 10], which are the usual possible worlds or
Kripke semantics of epistemic logic. Moreover, IDEAL is a non-classical constructive logic as opposed
to the above mentioned non-constructive classical logics. It treats actions of communication between
agents and the consequent changes on their knowledge as main concepts of the logic. The main rea-
soning power of IDEAL comes from adjunction techniques developed in category theory [61]. These
methods, first logically used in Intuitionistic logic and extended to Temporal logic by Von Karger [89],
enable IDEAL to replace the usual reasoning by negation of epistemic logics with reasoning by ad-
Jjunction. Moreover, they represent not the usual full modalities, but factorizations of the co-closure
modalities of S4 and S5 and also exponential of Linear Logic [44]. The fluency and fun of reasoning
by adjunction make IDEAL’s proofs of challenging epistemic puzzles, which involve higher order re-
flections, such as 'muddy children’ [39], much easier than other approach, e.g. in [39, 9, 10]. IDEAL
can also easily deal with more interesting and closer to real life versions of these puzzles where children
perform secret actions such as cheating and lying. Encoding these misinformation actions is a conse-
quence of following [10] and assuming epistemic structure on actions. But we go further than [10] and

introduce epistemic modalities for actions, so we can also reason about knowledge of agents about ac-



tions. IDEAL has a special sense of resource-sensitivity: it treats communication actions between the
agents and the agents themselves as resources to other agents. Where the former is the usual quantita-
tive resource of Linear Logic [44], the latter is a new quantitative-like resource. It encodes the fact that
not every agent can communicate with all other agents and obtain new information: different agents
have access to different information. This feature is specifically reflected in the sequent calculus where
agents are themselves formulae of the logic and their contexts are encoded by different roles of comma
between them and other formulae, e.g. propositions and actions. Our sequent system is the first one of
its kind for a dynamic and epistemic logic, since the proof system of DEL is a Hilbert-style axiomatics.
It shares techniques of, and adds novel features to Intuitionistic Non-commutative Linear Logic [94]
and also Labeled Deductive systems of [12]. The constructive nature of IDEAL also makes it a suitable
dynamic logic for partial information contexts, for example for belief revision [40], that is revising
prior beliefs of agents when contradicted by some new information. These application have been dealt
with in a recent joint work of the author with Baltag in [11]. Another application is to encode and

reason about safety of internet security protocols [80], this application will be dealt with in this thesis.

The chapters of this thesis are organized as follows:

In chapter two we go through the algebraic semantics of IDEAL. The theoretical starting point
of our algebraic semantics is the algebraic logic of Tarski [86], where elements of an order structure
represent logical propositions. The operations of the structure stand for propositional connectives such
as conjunction and disjunction. We then move on to the algebraic logic of Lambek [56], introduced to
reason about sentence structure in linguistics. The elements of this logic are not propositions but lin-
guistic types. Lambek’s logic is resource-sensitive and forms the basis of various dynamic logics [45],
for example quantales [2, 74, 77] and Linear Logic [44]. If elements of Lambek’s logic are thought of
as actions, then resource-sensitivity means that doing an action twice has a different effect than doing it
once. This is very different from Tarski’s logic of propositions where for example stating a proposition
two times is the same as stating it once. IDEAL models both actions and the change induced by them
on propositions, so its semantics is a join of Tarski and Lambek-style logics. This is a well-known
method for logics used in computer science: programs are actions and propositions encode properties
of the system that are changed after running a program on the system [45, 47]. The effect of programs
on propositions gives rise to a dynamic modality, which is the Galois right adjoint of the connective
that joins together these two logic, that is update. Interestingly, this dynamic modality is the weakest
precondition of Hoare logic [47]. So we can reason about the effect of actions on proposition by ad-
junction. The novelty of the approach of this thesis is that these two logics should be equipped with
structure preserving epistemic operators to stand for information of each agent. Another interesting
point is that the Galois right adjoint to these maps will stand for knowledge of agents. This provides
us with a reasoning by adjunction technique also for epistemic modalities. These structure preserving
maps cannot be freely copied and deleted since they are not in general idempotent, a point that enables

us to consider these maps, thought of as agents, as resources. A last point is the non-distributivity of our



setting: it is amazing that distributivity of the algebra is not a crucial property in dealing with epistemic
scenarios.

In order to verify that the algebra does what it promises, we apply it to encode and solve the
famous epistemic puzzle of muddy children, discussed in detail in [39]. We show how epistemic and
dynamic features of IDEAL and its sense of resources, enable us to prove the puzzle in a very elegant
equational manner. As a result, the proof of this puzzle in our logic is much easier and shorter than
other approaches, for example the standard epistemic logic solution of [39] and also the solution of
Dynamic Epistemic Logic, mentioned in [9]. We also present two different versions of the original
puzzle, in these versions children are not honest and they take part in secret communication actions,
that is they cheat and lie. As a result the honest children, since they do not have access to the secret
communication actions of cheating and lying, get confused and will believe in wrong information. We
encode and prove these misinformation versions and show how our sense of resources that can deal

with different ways different agents reason about knowledge, plays a crucial role in our solution.

In chapter three we provide an informal presentation of the logical syntax for IDEAL. The reader
only interested in technical details can skip this chapter and proceed directly to chapter four. The two
common logical formalisms for modern logics are Hilbert-style axiomatic and Gentzen-style sequent
calculus. The Hilbert-style logical systems for propositional logic consist of many axioms about logical
connectives and only one rule, namely modus ponens. Thus one can say that the focus of these systems
is on what are the properties of logical connectives in terms of the axioms they satisfy. The Gentzen-
style sequent calculi offer an opposite approach: these systems consist of many rules and only one
axiom, that is the identity axiom. The focus of these rule-based systems is thus on Zow the connectives
are used rather than their properties. This feature has shown to be useful in applications in Computer
Science, in investigating properties of logical proofs, and has led to the field of proof theory [87]. While
Hilbert-style axiomatics are closer in nature to the logical semantics presented in chapter one, in the
sense that they both have an equational and axiomatic approach, sequent calculi lie on a different wave
length and reveal a different view on the nature of logical connectives. On the other hand, developing a
sequent calculus from an algebraic semantics, with regard to which the calculus is sound and complete,
is a hard and delicate task for which there exists no general method. But once developed, the sequent
calculus can be used, much easier than a Hilbert-style logic, to study applicability of the formalism and
also be implemented in automatic proof search tools, such as theorem provers and proof assistants, in
order to mechanize the reasoning.

The logical system presented in chapter three is a Gentzen-style sequent calculus and is the first
sequent calculus for dynamic epistemic logic. The sequent calculus consists of two intuitionistic sys-
tems: one for the propositions and one for the actions. These two systems are connected via the mixed
rules of the propositional system. We present the syntax of each of these systems and explain what each
operation means in informal terms. We also provide an intuitive way of reading the sequences of each
system and use this reading to explain the rules of each system. In a nutshell, a propositional sequence

is a list that can have propositions, actions, and also agents in it, for example (m, ¢, A) is a sequence



in which m is a proposition, ¢ is an action, and A is an agent. In intuitive terms it encodes agent A’s
information about the effect of action g on proposition m. If we use this sequence in a propositional
sequent denoted by F,;, for example m, q, A -3, m/, it means that after doing action ¢ on proposition
m, agent A knows that proposition m’ holds. An action sequence is a list of actions and agents, for
example (g, A) encodes agent A’s information about the action ¢. If we use this sequence in an ac-
tion sequent denoted by ¢, for example ¢, A ¢ ¢/, it means while action ¢ is happening, agent A has
wrong information about it since he thinks that action ¢’ is happening. Our sense of resource-sensitivity
is well reflected in the sequent calculus. For example after a communication action g, an agent might

not be able to conclude that a certain proposition holds, that is
m,q, Ay m

but if he does the same action twice, or performs another communication action ¢’, he will be able to

derive the desired conclusion, that is
maqquA l_M m, or m,q, qlaA l_M m,

So repetition of actions matters in validity of sequents and in agents’ knowledge. Another important
issue in deriving conclusions is presence of agents. A certain derivation might not hold in reality, for
example

m,q ¥y m

but if an agent is present in the context, he might think that the conclusion holds, that is
m,q, A l_M m/

This way of explicitly encoding agents in sequents is a novel feature of our the sequent system and
resembles the labeled deductive logic of [12]. Other features of our sequent calculus is having an
epistemic structure for actions, an idea not presented in the Hilbert-style logic of [9], and the non-
boolean nature of both proposition and action systems. Our system recaps its reasoning power by using

the properties of composition of adjoints to develop rules for epistemic and dynamic modalities.

After developing our sequent calculus from the algebraic semantics, we have to show that our
development is consistent, in the sense that it does not lead to contradictory conclusions, this is referred
to as the soundness theorem. We also have to show that the reasoning power of the sequent calculus
is at least the same as the algebra, that is every property that holds in the algebra is derivable form the
calculus, this is referred to as the completeness theorem. Thus in chapter four we prove that our sequent
calculus is sound and complete with regard to our algebra. Although distributivity is not needed in
algebraic verification of properties of epistemic scenarios, it comes handy in the syntax of our single-

succedent sequent calculus. It is also the necessary outcome of our ideal construction, a technique



we use to build infinite semantics from finite syntax. We first formalize the meaning of sequents,
presented informally in chapter three, and then show how each sequent system can be modeled by its
corresponding algebra presented in chapter two: propositional sequents with the Tarski-style algebra
and action sequents with the Lambek-style algebra. This makes our sequent rules different from the
usual intuitionistic sequent calculi, which have internalized implication. On the action side, we use the
same algebraic approach as in Lambek Calculus [56] with lattice operations (and empty sequence on the
left) or more precisely Intuitionsitic Non-Commutative Linear Logic [44]. The novelty of our approach
is that we have agent contexts in our sequents to encode epistemic modalities. Non-commutativity
is a crucial and necessary property of our system, this is because communication actions cannot be
permuted freely since they may cause different effects once applied in different orders.

The proofs of soundness and completeness are done as usual [17] with the difference that we have to
prove these theorems for two systems, both of them being non-boolean and epistemic. These properties
make our proofs more tedious and longer than usual soundness and completeness proofs. Another
difference is that because our semantics are both based on sup-lattices, we have infinite meets and
joins. So the completeness proofs have to be done in two steps: first for the finite case via building

models out of syntax of logic, and then extended by ideal construction to the infinite case.

In chapter five we present a a serious domain of applications for IDEAL: reasoning about security
protocols. The typical scenario in the setting of security protocols is that two agents want to share a
secret via message passing. The problem is that the communication channel is not safe and there is
always a chance that a malicious intruder will intercept the messages. So agents have to come up with
communication protocols that guarantee safe communication of their secret. An example is an online
transaction between a client and his bank, the secret is for example a credit card number that should be
communicated on the Internet (while where we are all aware that internet is not a safe communication
channel). This is one reason the field of security has been created, to design communication protocols
along which secrets can be safely shared. These protocols use different methods for ensuring safety,
such as digital signatures, hashes, keys, and encryption. But there is always a chance that the intruder
can decode the hashes, forge signatures, guess the keys etc. So once the protocol has been designed,
the goal is to ensure its safety in presence of such powerful intruders. One way to achieve this goal
is to formalize the protocol in an epistemic logic and then prove its safety. Different epistemic logics
have been specifically developed for this purpose, the most famous of these was the BAN logic [22].
The problem with the logical approach is that often protocols were proved to be safe, but flaws were
discovered on them later. For example the Needham-Schroeder protocol [68] was a protocol that was
proven to be safe in BAN logic, until 15 years after the proof when a flaw was discovered on it by
Lowe [59] that showed the protocol was not safe. Another approach to the safety of protocols is to
build the state space of the protocol and then use model-checking techniques to verify the safety. The
problem with this approach is that one can only verify that after a certain amount of time and in a
certain context, the protocol is safe and a general proof cannot be provided. So the field of security

is now focused on more powerful logical tools and model-checking techniques. From this perspective



IDEAL can be a very good candidate for the logical approach since its reasoning powers are much
more efficient than a usual epistemic logic. It can deal with properties and communication actions,
but also with knowledge of agents about properties and more importantly about actions. A security
protocols is nothing but a series of communication actions, about which agents do not have certain
knowledge. For example when A sends a message to B, he is not sure about the receive action by
B. The ability of IDEAL in formalizing knowledge of actions and connecting it with knowledge of
properties provides it with a unique reasoning power about security protocols. Moreover, IDEAL has
a sense of model checking too, in order to encode a protocol, it first builds the state and action space
and then reasons about them using its epistemic and dynamic modalities. But since it does so in an
algebraic manner, the proofs are done equationally and are easier and more efficient than usual Kripke
semantics based settings. Another important issue in IDEAL is its compositionality: it builds a protocol
by composing basic communication actions and then reasons about them compositionally. In chapter
five we show how all these features can be used to encode security protocols and prevent agents from
falsely believing that the protocol is safe when it is not. This chapter is meant to show the ability of
our IDEAL in dealing with applications, further improvements and developments, for example adding

encryption and automizing the reasoning constitute future work.

In chapter six we study the connection between IDEAL and the Dynamic Epistemic Logic of [9,
10]. The differences between IDEAL and DEL, in their semantics and proof systems, has been men-
tioned above. In this chapter we show that relational models of DEL are instances of algebraic models
of IDEAL. We start by introducing the Kripke semantics of DEL.: its usual state models and its new
actions models. We then define the update product of the two, the sequential composition and choice
of action models, and provide examples. Next we repackage the accessibility relations to functions and
show how powerset of the states of a state model is a module and powerset of the free monoid of states
of the action model is a quantale. The update inequality is obtained from the repackaged definition of
update and by forcing conditions on the module and quantale, basically making them atomistic from
atomic. It then follows that this powerset model of DEL, called a concrete epistemic system, is a strong
atomistic epistemic system , a special case of the sup lattice models of IDEAL. Before finishing this
last chapter, we show that asking for further conditions on the module and on the appearance maps
provides us with other types of epistemic modalities, for example one that satisfies axiom 4 of S4.
The interesting point is that only in our concrete setting of Boolean Algebras, we can define the belief

diamond modality by taking the De Morgan dual of the linear adjoint of the appearance map.

Finally in the appendix we show how the algebraic setting of IDEAL can be expressed in the
context of sup-enriched categories. The idea is that our logic of actions, that is quantales, can be
seen as a one object sup-enriched category [20, 58, 85]. Our logic of propositions is also a sup-lattice
and thus an object of the category Sup, which is monoidal closed and thus also sup-enriched. We
encode the effect of the actions on propositions as sup-enriched functors in this category. Rather than

considering only one functor for all agents, as we did in the algebra, here we have different functors for



different agents. This enables us to have a different update schema for each agent and thus relativize
the notion of epistemic update: each agents updates his knowledge in his specific way. In this setting
the epistemic modalities arise as lax sup-enriched natural transformations between the update functors.
The setting of sup-enriched categories provides IDEAL with a structured way to deal with relativized
update. Applications to philosophical and Computer Science problems, for example to the problem of

Logical Omniscience constitutes future work.

The following are possible future extensions of this thesis:

Strengthening the Logic. Two important properties of a logical system are the decidability of its
semantics and elimination of cuts in its logical syntax. These two properties play a crucial role in
the efficiency of the modeling and reasoning powers of the logic and thus directly affect the domain of
applicability of a logical system. Classical Propositional logic and Lambek Calculus are both decidable
and cut is eliminable for them. However, adding epistemic operators to them and joining them together
does not guarantee that the system remains decidable and cut-free. This is a possible future project:
to develop a decidable and cut-free version of the IDEAL logic of this thesis, so that it can reason
efficiently and structurally about knowledge resources and change. The cut-elimination problem of
our logic arises from the interaction between the epistemic modalities, mainly appearance maps, and
resource-sensitive multiplication and update, which need caring for context splitting and sharing at the
same time. In a more technical note, the left rule for multiplication in the action logic and the left rule
for update in the propositional logic, split the action and propositional context (respectively), but share
the agent context. This causes problem for eliminating cut with a formula that contains appearance of
update in the propositional setting and appearance of multiplication in the action setting. Solving this
problem makes an interesting future project.

In the same lines, computing the complexity of IDEAL is another future project. Complexity of
different systems of epistemic and dynamic logic have been studied, for example in [39, 45]. But epis-
temic logics with dynamics are new and their complexity is yet an open problem, recently complexity
of public announcement logic has been studied in [60]. It would be interesting to extend this result to
the version of dynamic epistemic logic with both public and private announcements. We believe that
the algebraic semantics of this thesis provides a less complex logic and that computing its complexity

is easier than doing the same for DEL.

Connections with Linear Logic Quantales without lattice operations (ordered monoids) model Lam-
bek Calculus [56]; full quantales (with more structure) are models of non-commutative Intuitionistic
Linear Logic [94]. Quantale models for commutative versions of Linear Logic has also been studied,
see for example [57, 76]. However, in all these approaches, the modalities of Linear Logic, that is ex-
ponentials, are modeled by co-closure and closure operators on the quantale. The action part of IDEAL

can also be seen as a model of non-commutative Intuitionistic Linear Logic, with the difference that



our modalities are not exponentials of Linear Logic, but their composition is. So our epistemic modal-
ities can be seen as a factorization of Linear Logic exponentials. Making this connection more precise
may lead to development of an epistemic action model for Linear Logic, which would perhaps help in

assigning another meaning to exponentials.

Coalgebras and probability. In the Computer Science literature, three different formalisms have
been used to formalize modalities, the relational semantics of Kripke structure [39], Coalgebraic sys-
tems [66, 78], and finally algebraically in [51, 50, 17]. The Kripke semantics approach is the traditional
one and the coalgebraic approach has been developed recently. In a way, the coalgebraic way of doing
modal logic, is half way through the relational and the sup lattice approach of this thesis. In a nutshell,
in the relational semantics the knowledge modality is defined in terms of the accessibility relation on a
set of states .9, that is we have one such relation for each agent R4 C S x S. In coalgebras, this relation
is lifted one level to the functions on set of states and its power set, that is g4 : S — P(S). This map
is in bijections with a sup-map from the power set to the power set, that is f4 : P(S) — P(S) where
we lift our Coalgebras to the level of sup-lattices. In general modeling probabilities order theoreti-
cally is not easy, some attempts have been done in [23]. However, probabilities are nicely formalized
using coalgebraic methods [30]. A nice project would be to combine the algebraic method with the
coalgebraic ones to benefit from the bonuses of both and to develop a probabilistic model of reasoning
about dynamics of knowledge. This probabilistic model of knowledge can have applications in deriving

secrecy of security protocols and also reasoning about Quantum security protocols, discussed below.

Applications. In the application chapter we have provided a setting in which security protocols can
be encoded via the suspicions they raise in the agents. However, we have only considered clear text
messages where no encryption is applied. A possible and necessary extension of this setting, would be
to encode encrypted messages and reason about secrecy of them. So a wider range of protocols can
be reasoned about in IDEAL and perhaps a non-discovered attack might be discovered in a protocol.
However, in order to do so one needs to first implement IDEAL in a theorem prover and automate its
reasoning. Another possible extension would be trying to encode Quantum protocols and perhaps to use
setting to encode combinations of classical and Quantum reasoning techniques will help in design of
mixed protocols. In this setting, one can think of propositions as results of measurements on Quantum
systems and actions will stand for Quantum actions such as sharing a Bell pair and measurements in the
style of one-way model [73] and measurement calculus [26]. We can then use the dynamic modality
to express how each measurement connects to its result and the epistemic modality to reason about the
knowledge of agents about these measurements. The non-deterministic choice on the quantale helps
us encode possible measurements on different basis, and the disjunction on proposition will encode the
choice of the result of these measurement. The interesting part would be the dynamic axiomatization
of sharing a Bell pair, which is one of the distinctive features of Quantum protocols, and then use it to

reason about knowledge of agents after sharing a Bell pair and performing measurements. In order to



give a full analysis of protocols such as BB’84 [15], B’91 [13], and BBM [14], one needs probabilities.
So as mentioned above, coalgebraic settings seem a nice option. In particular it would be useful to
encode the bit-commitment protocols such as the ones mentioned in [21] and see if the setting of this

thesis will discover the attack discovered by Mayers in [63].

Philosophical Extensions. Resource-sensitivity sheds new light on the problem of omniscience, but
is not addressed in the existing solutions in standard treatment of epistemic logic from Hintikka’s [46]
to the more recent textbook by Fagin et al. [39]. The idea of using a resource-sensitive logic to avoid
the problem of logical omniscience has been introduced by Dubucs in [34] and its relations with an-
tirealism has been investigated by Marion and Dubucs in [35]. Based on these ideas, Marion together
with the author have argued in favor of the feasibility of an epistemic resource-sensitive logic, namely
Linear Logic, to reason about knowledge in [62]. The feasibility argument is partly based on the imple-
mentation of this logic by the author [81] and using it to solve an epistemic puzzle. One very interesting
philosophical extension of this thesis would be to continue the same line of argument and to study how
the dynamic logical approach of IDEAL can tackle the problem of Logical Omniscience. For example
how availability of different resources to different agents relativizes change of knowledge, and how
would this impact omniscience, and what would be the philosophical significance of a relative omni-
science. All of these can be extended to the sup-enriched setting where we have relativized update and
see how this will effect the omniscience. It is worth noting that our knowledge modality is monotone,
which will imply that each agent knows all the consequences of what he knows. So if an agent knows
P, he knows all the consequences of P. Our aim is not to cure the second part of the argument, that
is knowing all the consequences of P, but to relativize the first part, that is knowing P. We want to
make our agents know the P’s with regard to the communication actions that they can perform and
their capability in updating their knowledge as a result of these communication actions. But once they
know the P, they will know all its consequences nonetheless.

Another important philosophical issue is the very definition of knowledge as justified true belief
that harks back to Plato. This definition has been dominant in the literature, but a recent philosopher of
knowledge, Williamson [92], has defended the opposite view that knowledge is sui generis and cannot
be defined in terms of belief. Another possible philosophical extension of this thesis would be to study
the notion of knowledge through a review of the basic philosophical distinctions and definitions that
underlie the development of epistemic logic in 20th century, from C.I. Lewis to Hintikka today. One
should then try and see what do epistemic axioms of IDEAL that are based on adjunction rather than

de Morgan dualities tell us about the nature of knowledge and its change.

Dualities and Relational semantics. One of the beauties of the field of algebraic logic is the dualities
it provides for the same logics with relational semantics. The first of these dualities was developed by
Tarski, together with Jonsson in [51, 50] . This duality says that the classical modal logic with its

relational Kripke semantics is equivalent to a boolean algebraic logic with operators. The duality
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theorem provides a way to build one given the other. The second duality was done by Stone [84] for
relational and topological models of logics, where same as in Jonsson-Tarski duality, the algebraic
logic part was based on a boolean lattice and dually to a power set relational structure. It was Priestely
[3] who for the first time extended these dualities to other lattices, she considered distributive lattices.
Recently, partly by development of substructural logics [75] such as Relevance logics, the need to
extend these dualities to other lattices was raised. Different relational models were developed for
different substructural logics, for example relational models for a class of substructural logics were
studied in [36]. However, there was no general duality theorem for these logics and their relational
models until the recent work of [37] that proves a duality for non-distributive lattices. The algebra of
this thesis is non-distributive, for the module we did not assume it since we did not need it to prove
epistemic scenarios. But a quantale is by definition non-distributive, we have moreover, a quantale with
operators, which makes a very good case of the application of this recent duality theorem together with
insights from Abramsky’s duality [1] for Domain Theoretic semantics of programs. So we can build
a relational model for our quantale and study its relational properties. It should be noted that in our
theorem, we show how a completely atomistic boolean algebra is a relational model of DEL, but most
of this extra structure, that is the power set structure, is redundant for epistemic action, what would
for example the negation of a communication action mean? Developing a relational semantics for the
quantale of actions would be much more helpful in investigating the properties of these actions, which
are similar to the properties of programs discussed in [1], rather than imposing some properties on them
and forcing them to act in a power set. In the same lines and by using the duality for non-distributive
lattice, it would be interesting to build a multi-succedent sequent calculus that is complete with regard

to a non-distributive epistemic system.

Domain theory. In order to build our theorem mentioned above, we form the power set of states
P(S) and actions P(X) of the Kripke semantics of DEL and then lift the powerset operators to sup-
maps. But before taking the power sets, we have to close our actions under sequential composition
>, e X C %, and also close our states and actions under the update product, denoted in the setting of
DEL by ® , that is we have to assume S ® > C S. It is only now that we can take the power set of .S
and X and make our passage to the setting of sup-lattices. This is a non-constructive step and disagrees
with the beauty of the sup-lifting. One possible way would be to use Domain Theory and least fixed
points to encode these closures. In a domain-theoretic setting, our operators that were sup-maps, will
become continuous maps. Since these closures will also be continuous maps, we will have a uniform

passage to the algebraic setting.

Belief Revision. The non-boolean algebra of this thesis has applications in partial information set-
tings such as Belief Revision [40, 4]. The algebraic semantics presented in chapter two can be refined
to incorporate a mechanism for dynamic belief revision in a multi-agent setting. This mechanism de-

veloped in [11] has a number of novel features, when compared with traditional belief revision systems
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such as AGM [4]. In our approach we encode revision as a particular form of epistemic update, as a
result of which we can revise with epistemic propositions as well as facts, we can also revise theories
about actions as well as about states of the worlds, and we can do multi-agent belief revision. The
traditional belief revision formalisms are static, only revise theories with facts, and cannot deal with
multi-agent revision. In [11] we show the application of our multi-agent dynamic setting to a cheating
version of the muddy children puzzle where by using this logic, after the cheating happens, honest
children will not get contradictory beliefs. A possible future work in this direction would be to extend

the sequent calculus of this thesis to a sequent calculus for dynamic belief revision.
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Chapter 2

Algebraic Semantics

In this chapter we will present an algebraic semantics to formalize the knowledge of agents in a multi-
agent setting, the communications between the agents, as well as the changes that are induced to their
knowledge due to communication. First we briefly explain the basics of the theory on which our algebra
is based, that is order theory. Then we present our algebra and next, in the interpretation section,
explain the significance of these mathematical notions in the context of knowledge, communication
and change. Finally we apply our algebra to the famous epistemic puzzle of muddy children and show

how our algebra can solve the puzzle as well as a cheating and lying version of it.

2.1 A Brief Look at Order Theory

We start the presentation of our algebra by explaining, both in formal and intuitive terms, some key
mathematical notions necessary for the understanding of algebraic logic. We start with sets and ordered
sets, and proceed to lattices, sup-lattices and partially ordered monoids or quantales. We will also define
the notion of structure-preserving maps or homomorphism for sup-lattices and quantales. The main
mathematical object of our semantics is a pair of a sup-lattice and a quantale together with a family of
homomorphisms of each. Choosing the appropriate notion of homomorphism of this pair helps us to

come up with an elegant choice of modalities.

2.1.1 Sets and Lattices

Plain Sets. Sets are the basic object of mathematical modeling, to model a property ¢ representing, for
example, even natural numbers, we build a set of numbers that satisfy the property ¢. That is we build a
set of even numbers Even := {z € N | ¢(z)}. Sets are flat objects in the sense that they do not reflect
any structure between their elements. For example, all the elements of our set Fven are treated in the
same way: by being even. There is no structure on the set Even to reflect the connection between these

even numbers. This points to a defect of only considering plain sets for modeling properties, especially
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in cases when the elements of these sets do have a structure, e.g. each even number x € FEven is

smaller than its successor even number z < x + 2, a relation not reflected by the set Even.

Ordered Sets. In order to over come this defect, one can move from plain sets to sets with structure,
starting from ordered sets that reflect the order < (less-than or equal to) relation between the elements
of the set, and are denoted as pairs (X, <). For example (Even, <) is an ordered set with the order
being the order of natural numbers 1 < 2 < 3 < .... The order relation can have different properties,

for example reflexivity, symmetry or anti-symmetry, and transitivity.
o Reflexivity says that each element is less than or equal itself « < z.

e Symmetry says if an element is less than or equal another one, then the other one is also less
than or equal the first one x < y — y < z. While symmetry is not a very common property of

ordered sets (1 < 2 but 2 £ 1), our next property is.

e Anti-symmetry says if there is a symmetric order relation between two elements x < y and
y < z then they should be equal x = y. This is a very common property for example it is true

about natural numbers.

e Transitivity is another important property, it says if z < y and y < z then « < 2. The order on

natural numbers satisfies transitivity, e.g. 1 < 2 and 2 < 3 implies that 1 < 3.

The ordered sets that their order relation is reflexive, antisymmetric and transitive are called Partially
ordered sets or posets. Their order is called a partial order. For example the set of natural numbers is

a poset.

Upper and Lower Bounds. The order on a set not only represents the structure of the elements of
the set, but also acts on the subsets of the set in two ways, thus give rise to two operations on the
ordered set. These two ways determine the upper bound and the lower bound of the subsets, that is
their greatest and least elements. Upper and lower bounds are defined for the subsets X; C X of an

ordered set (X, <) in the following way:
e ub € X is an upper bound if for all z € X1, z < ub.

e [b € X is alower bound if for all z € X7, b < x.

Least Upper Bounds and Greatest Lower Bounds. The ub and b operations are not unique, that
is each subset can have more than one upper or lower bound. But one can strengthen the ub and b
operations and thus get two other (stronger) operations on the subsets. These two operations are the
greatest lower bound and the least upper bound. Where each subset of X might have more than one
lower or upper bound, the greatest lower bound and the least upper bound are unique by their definition

below
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e [ub € X is aleast upper bound or a sup if it is an upper bound and all other upper bounds ub € X
are bigger than it lub < ub.

e glb € X is a greatest lower bound or an inf if it is a lower bound and all other lower bounds
Ib € X are smaller than it [b < glb.

Note that these four operations are not always defined for a subset of an ordered set. In other words,
not every subset of an ordered set has an upper bound or a lower bound and similarly for greatest and
least ones. This is because the elements of the subset might not even have an order relation with each
other to start with. So they cannot be compared to each other. Also if a subset has upper bounds
or lower bounds, it might not always have a sup or inf. This is again because there might not be an
order relation defined between the upper or lower bounds of that subset. For a pictorial example and a
detailed discussion see [28]. A simple example is the set of natural numbers N. In this case there is an
order between all the elements, however a subset of natural numbers has upper bounds and a sup only

if it is finite, but any such subset has a lower bound and also an inf.

Top and Bottom. For an ordered set (X, <), if the sups of X exists (X being a subset of itself), we
denote it as T and call it the top of X . Similarly, if the inf of X exists, we denote it as | and call it
the bottom of X . Note that since X is the greatest subset of itself X C X, its sup and inf T and L are
the largest and least elements of any member of X. A finite subset of natural numbers that starts with
number 1, (a chain of N) and ends with number n € N has thus the bottom element 1. = 1 and the top

element T = n.

Binary and Arbitrary. When talking about sups and infs, we should distinguish between the sup
(similarly for infs) of two elements in a set z, y € X denoted as sup{x, y} and the sup of an infinite set
of elements X denoted as sup X. These are also referred to as binary and arbitrary sups respectively
(similarly for infs). For an infinite set the existence of binary sups of its every two element does not
imply the existence of its arbitrary (including infinite)sups. But the existence of arbitrary sups implies
that binary sups also exist. In the finite case, the existence of all binary sups of a set would imply the
existence of the sup of the set and also the other way around.

We adopt the notation of Davey and Priestley in [28] for binary and arbitrary sups. For binary sups
and infs we write

TVy

which reads as ~ ‘z join y’ in place of sup{x, y} when it exists, and
TAY

and read it as ‘x meet y’ in place of inf{z,y}. Similarly we write \/ X and A\ X for arbitrary joins

and meets instead of supX and infX.

Lattices and Complete Lattices. Given an ordered set (L, <), we define:
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e For all x,y € L, if binary joins x V y and binary meets = A y exist then L is called a lattice.

e Forall M C L, if arbitrary joins \/ M and arbitrary meets A\ M exist then L is called a complete

lattice.

An example of a complete lattice is the powerset (set of all subsets of X') denoted as P(X). The order
between its elements X; € P(X), where each X; is a subset of X, is inclusion (the subset relation)
X1 € Xs. The arbitrary join (similarly for meets) of elements is their union (intersection for meets),

which is again a subset of X and thus an element of P(X). Formally we have:
VX = [Jx
i i
Axi = (X
i i

Meets in terms of Joins. Although being a complete lattice means having both arbitrary joins and
meets, but if a lattice L has only one of them, for example arbitrary joins, it also has the other, that is
arbitrary meets. This is because arbitrary meets can be defined in terms of arbitrary joins (and the other

way around) by the following equation:
Nai=\/{beL|vib<a}
i

where L is a lattice with arbitrary joins and Vi € N, a;,b € L. This definition says that the arbitrary

meet of elements a; of a lattice is the arbitrary join of all the elements that are below each a;.

Sup-Lattices. Thus a lattice L that has arbitrary joins (or meets) is a complete lattice. The main object
of our semantics is a special case of a complete lattice with focus on its arbitrary sups, that is why it is
called a sup-lattice. By focus on sups we mean that the structure preserving maps on the lattice L, for

example f : L — L, called homomorphisms (defined below), preserve arbitrary joins, that is

F\ ai) = \/f(ai)

7

Homomorphisms. A homomorphisms is a map between two mathematical objects that respects the

structure of them. For example a homomorphisms on an ordered set should yield an ordered set, that is
h:(X,<)—=Y

then Y should be an ordered set itself (Y, <’), and not just any ordered set, its order should correspond

to the order in (X, <) in the following way:
If formy,m0 € X a1 <o then h(z1) < h(xs)
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Similarly if we have a homomorphism on a complete lattice, it should yield another complete lattice,
by preserving the arbitrary joins and meets. Thus if we have a sup-lattice, we ask the homomorphism

to preserves arbitrary joins.

The formal definition for a sup-lattice is:

Definition 2.1.1 A sup-lattice L is a complete lattice for which we take as homomorphisms the maps

that preserve arbitrary joins.

Algebraic Logic in Complete Lattices. We can use the mathematical structures introduced above to
do logic, that is to talk about truth and falsity of properties. In a plain set X, we can say if an element
is in the set or not

zeX o xz¢X

In an ordered set (X, <), we can say whether an element x € X is in order relation with another

element y € X or not

z<y or zLy

In a lattice (L, <) we can say much more: we can express that if two elements are in order relation
with each other, then so are their meets and joins with any other element, for example for a,b,c € L
we have

a<b implies a<(bVe) and (aAc) <D

We can also say that each element is less than its join with any other element
(Na<(aVd) and (2)b<(aVd)

and that the meet of any two elements is less than each of them
3)(anbd)<a and (4)(and) <D

and many other nice properties derived from those, discussed in detail in books on order theory for
example in [28, 49, 16].

One can think of elements of a lattice a, b € L as logical propositions and look at the order relation
< as the logical entailment, so a < b reads as ‘proposition a entails proposition b’. Consequently,
meets of the lattice stand for conjunction and joins for disjunction. Also the top of the lattice becomes
the always true proposition, that is a tautology, and the bottom of the lattice becomes the Falsum or
contradictory proposition. The above statements, that are true in any lattice, stand for axioms of a
logical system. The first and second cases above express the property of disjunction: if a proposition
is true, so is its disjunction. The third and fourth cases above are properties of conjunction: if a
conjunction of two propositions is true, so are both of its conjuncts. So a lattice can model logical

reasoning, although in a minimal logical system with only two connectives disjunction and conjunction
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and two constants: T and L. Note that these connectives, disjunction and conjunction, do not distribute
over each other but are connected since one can be defined in terms of the other. However, this minimal
system serves as a base logic and can be extended, by adding other connectives such as implication and
negation, to more expressive logics: the familiar intuitionistic (the lattice being a Heyting algebra) and
classical logics (for a Boolean algebra). But there are other ways to go more expressive, for example
by asking our base lattice to be a complete lattice, and this is the way we are going to follow in the
logic of this thesis.

In a complete lattice we are more expressive since we can talk about arbitrary joins and meets, and
this gives rise to other very interesting properties. We can still talk about logical axioms for binary
meets and joins, and we can extend them to arbitrary ones. For example for ¢ € N and a,b,c; in a

complete lattice (L, <), we have

a<b implies a< (bV (\/ ci))

i

and also arbitrary join and meet versions of properties 1 to 4 above, for instance:
a\/(\/bi)ga and Cl\/(\/bz)g\/bZ

These arbitrary meets and joins, can be seen as a way to reason about properties of infinite sets via the
arbitrary join or meet of their elements. Another piece of extra expressiveness of a complete lattice

comes from the concept of Galois Adjunction.

2.1.2 Galois Adjoints

In a sup-lattice (or a meet-lattice) we have an extra structure called a Galois adjoint that provides us

with unary operations that raise the reasoning power of the logic. They are defined as follows:

Definition 2.1.2 Every sup-homomorphism f : . — M preserving arbitrary joins has a right Galois
adjoint g : M — L defined as
fla)<b & a<g(),

which preserves arbitrary meets. We denote such an adjoint pair as follows

fg.

The significance of having Galois adjoints is that only by asking for the existence of arbitrary joins
and a join-preserving operation f, we get another operation g that preserves the order and arbitrary
meets on the lattice and moreover it is connected to the first operation f through the adjunction relation.
In other words, this structure provides us with two unary operators such that we have the result of one

operation, we can calculate the result of the other and vise-versa. For example given f, its adjoint g
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can be calculated as follows
g(b) =\/{ce L] f(c) <b}.

The adjoint pair (f,g) can be seen as two unary logical connectives. The adjunction connection is a
way of relating logical connectives to each other and increases the reasoning power in logics based on
it. In classical logic these connections are mostly defined in terms of negation and de Morgan dualities.

The adjunction equation helps us prove other correlations between these connectives, correlations

that represent patterns of logical reasoning. For instance we have the following composition corollaries:

(fog)(a)
a < (gof)a)

IN

a

The first equation says that if you first do the right adjoint of an operation g(a) and then the operation
itself f(g(a)), will stay less than the element you started with:

L

R

a

v/
f(g(a))

N

The second equation says that if you change the order, that is first the operation f(a) and then its

adjoint g(f(a)), will stay greater. This relation is depicted as follows

L
9(f(a))
V/

N
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In logical terms, applying the sequence of two unary operators on a proposition either implies
or is implied by the proposition (depending on the order). Adjunction methods were first developed
and named in category theory. Then it was realized that Galois also used them, but did not make
them explicit or name them as such. In computational terms, the right Galois adjoint g is weakest
preconditions of the program f and is commonly used to prove correctness of programs in program

logics [45, 47, 79], more on this in the next chapter.

2.1.3 Monoids, Quantales, Resources

So far we have two binary connectives V, A and two unary ones f, g. If we want to have more expressive
power, one way would be to equip our base complete lattice with an extra structure: the structure of
a monoid. Monoids are structures on their own and need not necessarily be based on a lattice or a
complete lattice, but once based on any of those, the whole structure will become very expressive. We

first define a general monoid: a monoid M is a set M with a binary operation
—eoe— MxM-—-M
that has a unit 1 such that Vm € M we have
mel=m

Monoids are denoted with triples M = (M, e, 1). An example of a monoid is set of natural numbers

with multiplication operation and number 1 as the unit of multiplication
N = (N, x,1)

If our set M is moreover a lattice, we have an order relation and three connectives (we shall return
to the unary operators soon), namely the binary join V and meet A and the monoid multiplication e.

There is also a connection between the multiplication of monoid and the order of lattice
a<b implies aec<bec,

that is the monoid multiplication preserves the order of lattice. If the base of a monoid is a complete

lattice, we will have arbitrary joins and meets, but moreover some Galois adjoints.

Quantales. If we require that the underlying set of the monoid to be a complete lattice, we get a
quantale. As explained before, a complete lattice has both arbitrary joins and arbitrary meets. But
if we have one of them, for example arbitrary joins, we get the other one, that is arbitrary meets, for
free. In the quantales, the focus is on joins and thus the base complete lattice is a sup-lattice. As a
result the monoid multiplication is asked to preserves both the order of the lattice and these arbitrary

joins. Preserving arbitrary joins implies preservation of order but not arbitrary meets. Quantales have
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applications in different fields. They were first mathematically introduced by Dilworth and Ward by
the name of Dilworth-Ward algebras [33] to analyze rings of real numbers. Subsequently, it was used
by J. Lambek [56] to analyze the sentence structure in linguistics but he did not use the name quantale.
The name was first introduced by Mulvey [67] for more sophisticated structures of real numbers such
as non-commutative C*-Algebras and their application to quantum mechanics. The name quantale is
a combination of words ‘Quantum’ and ‘Locale’ (that is a complete HA). More recently it has been
used in computer science by Abramsky and Vickers [2] to model concurrent processes in a distributed

system and by Coecke et al [24] to analyze quantum processes. It is formally defined as

Definition 2.1.3 A quantale is a sup-lattice () equipped with a monoid structure ((), e, 1) which is
such that for all @ € () the maps

ae—:(Q — @ and —ea:Q — (Q
preserve arbitrary joins.

Since the multiplication preserves arbitrary joins on both arguments, i.e.

(\/a;)eb=\/(a;ob)  and a.(\/bi) =\/(aeb),

it has two right Galois adjoints that can be seen as two implications and are referred to as residuals

in [56]. They are denoted as
ae—a\ — and —ea4—/a.
These residuals are explicitly defined in terms of multiplication as the following

a\b::\/{cEQlaocgb} and b/a::\/{ceQ\coagb}.

Quantale Homomorphisms. Since a quantale, lattice-wise, is a sup-lattice, its homomorphisms are
sup-homomorphisms, that is they preserve all joins of the underlying sup-lattice. For example f : Q —

@ is a quantale homomorphism if we have
FO\ i) =\ £(bi)
i i

This is the minimum property that a quantale homomorphism should have. It can also satisfy some
properties with regard to the monoid multiplication, as long as it remains join-preserving. In what

follows we are going to ask our quantale homomorphism to satisfy the following inequality

flaeb) < f(a)e f(b)
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We shall explain our reasons in the interpretation section when we discuss how these structures help us

achieve our goal, which was reasoning about knowledge and communication.

Examples of Quantales. A good example of a quantales is P(X x X ), which is the set of all relations
R from a set X toitself R C X x X, ordered by pointwise inclusion:

Rl,RQ S R, Ry <Ry iff Ry C RQ, that is (a, b) e R = (a, b) € Ry
Joins are relational unions
\/ Ri = U Ri
i i
The monoid multiplication is the relational composition
Ry e Ry := Ry; Ry ={(a,c)| (a,b) € Ry and (b,c) € Ry}
The unit of multiplication is identity relation Id, that is
Ry e Id={(a,b)| (a,b) € Ry and (b,b) € Id} = R;

It is easy to see that e preserves all joins (or distributes over them), that is

Re (\/Rl) = \/(Ro R;)

%

since we have that relational composition preserves union of relations
R (JR) = J(B; Ri)
i i

These properties are the base of the relational calculus used as a logic for programs by Hoare in [47],
where relations are interpreted as programs.
Another example, which is isomorphic to the first one, is P(M, ., 1); the powerset of any monoid

with joins being union of subsets

for M; € M,  \/M;:=[JM;

and composition extended to subsets point wise:

M e My :={my.ma | m1 € M; and mg € My}
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It is easy to see that composition preserves arbitrary joins (for N C M) since

No\/Mi :{n.mi|n6Mandmi6UMi}

7 (2
which is equal to \/,(IV e M;) since
{n.m; |n € Nandm,; € UMZ} = U{nml | n € Nandm; € M;}
i i

and
U{nm, | n € N and m; € Mz} = \/(N. Ml)

2 K3

Resource-Sensitivity in a Quantale. A quantale is resource-sensitive with regard to its multiplication.

That is, for example, we cannot freely multiply an element of the quantale with itself:
ataea, aeata so aFaea

as opposed to, for example with regard to joins where, we can freely take the join of an element with
itself:

a<aVa, aVa<a andthus a=aVa

So by enriching our complete lattice with the monoid structure, not only we get an extra connective and
thus more expressiveness, but also we can talk about the concept of a resource: applying the monoid
operation twice is not the same as applying it once.

In logical terms, this corresponds to lack of structural rules of weakening and contraction (in a
sequent style proof system) on the multiplication on a quantale. Contraction says if the multiplication

of a with itself is less than b, then a alone should also be less than b, that is
aea<b implies a<b
for which we need to have the following property, that is copying
a<aea

Weakening says if a < c then one can safely multiply a with any other b and keep the inequality
aeb<c, thatis

a<c implies aeb<c¢

and this is because we have the following property, that is deleting

aeb<a
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None of which we have in a quantale. Moreover, the multiplication in a quantale is non-commutative,
that is
aebs<bea and beasaeb.

This means that we also do not have the exchange structural rule in a quantale.

In a categorical setting, as first noticed by Lambek, quantales are monoidal closed categories [20]
where objects are elements of the quantale and there is a morphism between two objects a — b iff
one is less than or equal to the other a < b. The compositionality of morphisms follows by transitivity
of order. Monoidal closed categories provide semantics for Multiplicative Linear Logic [2]. In these
categories, linearity of tensor follows by the absence of natural morphisms A4 : A — A ® A and left
and right projections

p:A®B— A and p:BRA—A.

Thus we do not have a ® b — a and a ® b — b. This feature makes quantales candidates for models of

Linear Logic with tensor as multiplication.

2.1.4 Modules

Another nice property of a quantale is that it can be paired with an object of the same nature as its
underlying lattice, that is a sup-lattice, and form a couple! A quantale () and a sup-lattices M form
a pair (M, @), where the sup-lattice M is referred to as a Q-right module. Because both M and Q
are sup-lattices, structure-preserving operations can be defined on the pair of the two. In other words,
elements of the quantale, can act on the elements of the module through an operation whose result will
still be an element of the module. This feature enables us to encode dynamics. On the first sight this
pairing provides us with a dynamic, two-level (one level for the quantale, one for the module) logic
of 6 connectives: V and A on the module and V, A, and e on the quantale (for the time ignoring the
residuals), plus the action of the quantale on the module. But we get more, since the action operation

is join-preserving and has a Galois right adjoint. In formal terms:

Definition 2.1.4 A Q-right module for a quantale () is a sup-lattice M with a module action —.— :
M x Q — M that satisfies the following properties

1. Preserves arbitrary joins in both arguments, that is Vm, m; € M and Vq,q; € Q

(\/mz)q:\/(mzq) and m(\/ql) :\/(m.qi).

i i
2. Preserves the unit of quantale, that is Ym € M

m.1l=m
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3. Itis associative over the quantale multiplication, that is Vim € M, q1, g2 € @
m.(qreq)=(m.q1).q

The first axiom is the usual join-preservation requirement for sup-morphisms. It asks the action of
quantale to preserve both the join-structure of the module and quantale. So the action is consistent with
the sup-structure of both elements of the pair (M, Q). The second axioms says that if the quantales
acts on the module with the unit of multiplication, then it is as if it has not acted on the module. This
reflects the neutral nature of the unit 1, and says the actions preserves this neutral character. The thirds
axiom connects the multiplication of the quantale with its action on the module, it says that if we act
on the module with the multiplication of two elements of quantale, then we get the same effect as when
we first act on the module with the first one and then with the second one.

The action has adjoints since it preserves arbitrary joins of module and quantale (axiom 1 above).

More explicitly the action can be factorized to two unary operations
—q: M —-M

which preserves the joins on the module, and
m.—:Q — Q

which preserves the joins on the quantale. Each of these factorized operator s have an adjoint. These

two adjoints are denoted as [¢]— and {m}—, and we have
—.q[q] — and m.— 4 {m}—
They are explicitly defined as follows
[q]m::\/{mleM|m’.q§m} {m}m’::\/{qEQ\m.qgm’}.

The first right adjoint [g]m is what will be focused on in our setting. [¢]m is, by definition, the join
of all elements of the module on which the quantale can act with ¢ and the result will be less than m.
Since [g|m returns the join of all such elements, it is said that it returns the weakest such element: the
weakest element on which ¢ acts and the result implies m. It is the weakest because any element of a
join is less than the join

mlg\/{m/EM\ml.qgm}

This operation is referred to as weakest precondition or dynamic modality in the literature [47, 45] and

we will return to it in detail later.
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Examples of Modules. Consider the example quantale of the set of all relations on a set X, that is
P(X x X) discussed before. It is easily seen that the powerset of a set P(X) is a complete lattice and
it is the right module for P(X x X). The action of this quantale on its module is defined as follows

—.—  PX)xP(XxX)—PX)
(T,R)—T.R:={xe€ X |3teT,tRx}.

This says that any relation R on the set X, can be seen as an operation: it takes a subset of X as input,
that is 7" and returns the elements of X with which the elements of 7" are related to via the relation
R. In other words T'. R inputs a subset of X and outputs the image of the relation R with regard to
elements of 7.

A good reference on quantales is [77], another good reference that discusses the theory of modules

is [53]. For applications of quantales in computing, linguistics and physics see [2, 24, 47, 56, 67, 74].

Systems. A quantale and its right module are usually considered together in a pair called a system [2,
74]:

Definition 2.1.5 A system is a pair (M, Q) with ) a quantale and M a Q)-right module.

From a logical point of view, a system (M, ) provides us with a two-sorted dynamic logic: the
module constitutes a logic with two connectives V and A. The elements of the quantale are part of
another logic with three connectives (ignoring residuals): V, A, and e, which is moreover resource-
sensitive with regard to e. But we have more: these two logics are not disconnected: one acts on the
other one. So apart from the specialized connectives of each logic, we have the two adjoint connectives
m . q and [g]m. The system, thus, can be seen as a two-sorted logic with seven operators (to be precise
9 with residuals). This is the starting point of our logic (logic developed in this thesis). But first we

have to enrich the system with our unary maps, discussed before, and their adjoints.

2.1.5 Epistemic Systems

We will enrich our system (M, Q) with unary operations that are homomorphisms of the system. We
consider a special homomorphism from the system to itself f : (M, Q) — (M, Q), referred to as an
endomorphism. A system has two parts and thus these endomorphisms also have two parts, or they are
a pair of endomorphisms: one the module and one on the quantale, satisfying some more conditions to

be given below.

Definition 2.1.6 A system-endomorphism (M, Q) I, (M, Q) is a pair
(fM M — M, f9:Q— Q) where fM is a sup-endomorphism on the module, < is a sup endo-
morphism on the quantale satisfying the following inequalities for q1,qo € Q and for all m € M and
€@

1< f91) 2.1)
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1 0q) < f9q) o f9q) 2.2)

Mm-q) < fM(m)- £9q). (2.3)

The first two inequalities, referred to as unit and multiplication respectively, make f¢ a lax quantale
homorphisms, preserving the quantale structure, that is joins, multiplication, and unit. The reason
for laxity of f@ (rather than full functoriality) has to do with our epistemic interpretation. The last
inequality connects the quantale endomorphism to the module endomorphisms through the action of
the quantale on the module. The reason for it being an inequality rather than an equality, again has to
do with our knowledge applications and will be discussed in the next section on interpretation.

This notion of system homomorphism differs from the one in the literature since we do not fix
the quantale (). This means that our endomorphisms are not the same as system homomorphisms
f:(M,Q) — (M',Q’) defined in Joyal and Tierney [53] as follows

f(m-q)=f(m)-q.

Our endomorphisms are different since we have a pair of maps ( fg, f 1{4‘4 ), one on the module and one

on the quantale as homomorphisms and connect them through the update inequality f % (m-q) <

A (m) - fQ(q).

We call a system endowed with such endomorphisms an epistemic system defines as:

Definition 2.1.7 An epistemic system is a tuple (M, Q,{fa}aca) where (M,Q) is a system and
{fa}Aeq are system-endomorphisms.

We define an atomistic epistemic system, which will be used in building concrete models as seman-

tics of Dynamic Epistemic Logic [10] in chapter six.

Definition 2.1.8 An atomistic system is a system where both the module M and the quantale @) are
atomic with their atoms denoted respectively as Atm(M) and Atm(Q), and moreover we have the

following conditions
If m € Atm(M) and ¢ € Atm(Q) then m.q € Atm(M)

and also
If ¢, € Atm(Q) then q e ¢ € Atm(Q)

Definition 2.1.9 An atomistic epistemic system is an epistemic system whose underlying system is

atomistic.

Although distributivity of the module is not needed for algebraic verification of properties of multi-

agent systems such as the muddy children puzzle (see section 2.3 below), it will come handy in the
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1

build of a complete single-succedent sequent calculus '. We define a distributive epistemic system,

which will be used in proving completeness of our sequent calculus in chapter four.
Definition 2.1.10 A distributive epistemic system is an epistemic system whose module is distributive.
We have now defined all the mathematical objects we need for our logic, all summarized in the

notion of an Epistemic systems. Next, we will interpret these notions in terms of knowledge and

communication between agents.

! An alternative solution would be to work with multi-succedent sequent calculi instead.
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2.2 Interpretation

In this section we explain how elements of an epistemic system are interpreted in a multi-agent context
and are used to reason about knowledge of agents that changes due to the communications between the
agents. We first interpret the elements of the module and the connectives on them, then the elements
of quantale and their connectives, and then the mixed connectives, that is the action of the quantale on
the module and its adjoint. In the second part, we use these interpretations to explain how the axioms

of the epistemic system make sense in our multi-agent epistemic setting.

2.2.1 Epistemic Propositions

Elements of the module m € M stand for epistemic propositions. By this we mean they are the
usual logical propositions with the join as disjunction, the meet as conjunction, and the order as logical

entailment, but can also stand for epistemic attitudes.
m1 < mg means mq entails my

m1 V mg means m1 Or Mo

mi1 Amg means  mj and moy

Appearance. The epistemic part of the propositions is encoded in the unary operation f f‘/[ . We call this
operator f /]‘14 (m), appearance of an agent A about a proposition m. It takes an element of the module
m and returns the agent’s appearance about it. This appearance consists of the disjunction of all the
propositions that an agent conceives as possible, if proposition m holds (or is true) in the real world.

Two extreme cases of this operator are

o If f % (m) = T then it stands for absence of information. The appearance is equal to the top of
the lattice or the Truth proposition, since m holds in the real worlds, but it appears to agent A
that any other proposition, no matter which one, holds. This is because T signifies the join of
all the elements of the module, that is the disjunction of all the propositions. In other words it

corresponds to absence of any information: agent A has no knowledge (to be defined below).

e If f4(m) = m then it stands for certain information, since proposition m holds both in the real
world and in agent A’s appearance of the world. That is agent A’s appearance is consistent with

reality: m is true in reality and agent A knows it.
Using the order of the module, we can compare information of an agent about different propositions:

o If fAT(m) < fY(m’) then agent A has strictly more information of proposition m than of
proposition m/. In terms of appearance, this says that the appearance of agent A about m entails
his appearance of m’, and so is stronger than it. That is why A has more information about m

than about m'.

We can also compare information of different agents about one proposition:
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o If f47(m) < fA(m) then agent A has strictly more information than agent B of proposition m,

this is because A’s appearance about m implies (and is thus stronger than) B’s appearance of it.

Since the only property that appearance map satisfies is join-preservation, there can be no relation
between the appearance of reality to an agent and the reality itself. In other words, an agent can have

wrong information:

o If m £ m’ but f4f(m) < m’ then agent A has been deluded since in reality m does not imply
m/, but it appears to agent A that it does. So agent A has incorrect information for example due

to being deceived by another agent, a malfunctioning communication channel or corrupted data.

Since M is a sup-lattice and appearance preserves arbitrary joins, it should also preserve the empty

join, or the join of the Falsum. This means f % (L) = L. What it means in an epistemic setting:

o If f47(L) = L then if the Falsum holds in the real world, that is if there is a contradiction in the

real worlds, it appears as it is to all the agents: they all have contradictory information.

Note that although preserving the false proposition, appearance has no relation with the True proposi-

tion, or the top of the module, in particular we do not have the following in general

MM #T

The appearance maps are our first and basic epistemic modality, however they are not the knowledge
modality, since all normal knowledge modalities preserve conjunction and appearance preserves dis-

junction. But appearance has a Galois right adjoint that preserves conjunction explained belows.

Knowledge. We interpreted the f % maps as appearances of agents and showed how it relates to
the information content of agents about reality. Now we show that its adjoint, the meet preserving
endomorphism on the module, stands for knowledge of agents about reality. For each agent A € A
we introduce our knowledge modality D% standing for agent A’s knowledge as the adjoint to the

appearance map, i.e.
M M
f4 404 .

By adjunction we have
A m)<m/ it m<ONm/,

which says if the appearance of an agent about m implies m/’ then if m holds, the agent knows that m/
and also the other way around. In other words, if all the propositions that appear to be true to agent
A when m holds, imply m/, then whenever m holds, agent A knows m’. Using this inequality, the

extreme cases of appearance will read as follows

o f AV[ (m) = T isequivalent tom < D% T, which means whenever m holds in reality, agent A

has no knowledge.

30



. f% (m) = m is equivalent to m < D% m, which means whenever m holds in reality, agent A

knows it.
The wrong appearance or incorrect information will read as wrong knowledge:

e m £ m' but fif(m) <m' isequivalent to m £ m’ but m < O¥ m’, which means if m is
true m/’ is not, but if m holds, agent A knows that m’, which means he has wrong knowledge or

belief about m/, since m/ is not true.

We can define our knowledge modality in terms of appearances as

o m' = \/{m | ff(m) <m'}

that is as the weakest proposition whose appearance implies m/.

Properties of knowledge. Some basic properties of D% is its preservations of arbitrary meets:
M M
i i
Hence it preserves the empty meet and binary meets, that is

oMT =T DM (m Am')y = O%m A O¥m,

This implies that it is also order-preserving or monotone, that is
if m<m' then O¥m<O¥nm.

These are the properties of the normal modality or axiom K in modal logics. The connection to other
axioms such as 7,4, 5 will be discussed in more detail in the next section. This modality covers both
knowledge and belief. In contexts where no wrong belief is allowed, it can be read as knowledge, i.e.
Jjustified true belief . Otherwise, it stands for justified belief.

Example. Consider a simple scenario with two players A, B and a referee C'. In front of everybody,
the referee throws a fair coin, catches it in his palm and fully covers it, before anybody (including
himself) can see on which side the coin has landed. The players and the referee do not know on which
side the coin has landed: each of them think it might have landed heads up or tails up. We denote the
proposition that says ‘coin has landed heads up’ by H, and the proposition that says ‘coin has landed

tails up’ by T". The appearance maps for each agent, in case the coin has landed heads, are
FA(H) = f5'(H) = f{(H)=H VT

, which means all the agents are uncertain about the face of the coin. Similarly in case the coin has
landed tails:
AT =f5(T) = (1) =HVT
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We can now calculate the knowledge of agents in each case:
H<oMHvT) and T<O¥(HVT)
and similarly for B and C, which means each agent is uncertain about the face of the coin.

2.2.2 Epistemic Actions

Elements of the quantale ¢ € () are interpreted as epistemic programs or epistemic actions. That is,
actions that change the information state of agents. The order of the quantale is the order of non-

determinism of these actions
q1 < g2 means action g is more deterministic than action ¢o

This is for example because g3 is obtained from ¢; by making it depend on the outcome of a coin-toss.

Accordingly, the join of quantale is interpreted as non-deterministic choice of actions
q1 V q2 means either action g; or action ¢ is happening
The multiplication of the quantale is interpreted as sequential composition of actions:
q1 ® g2 means first action ¢; happens then action g

The multiplicative unit 1 of () is the void epistemic action, that is the action that does nothing and is

referred to as skip in literature.

Appearance. Similar to the module, the appearance maps fg : Q — @ encode how agents perceive
actions. fg(q) interprets as all the actions that appear to agent A as happening where in reality action

q is happening. The two extreme cases are interpreted the same as in the module

° fg (9) = T: means agent A has no information about what action is happening, every action

seem possible to him.

° fg(q) = ¢: means agent A has certain information about what action is happening: action g is

happening and agent A is aware of it.
The appearances might provide wrong information for the agent, since they are not truth preserving:

o g < fg (q): means that in reality action ¢ is happening, but agent A thinks a more non-deterministic
action, namely f4(q) is taking place. In other words, action g is being hidden from A, he views

it possibly as a choice of actions.
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e g & fg(q): means action ¢ is happening but something totally different and irrelevant appears
to A. There is no relation between ¢ and its appearance to agent A, as a result of being lied to or

cheated on. This is used to represent misinformation actions such as lying and cheating.

Since f4 preserves all joins including the empty join, we have that fg(J_) = L. The bottom action
stands for the most deterministic action or the impossible action. Thus this equality says that if the

contradictory action is happening in reality, everybody will be aware of it.

Knowledge. The right adjoint to fg maps are our knowledge modality on the quantale. They are

denoted as ch and stand for agent A’s knowledge of actions. By adjunction we have
¢<0%q iff Q) <d,

These modalities Dg satisfy the same properties as D% .

Example. Consider our coin toss scenario, and that after the referee C' catches the coin, he announces
the result publicly so that everybody hears it. Now all the three agents know the face of the coin.
Suppose the coins is heads, we denote the action of announcement as o, since it is a public action, it

appears to every body as it is
f3(0) = fE0) = fE(0) =0

All of them know what is the real action:

and similarly for B and C.

Consider now the same coin-toss, but this time with the difference that while agents A and B think
no one knows the face of the coin, the referee cheats by taking a peek before covering the coin and that
others did not notice this action. We denote the action of taking a peek, that is the real action, by ~,

since agents A and B are not aware of it we have for their appearances
R0 = fgtn =1
which is equal to, in terms of knowledge
and v < Dg 1

that is they think nothing has happened and thus are deceived. But the referee is aware of his own
actions so
Qi Q
fi(y) =~ andthus ~<DOgy

This is an example of a misinformation action, that is cheating.
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2.2.3 Epistemic Update
The action of the quantale on the module
——:MxQ—M

encodes our notion of epistemic updating. We read m . ¢ as performing an epistemic action ¢ € () on
an epistemic proposition m € M, the result of which will be a new epistemic proposition, possibly
with a new truth value. We use epistemic updating to encode the change of knowledge of an agent as
a result of an action, for example communicating with other agents. For example when proposition m

holds in the real world, agent A does not know m/
m ﬁ D% m’
But after the communication action g happens, he does:
m.q < DAM m/

Using the adjunction between appearance and knowledge, we see that the above are equivalent to the
following
fAlm) £’ but fi(m.q) <m

In order to understand how this equation works, we need to know how f4f(m.q) relates to f!(m),
which is going to be explained in the axiom section below.
We can also have the other direction, if m holds in the real world, agent A know that m’, but after

communicating with other agents in action ¢, he changes his mind:
m < OMm/ but m.qﬁD%m’
that is equivalent to the following in terms of appearances
FAl(m) <m’ but f3l(m.q) £ m’

and we will see later why this is possible.

Since update preserves all joins, it also preserves the empty join on both arguments, that is we have
m.l=1 and 1.q=_1

The first one says that update with an impossible action results to a contradiction. The second one says
that no action can change the Falsum, that is if a contradiction holds in the real worlds, no action can

save us from it.
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Example. Now we can express that in the coin toss scenario (without cheating), the agents get to know
the face of the coin, after the announcement of for example heads. Recall that before the announcement
we have

H<oOM(HvT) whichmeans H £ 0¥ H

and similarly for B and C'. But after the announcement action o we have
H.o<oMH
similarly for B and C'. We will show how to prove expressions like that at the end of this chapter.

Dynamic modality. Since epistemic update — . — preserves joins in both arguments, it has two Galois

right adjoints. The following one
—.qq-

is the dynamic modality used in dynamic logic [45], also referred to as weakest preconditions in [47].
It reads as

[glm :  after action g proposition m holds.

The definition of adjunction says the following
m.q<m' iff m <[qm

which means if doing ¢ on m implies the truth of m’ then m implies that after doing ¢ proposition m/
holds and vises versa. In other words, [¢]m is the weakest proposition that should be true before doing
q, so that after performing ¢ on it, proposition m will become true.
Using this modality we can express what happens to the knowledge of agents after an action hap-
pens:
m £ 04'm’ but m < [gO¥

which is by adjunction equal to the expression of previous page:
m < [qO¥m’ iff m.q <O/
Example. In the coin-toss scenario, we an equivalent expression to the one explained above:
M : M
H.o<Oj H equivalentto H <[o]04 H

2.2.4 Axioms

In this section, we use the above interpretations to explain the axioms of the epistemic system. We start

with the axioms of the action of the quantale on the module.
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Action of Quantale on the Module. The first requirement is join preservation on both arguments:

(\/mi) 4= \/(mi~Q)
i i
says that updating the disjunction of proposition is equal to the disjunction of updates. In other words
the disjunction of propositions is consistent with the disjunction of propositions updated with an action.

Similarly on the other argument we have

m. (\/ gi) = \/(mql)
i i
which means update with choice of actions is equal to the disjunction of update with each of the

actions. In this case we are asking the disjunction of propositions to be consistent with update with non

deterministic choice of actions.

The second axiom is

m.l=m

which says update with the unit of quantale, has no effect. In other words, the unit of quantale is

consistent with the update operation: it keeps its neutrality.

The third axioms is the associativity of update over sequential composition

m.(geq)=(m.q).q
This says if we update a proposition with the sequential composition of two actions, it has the same
effect as first updating with the first one and then updating with the second one. This axioms is asking

for the consistency of sequential composition of the quantale with update.

Preconditions. Before explaining the axioms that deal with appearance, update, and the sequential
composition, we have to introduce a new notion, that of the precondition of an action. Epistemic
actions are partial in the sense that not every action can happen on every proposition. Some actions
are incompatible with some propositions: actions can only happen if certain propositions hold. This is
equal to say that if an action runs on one of its incompatible propositions, it will result in a contradiction
L. Thatisif m.q = L then the epistemic action ¢ cannot be applied to the proposition m. To represent

these incompatible propositions, we define a kernel for each action as follows
Ker(q) :={meM|m.q=1}

Note that ker(q) = [g] L we have that ker(q) = |[(\/ Ker(q)) and thus the kernel of each action exists
as a proposition in M for all ¢ € (). The kernel comprises the precondition of q, which is not in general

a proposition in M. The action that does nothing, that is 1, can be applied on every proposition, thus
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its kernel is the falsum
ker(1) =1L =1

Example. In our coin-toss scenario our ¢ action, that is the announcement of heads, can only apply
to propositions that imply the proposition . In other words, it cannot happen in situations where the

coin has actually landed tails, so we have
ker(o) = |T

Update Inequality. This inequality states the relations between the appearance maps and epistemic

update:
i m.q) < [ (m) . /3 (@)

Since each agent updates his knowledge according to how he perceives the epistemic action, it is clear
that f4/(m.q) should relate to f31(m). fg (q) so that we can reason about or calculate f4/(m . q)
using its simpler parts, that is m and ¢ and their appearances. This is an important condition and
provides the core of our reasoning about knowledge with regard to actions that change it. One can view
it as a consistency or rationality requirement that connects the appearance of the update proposition
to the update of the initial appearances with the initial action. The fact that they relate through an
inequality, rather than an equality, expresses the fact that the appearance of an updated proposition
by an action, that is f3/(m . q) is stronger than the update of appearances f4(m). fg(q), since the
former implies the latter. The reason is that if in reality proposition m is in the kernel of action ¢ then
the update will become _L:

m € ker(q) implies m.qg= L

and we have that the appearance of 1 is L:
fA(J_) = 1.

But there is no reason for the appearance of the proposition f4(m) to be in the kernel of the appearance
of the action f4(q), that is

m € ker(q) #  fa(m) € ker(fa(q))

and we can have that
m.q=_L1 but fa(m).fa(q) #L

So the equality does not hold, where as the inequality does. Thus the inequality is more general and

that is why we posed it as a condition on our setting.

Example. As an example to the inequality explained above, recall our coin-toss scenario with the

cheating action . Assume that when the referee C' cheated, he saw that the coin was heads and thus
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the kernel of + is the down set of proposition corresponding to tails:
ker(y) =T

and we have the following
T.vy=1 andthus f4(T.7)=1

but recall that agents A and B did not know on which side the coin landed and also did not notice the
cheating, that is
[T =HVT and [F() =1

As explained above, the kernel of 1 is only the bottom of the lattice so
HVT ¢ ker(1)

which means
T Q) =HVT) .14 L

Unit and Multiplication Inequalities. Similar to the update inequality, we need to relate the appear-
ance of sequential composition of actions fg(q e ¢') to the sequential composition of appearances of
each action fg (q) o fg(q’ ), and also the unit 1 to its appearance fg(l). The unit and its appearance
satisfy an inequality

1< 30

which says that the appearance of unit is more deterministic than the unit. So when nothing is happening
an agent might thing either something is happening or nothing is happening, and this accommodates
suspicions of agents about actions. On the other hand, posing this inequality says that when nothing is
happening, the agent considers it as an option and so has a consistent appearance with the event, in this
case ‘skip’. This inequality leads to inequality between appearance of composition and composition of

appearances
fElae1)=f(a) = f(@) e 1< fE(q) o f31).

which says fg(q ¢ ¢') is more deterministic than fff (q) e fg (¢). The informal reason is similar to the
update inequality: the left hand side might become | where as the right hand side stays non-bottom,
thus the relation cannot be an equality. We explain why that could happen. A sequential composition
of actions is bottom if either one of them is the bottom action, or that the kernel of the first action is
true so the first action results to _L, or that after performing the first action, the kernel of the second one

becomes true:
g=_lorqg =1
geq =1 iff

ker(q) V [q] ker(q')
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If the first condition holds, that is if ¢ or ¢’ are L, then we also have that fg(q) or fg(q’ ) are L and we
will have the equality between fg(q e¢') and fj?(q) ° fg (¢"). But if the second condition is the case,
we can have ¢ ® ¢ = L but not that fg(q) ° fg(q’) = . This is because

ker(q) V [q)ker(d) %  ker(f$(@) V [f$ ()] ker(f$(d)

So
fRged)=1L = (L) erld)=1

But in this case the left hand side being bottom implies any right hand side and thus the inequality
between the two holds. The unit inequality is consistent with and in the same lines as the multiplica-
tion inequality. It says that the skip action, in which nothing happens, is more deterministic than its
appearance. So if nothing is happening, all the agents consider it as an option; their appearance include
1t.

Example. As an example consider again our coin-toss scenario with the cheating action when the coin

has landed heads up. Consider action ¢’ as the public announcement of the tails, so we have
ker(o') =IH and  fa(o') = f5(0") = fo(o') = o
The announcement of tails cannot be followed by a cheating action where the coin has landed heads
oley=_1

this is since whenever we can perform action ¢”, that is whenever we announce 7, it means that propo-
sition 71" should have been true, and announcing 7" will not make it false (explained in the fact section
below). But we have that proposition 7' is in the kernel of the cheating action, since the coin has landed

heads, thatis T € ker(+y), as a result we have
[0']T < [o']ker(v)
But note that we can do the following sequential composition without any difficulty
o) e fly)=c'e1 =0 #1
because 1 can be applied everywhere.

Stable facts. Every epistemic system has a non-epistemic or objective part. This objective part con-

tains propositions that cannot be altered by any epistemic action. We call these “facts”. They can be
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formally defined as the stabilizer of Q:

Stab(Q) :={p € M |Vg € Q,$.q < ¢}

that is those epistemic propositions which are stable under the epistemic programs: ¢.q < ¢. In terms
of dynamic modality that is ¢ < [¢]¢, which says t that the weakest precondition for ¢ with respect
to action g entails ¢. In other words, validity of ¢ cannot be created by epistemic actions, if it is true
before, it will stay true after running any program on it. Conclusively, elements of module both encode

actual facts and the knowledge of each agent, that is, both factual and epistemic content.

Example. In our coin-toss scenario the propositions H and 7 are facts, but 04 H and O4 T are the

epistemic ones.

2.3 The Muddy Children Puzzle

In this section we show how our algebra can be used to encode and solve an epistemic puzzle: the
muddy children puzzle. This puzzle has a dynamic nature, communication between the children and the
information passed via these communications are the core of solving it. However, the usual epistemic
logic solutions, for example in the standard text book on epistemic logic by Fagin et al. [39], do not
formalize the dynamics and deal with it on the side using natural language. The dynamic epistemic
logic of Baltag et al. [10] formalizes both dynamics and epistemics and provides a dynamic solution to
the puzzle in a Kripke state-based model. The logic of this thesis is the first algebraic encoding of this
puzzle, that assumes much less than any of the other attempts about the connectives of the logic. We
show how our minimal non-boolean propositional setting with only disjunction and conjunction and
no distributivity, solves the puzzle in an elegant way. Moreover, our equational setting and our adjoint
epistemic and dynamic modalities even simplify the solution to a great extent. We also show how the
possibility of having wrong information in our setting (same as in Baltag et. al.), helps us to define

more interesting versions of this puzzle with cheating and lying actions of children.

2.3.1 The Original Version

The puzzle goes like this: n children are playing in the mud and & of them have dirty foreheads. Each
child can see all the other foreheads except for his own. Their father appears at the door and tells them
that at least one of them has a dirty forehead. Then he asks if any one knows that it is him that has a
dirty forehead, the children think and they all, simultaneously, answer no. Then having heard all the
no answers of other children, they think again and again answer no. The question is after how many
rounds of no answers, each dirty child will come to know that he is dirty? We will prove in this section,
that the answer is k — 1, that is after £ — 1 rounds of no answers, all the dirty children will know that

they are dirty.
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We encode the puzzle in an epistemic system (M, Q, {fa}aec). The set of agents A includes the
children, that is
{017"' 7CTL} Q-A

We assume that the first k& children Cy,--- ,Cy for 1 < k < n are the dirty ones. The module M
includes all possible initial propositions about which child is dirty. So we have a proposition that
says no child is dirty, and thus corresponds to the situation where no child is dirty. We denote this
proposition as sy. Similarly we have a proposition that says only child one is dirty, denoted as s¢¢,,
which corresponds to the situation where only child one is dirty and so on for all the children. So we
have 2" possible propositions, denoted as sz where the subscript (3 is the set of those children that have
mud on their forehead, that is

BCA

For example the proposition s¢c, . ¢, says that all the children are dirty. So among our propositions
are the two extreme proposition: sy and s¢c, . c,}. but the proposition that is true in the real case is
8{Cy....,Cy,)» that stand for our assumption that children 1 to k are dirty.

We have to set the appearance maps for each child about all this proposition. That is we have to
see how does each proposition appear to each child. Since the children cannot see their own foreheads
(which might either be dirty or not), in each proposition, they think they might be dirty or not. In other
words, in each proposition they think they might be in the set of dirty children or not. This is encoded
as

FE(s) = saviciy V spuicn

where sg\ (¢} is where the child C; is not dirty and sg(c;,) is where he is dirty. Each of our propo-
sitions correspond to an epistemic situation, but they also satisfy some facts, that is the facts that
correspond to the situation described by the proposition. For example proposition sy corresponds the
fact that ‘no child is dirty’. We denote this fact by Dy and set an order between the proposition and its
corresponding fact, that is

sp < Dy

Similarly for the other propositions, we assume D); denotes the fact that the ¢’th child has a dirty
forehead, hence we have
sg < D; forall C; € 8

and the set of our facts will be
{D@} U {Dl eM ‘ C; € A} - Stab(Q)

which is a subset of the set of all facts of our epistemic system, that is the stabilizer of Q.
Now we start to encode the dynamic part of the puzzle, that is the communication actions that

happen between the father and the children. The first of these happens when the father tells the children
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that at least one child is dirty. We denote this action by gy and assume that it is an element of the

quantale
9 € Q

Since this is a public action, all the children hear it, so it appears as it is to all the children:
8 () =qo forall 1 <i<n

The kernel of this action, is the set of all propositions (epistemic or fact) that it cannot be applied to,

that is the proposition that says no child is dirty Dy, and everything that implies it:
ker(qo) = | Dy

Note that the proposition sy is included in the kernel since sy < Dy.
Each round of no answers of children is also a communication action between the children. Since
they all announce the same proposition, that is the no answer, we denote them all equally as the action

¢ in our quantale

g€

Since these answers are told to every one, and each child hears them, they appear as they are to each
child, that is
fE(@)=q foralll<i<n

The kernel of this action, that is the kernel of each round of no answers, is the set of all propositions
in which some child knows that he is dirty. The set contains all the propositions that say for example
child one knows that he is dirty, child two knows that he is dirty and so on, that is \/zz’f Oc¢,; D;. So the
kernel of each ¢ will be
=n
ker(Q) :l \/ DC'iDi
i=1
We are done with our encoding: we have encoded the assumptions of the puzzle in the propositions
and their appearances in the module, we have also encoded the dynamic assumptions in the actions of
the quantale, and their appearances. The kernel of each action connects the action to the proposition
that it contains, that is the communicated proposition, it can be seen as the propositional representative
of the action in the module.
We now claim that after £ — 1 rounds of no answers of children, all the dirty children know that

they are dirty. This claim is formalized using the dynamic and epistemic modalities as follows:

Proposition 2.3.1 After the k — 1’s rounds of answers, dirty child j for 1 < j < k knows that he is
dirty i.e.
8{Cy,,Ci} < [q[) (Oq)(kfl)]DCij .
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where (oq)(k'*l) denotes (k — 1) times sequential composition of no answers g e - - - e q.

Proof. The proof goes by induction on the number of dirty children k.
Base Case. For the base case we prove the proposition for £ = 1, that is

scy < [90]Bc, D1
By adjunction between dynamic modality and update this is equivalent to
sy - qo < By Dh
and by adjunction between epistemic modality and appearance this is equivalent to

foi(sey - q0) < Dq

By the update inequality, to prove the above inequality it is enough to prove the following

fei(sey) - fei(qo) < Dy
which is by the initial assumptions of the puzzle on f¢, of propositions and actions equal to
(scy vV sg) - qo < Dy
By distributivity of update over joins of module, we have to show two cases

301’q0SD1 )

59 qo < Dy

For the first case, by the initial assumption for the states satisfying their corresponding facts we have
s¢, < Dy, now since update is order preserving, we update both sides by gg and get s¢, - g0 < D1 - qo.
But D is a fact and stable under any update so Dj-qo < D; and by transitivity we obtain s¢, -qo < Dj.

For the second case, by our initial assumptions about the kernel of the actions we have that sy €
ker(qo), and thus by definition of kernel sy - go = L, which is less than any proposition, and again by
transitivity we get 1L = sp - qo < Dj.
Induction Hypothesis. We assume that the above proposition holds for k¥ — 1 dirty children and
1<I<k—-1

S(C1 e Cr 1y < [a0 (o) ¥ D)0, Dy .

By the dynamic adjunction, this is equivalent to

S{Clz"'vckfl} ’ (qo (.Q)(k_2)) S DClDl
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and by the module equation for associativity of update over sequential composition this is equivalent to

S{Cr Cpry - 90 (-q) P < O¢, Dy

Now since O¢, D; < \/, O¢, D; and by the initial kernel assumptions we have \/, O¢, D; € ker(q), we

get

S{C1,+,Cr-1} " 40 (-q)*% € ker(q)

We will use this in the proof of our induction step below.

Induction Step. Finally we have to show the proposition for £ dirty children

s{ch, 0y < 20 (°Q)(k71)]chDj .

We apply the dynamic and epistemic modalities and obtain the following equivalent form

fe;(sgey ey - (90 (o)1) < Do, D;

For which by the update and multiplication inequality and initial assumptions on the appearance of

actions, it is enough to show the following

fe,(sier, o) - (a0 () D)) < D

Now we use the assumptions on the appearance of propositions and have to show the following two

cases
${C1 GGy - (@0 ()F1)) < Dy

Similar to the base case, the first case follows by the initial assumption on facts s;c, .. c,3 < D;
and stability of D; under updates. The second case follows from the induction hypothesis, where we

obtained

8{017"‘ Cr—1} " q0 (Q)(k_Q) S k’er(q)

and since dirty children are the first & ones, we get s(c, ... o, \¢; * 90 (-q)*=2) € ker(q). By definition

of kernel

S{Cy - ,Cx\{C;} " 40 (-q)(k_z) g=1

and we are done since 1. < Dj. O

2.3.2 Algebraic Features of the Proof

The muddy children puzzle is based on the new information that each child acquires after hearing the

no answers of other children, that is by knowing that others do not know. This is reflected in our
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setting by the systematic update of the children’s knowledge after each round of answers. In particular,
in the inductive step we show that sc, ... ¢, - qo (- q)(k_l) is included in the kernel of the action g,
which means after each round of no answers the propositions in which children know that they are
dirty form part of the kernel of the next round of answers, that is it becomes impossible for the next
round of no answers to take place. These impossible propositions accumulate and at some point, at
round k£ — 1, they all become impossible and thus the update results in |, and that is when we get our
conclusion. This corresponds to eliminating possibilities in the usual Kripke model solutions of this
puzzle. In this approach [39], first one draws an initial model for all the possible states, corresponding
to the propositions of our module, each state has a valuation that corresponds to our propositions
satisfying facts. Also in each state, the children access other states that are considered possible for
them, these correspond to our appearance maps. There is no account of any action whatsoever, and
the announcements and the information that they contain are dealt with informally. Thus after drawing
this initial model, that can only be drawn for small numbers for example 3 children 2 of them dirty,
the solution is very informal and done in natural language. It is stated on the side that after each
announcement (father’s and then children’s no answers) some of the states become non-accessible for
the children, for example after father’s announcement, the state that corresponds to no dirty child,
becomes inaccessible for all the children. Then the model is trimmed by deleting the corresponding
accessibility relations of this state, and consequently eliminating the state. This process is repeated for
each round of no answers, at the end only the states remain, in which all the children know that they
are dirty. Because the elimination is also done informally on the side. The dynamics of the puzzle is
not formalized in the usual proofs, there is no notion of action or update. By contrast in our setting,

this constitutes the core of the proof.

Common Knowledge. It is worth mentioning that in the usual approaches to this puzzle, the Kripke
method described above is the model theoretic solution and the formal proof is given in an epistemic
logic proof system. These proof systems are usually Hilbert-style [39], and use the common knowledge
operator. This operator has an infinite nature and encodes the fact that for example after father’s an-
nouncement, all the children know that at least one child is dirty, and they know that all the children
know that. This operator compensates for the lack of dynamics: after each round of no answers, it is the
common knowledge of children that changes. As shown above, we do not need an operator of this kind
to formalize the proof, the algebraic axiomatic uses the updates instead. But it is worth noting that the
common knowledge operator can easily be defined in our setting in the form of a greatest fixed point
that arises as the right adjoint to the least fixed point operator defined over appearances. In fact, the
common knowledge is the right notion of knowledge obtained after a public announcement. Defining

these notions and proving their properties constitutes future work.

Resource-Sensitivity. Another important feature of this puzzle is the repetition of actions and the
different effects that they induce after each repetition, that is the action of saying no, and its repetition

in each round. After the first round, the dirty children do not know that they are dirty, after the second
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round they still do not know, it is only after the k — 1 round that they get to know. This is reflected in
our setting in the resource-sensitivity of the quantale with regard to sequential composition of actions,

that two times doing an action is not equal to doing it once

qgeq#q

this also effects the update, and update also becomes resource-sensitive, that is update with sequential

composition of one action with itself, is not equal to update once with that action

m.(qgeq) #m.q

This features of our algebra is a desirable one in solving the muddy children puzzle and other similar
epistemic and dynamic scenarios. In the dynamic approaches to to this puzzle in Dynamic Epistemic
Logic [9, 10], the actions and the updates are part of the formalism, but there is no account of resource,

and moreover, there is no structure on the actions.

2.3.3 Muddy Children with Cheating and Lying.

Although the muddy children is a challenging puzzle and not obvious to solve, but the actions that
happen in it, are very simple. They are all trivial actions that appear the same to all the agents. More
sophisticated cases would be when some action is happening, but that not all the agents know about it,
or some think that some other action is happening. These can be for example when some of the children
are not honest and when they still do not know that they are dirty, they will answer otherwise, that is
they will lie. But the honest children do not know that and they think they are telling the truth. Another
example would be when some children secretly communicate with each other and tell each other than
they are dirty, where as other children, outsiders to this action think the cheating has not happened. We
have means in our algebraic setting to deal with these misinformation actions. These actions are going
to lead to wrong information and possibly confusion of some of the children. By confusion we mean
having contradictory knowledge D% L. Since we allowed for wrong knowledge in our setting, we are
able to encode all these interesting cases.

We are going to introduce a version of the puzzle where some of the children are not honest and
they may lie, or otherwise cheat by engaging in secret communication. These misinformation examples
were first discussed by Baltag in [6], the cheating example was partly solved in a course taught by him,

where as the lying example is new.

Lying Muddy Children. Assume that the same n children are playing in the mud and this time
only one of them, child number one C for simplicity, has a dirty forehead. Their father does the
announcement exactly as in the classical Muddy Children Puzzle, and then asks the same question.

Now before the first round of answers, the dirty child who is a perfect reasoner, follows the proof
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presented above and by looking around and seeing no other dirty child, concludes that he is dirty
O¢, D1. But instead of announcing the truth in the first round, he lies by saying that he does not know
that he is dirty. This version is encoded using the same epistemic system as muddy children above with
the difference that this time we set & = 1. Let D; denote the fact that child one is not dirty. This fact
is being satisfied in all the propositions where child one is not dirty, that is

s3 <Dy where Cy ¢ 3

an example of such a proposition is

s{c,y < D2

Denote by ¢ the first round of answers that includes child one’s lying and others’ “No!” replies. The

appearance of this action to child one is identity since he knows that he is lying

fCl((j) =q

whereas other children who do not know that C'; is lying think that the action ¢ in classical muddy

children (truthful public refutation) is happening, that is we have
for 1<i<n fo,(q) =q

The kernel of ¢ is the down set of the proposition in which C'; knows he is not dirty and others know
that they are dirty

ker(q) =1 (D¢, D1 v \/ O, Dy)
i=2

Proposition 2.3.2 After the first child’s lying and the others’ negative answers in the first round, every
clean child j (with k < j) thinks (wrongly) that he is dirty i.e.

s{cry < lao @ q)0¢, D; .

Proof. We proceed in the same way as the classical muddy children above, by moving the dynamic and

epistemic modalities to the left and applying the update inequality we obtain

fe;(sgeny) - fo; (o) - fo; (@) < Dj .

By replacing the f¢;’s with their values we get

(s¢ceiy V sion0y) - 00 -9 < Dy
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and by distributivity we have to show the following two cases (same as in the classical version above)

S{Cl}-QO-QS D]

and

s{ch,c;)-90-9 < Dj

The second case is trivial for the same reasons as classical muddy children. For the first case we use
the

$(Cy e Cup(Cy) - 90 ()2 € ker(g)

proved in the muddy children above, and get

5{cyy-90 € ker(q)

and hence

J—ZS{Cl}QOQ§D3

Cheating Muddy Children. As another example, consider the original n and k version but in which,
just before the £ — 1°th round, all but one of the dirty children (say, all except C7), “cheat” by secretly
telling each other that they are in fact dirty. We denote this cheating action by m € @), it appears to the

cheating children, who are the dirty children 2 to k, as it is

szZfC3:"':ka(7r):7T

but the first dirty child C; and the clean ones, that is from (k + 1) to n, are not aware of it:

fo (m) = fo,(m) == fe,(m) =1

In the cheating action each child tells the others that he is dirty, thatis Dy A - - - A Dy. Thus the kernel

of the cheating action is the proposition that says the opposite
i=k
ker(m) = | /\ D;
=2

where as in the lying case D; is the fact that says child i is clean, and is implied by all the propositions

that correspond to it, for example the proposition that says children 2 to k are dirty satisfies Dy
5{Cy,...Cr} < D1
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In the k£ — 1’th round, all these dirty cheating children will answer yes, we know we are dirty, and at
the same time child one and the clean children answer no. We denote this action with g, it appears as it
is to every one:

Ja,(@) =1
and its kernel is the disjunction of proposition that says children 2 to k& do not know that they are dirty
and the propositions that says the rest of children know that they are dirty:

i=k
ker(@) = L((\/ o D) v (/0 D))
i=2 J=1k+1
We claim that in the k’th round the only non-cheating child C; will wrongly conclude that he is clean:

Proposition 2.3.3 After k — 2 rounds of no answer, and the cheating of dirty children 2 to k, and the

yes answers of them at round (k — 1), the dirty child one will wrongly conclude that he is clean:
s(cr,.cry < lao(eq)* 2 e m e g0, Dy

Proof. The proof is similar to that of the original muddy children, it goes by induction on k. O

2.4 Variations on Epistemic Modalities

The epistemic modality of our setting is the right adjoint to appearance and satisfies the normal prop-
erties of an epistemic modality, that is monotonicity and preservation of conjunction. However, we can
have more properties by posing conditions on our appearance maps, or by asking our underlying sup-
lattice to be a Boolean Algebra where presence of classical negation helps us to define more modalities.
Also the composition of our appearance-knowledge adjoint pair provides us with two more modalities,

both monotone.

2.4.1 Properties of Appearance

In the usual relational models of epistemic logic, that is Kripke semantics, different modalities are ob-
tained by asking the accessibility relation to satisfy relational properties such as reflexivity, transitivity,
and anti-symmetry. We have an order-theoretic semantics and thus in order to have different knowledge
modalities, our appearance maps should satisfy order properties, such as increasing, decreasing, idem-

potence and so on. These properties are put together to define the notions of closure and co-closure:

Closure. The f4 map is a closure if it satisfies the following properties

m < fa(m),  fa(fa(m)) = fa(m), and m <m'= fa(m) < fa(m’).
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The first property is called the increasing property, the second one is idempotence, and the last one
monotonicity. Co-closure is defined similarly to closure except that the increasing property becomes
decreasing, that is f4(m) < m. We show below how by playing with these properties, we can get

different epistemic modalities:

Proposition 2.4.1 If f4 is idempotent, i.e. fa(fa(m)) = fa(m), then the epistemic modality is

positively introspective, i.e. Oam < O404m.

Proof.
fa — O4
fa(@am) < m property of adjunction
fa(fa(@am)) < m idempotence of f4

Oam < 0Ox04m two times adjunction

Note that in this proof we only use the weaker (one direction) idempotence of f 4, thatis f4(fa(m)) <
m. The epistemic modality O 4 can also have order properties, for example if f4 is decreasing
fa(m) < m, then by adjunction the box modality becomes increasing m < O4m . As a conclusion
if fa is a co-closure (decreasing and idempotent) then 004 becomes increasing and positively intro-
spective. The increasing property resembles the necessitation rule of epistemic logics and the positive
introspection is the 4 axiom of the S4 modality. Mixing the order properties of f4 and O 4 provides us

with different epistemic logics. For example we have:

Proposition 2.4.2 If f, is idempotent and O 4 is decreasing, i.e. O 4m < m then our epistemic system

is an 54 system.

Proof. We have to show that O 4 satisfies the axioms of S4 modality, i.e. T and 4. Axiom T is the
same as the decreasing property and axiom 4 or positive introspection is proved above by idempotence
of fa.

2.4.2 Properties of Module

If our module is a Boolean Algebra (BA), our knowledge-appearance adjunction results to two more
modalities, one of them is the diamond modality of Kripke semantics. When M is a BA, it has a
negation operator —(—) : M — M that is order reversing, i.e. m < m’ & —-m/ < —m, satisfies
——m = m, and also =(m V m’) = —m A —m/. This negation helps us to define new modalities
that also constitute an adjoint pair. In this section we go through these definitions algebraically, the

definitions in terms of Kripke models are discussed in the Representation chapter.

Theorem 2.4.3 In a Boolean Algebra, every pair of maps f, g : M — M that form an adjunction f - ¢
gives rise to another pair of adjoint maps f + g+ where f*(m) = —g(—m) and g*(m) = = f(-m).
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Proof. For m,m’ € M:

4 g
f(=m) <-m' & -m < g(-m)
—=m' < o f(-m) & —g(-m') < —--m
m' < =f(-m) & —g(-m') <m
m' <gt(m) & fT(m')<m
74 g

O

These new adjoint maps are called linear adjoints, that is f+ is the linear adjoint of f and gV is

the linear adjoint of g. Thus the linear adjoint f* of a map f is the De Morgan dual of its categorical
(Galois) adjoint f*. Pictorially we have

MZ__ =M

~_

f+
where

FAS and fT(m) =~f"(-m).

In the case of our adjunction f4 4 O4, we get two linear adjoints fj and Dj that are also Galois
adjoints fX . DJAf. We can now define the De Morgan dual of the box modality as the linear adjoint
to appearance f;{ (m) = =04m. This De Morgan dual has been referred to as the Diamond modality
in epistemic logic contexts. In our setting it is the linear adjoint to appearance fX = < 4. The linear
adjoint to Djm = —fa—m) stands for all the propositions that an agent A does not consider true if m

does not hold in the real world.

2.4.3 Composition of Adjoints

Any pair of adjoint maps f - g gives rise to a closure and a co-closure, this corollary of adjunction
has been discussed in books on order theory for example [28] and also books on category theory, for
example [61]. The closure map is the result of the composition f o g and the co-closure is the other
direction g o f. Each of these maps can be seen as a new modality. For instance using our appearance-

knowledge adjunction f4 - 04, we define a new family of modalities for each agent

Q%:M—>M where O%:fﬁ/loD%
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These are closure modalities, that is they are monotone and increasing. Similarly with the other direc-

tion we get a family of co-closure modalities:
Q;{V[:M—>M where Q;{W:D%of%

These new modalities are both monotone, but non are join or meet preserving. So they stand for non-
standard modalities. Both of these modalities are also idempotent, that is for instance () 4(Oam) =
(Oam and similarly for O';. If we consider these new modalities as knowledge modalities, then
idempotence stands for positive introspection. The increasing property of closure, that is m < O/ym
is an instance of the generalization or necessitation rule that says if a proposition is true then everybody
knows it. The decreasing property, that is () 4m < m is the truth property or axiom 7" that says if an
agent knows a proposition, then it is true. In other words, wrong-knowledge is not possible. Thus in
the co-closure case we get a knowledge-like modality for S4 that does not preserve the conjunction.

All these equally hold for the quantale.
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Chapter 3
Logical Syntax

In this section we present a sequent calculus proof system for the algebraic semantics of Epistemic
systems presented in the previous chapter. Our system is the first sequent calculus of its kind for a dy-
namic and epistemic logic, the usual proof system for these logics are Hilbert-style [10, 45]. However,
the syntax of our logic is in the same style as the syntax of Dynamic Epistemic Logic (DEL) of Baltag,
Moss, Solecki [10], which is based on the syntax of Propositional Dynamic Logic (PDL) [45]. We start
with a brief overview of the syntax of PDL and its extension to DEL , then introduce our syntax, which
is in some sense simpler than both of these. We then proceed by explaining our sequent calculus setting
in intuitive terms and try not to refer to the algebra. This is done by providing an intuitive reading for
each sequent and using it to read the rules, thus giving an intuitive meaning for rules. Also, we only
present and explain the rules for connectives that are significant in dealing with dynamic epistemic
scenarios. The full set of rules, together with formal definitions will be presented in the next chapter
when we prove the soundness and completeness of our setting.

We refer to our logic as Intuitionistic Dynamic Epistemic Action Logic (IDEAL), which is a logic
to reason about knowledge of agents in a multi-agent system where agents communicate and as a
result their knowledge changes. The word Dynamic Epistemic comes from reasoning about knowledge
and the changes induced to knowledge. In order to reason about these changes, we give an explicit
formalization of the communication actions between agents, and that is where the word Action comes
from. Finally, our logic is non-boolean, that is we do not have negation and classical implication and
so we benefit from an Intuitionistic version of sequent calculus. It is interesting that IDEAL can encode
and solve the epistemic puzzles that are usually dealt with in a full classical logic, and it does so in a
much simpler manner. This is because of the power of the dynamic formalism: actions and the change
they induce on knowledge compromises the lack of negation and implication. This is a precious quality,
it enables us to stay minimal and constructive.

IDEAL has two sequent systems and thus two sets of rules: one for its propositional, which is a
structural logic and another for its action setting, which is a substructural logic in the style of Lambek-

calculus [56], or more precisely Intuitionistic Non-Commutative Linear Logic [44]. There are two
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features in these rules that make them different from the usual propositional and action sequent calculi,
firstly agents are explicitly encoded in sequents and interact with propositional and action connectives.
On the action side, it is the first time that epistemic modalities are defined on actions. This feature makes
us deal with context splitting for the action contexts and copying the context for the agent contexts, a
feature absent from any other substructural logic we know. Secondly, we have some mixed rules where
the two systems interact with each other to encode the effect of actions on propositions thus resulting in
rules with two different kinds of sequents as input. These mixed rules have been discussed in a higher
level of abstraction in Functor Logics of [18], however, it is for the first time in IDEAL that they get a

more concrete treatment.

3.1 Historical Background

We start by introducing the syntax of Propositional Dynamic Logic PDL [45] and then show how it
extends to Dynamic Epistemic Logic DEL [9, 10].

3.1.1 Propositional Dynamic Logic

Propositional Dynamic Logic is a logic to reason about interaction of computer programs with the
system in Computer Science and is a stronger version of Hoare logic [47]. The syntax of PDL has two

levels: propositions m and programs ¢ and it is generated as as follows

m == L|T|-m|mAm|m—m|lgm

q == 1|m?[qeq|qVq|q

Propositions of PDL stand for properties of the system and programs represent any computer pro-
gram written in some programming language. So PDL has the usual propositional connectives, that is
conjunction, disjunction, implication, and negation of these properties. Moreover, it has a new proposi-
tional connective [¢]m, called dynamic modalityand reads as ‘after action g proposition m holds’. The
dynamic modality bridges the propositional and the program levels and represents the weakest precon-
dition of action ¢ with regards to proposition m. This means that [¢]m is the weakest proposition that
should be true before running ¢ so that m becomes true after ¢. It enables us to reason about the output
of a program, given the initial assumption on which the program was executed.

The connectives on the program level stand for basic operations on programs, which are sequential
composition ¢ @ ¢’ and non-deterministic choice g V ¢’ of programs. The composition of two programs
q ® ¢’ means ‘first do ¢ then do ¢”’. Sequential composition is a non-commutative operator, that is
qeq # ¢ eq. This is because running programs in different orders may result in different outputs.
The star connective ¢* stands for running a program for an infinite number of times is called iteration,
it is based on infinitely many times composing ¢ with itself and is used to define loop commands. 1 is

the program that does nothing, it is the unit of sequential composition ¢ e 1 = 1 ¢ ¢ = ¢ and is some

54



times referred to as skip. The choice of actions ¢ \V ¢’ means ‘do either g or ¢””. The choice is non-
deterministic in the sense that it is the system that decides which action is running and not us. Since
we do not know the choice strategy of the system, it appears as non-deterministic to us. And finally
the operation m? is the ‘test of proposition m, it is the action that tests the truth of a proposition m. It
is used to define conditional commands such as 1 f-then—-else. Test can be seen as another bridge
(other than dynamic modality) between the two levels: to each proposition m has a corresponding
program: its test m?. So the dynamic modality [¢]m is a way to see actions as propositions and test m?
is a way to see propositions as actions. Test can be used together with the iteration to define conditional
loop commands such as while.

PDL has two logical entailments: one between propositions and another between actions. The
first one is the usual logical entailment between propositions: m = m’ means proposition m entails
proposition m’. The entailment between programs g = ¢’ stands for the order of information or non-
determinism of programs, that is ¢ - ¢’ means action ¢ is more deterministic, or has more information,

than action ¢'.

3.1.2 Dynamic Epistemic Logic

Our other logic, Dynamic Epistemic Logic or DEL for short, is an epistemic logic based on PDL. It
benefits from the dynamic structure of PDL and enriches it with multi-agent epistemic modalities O 4.
DEL adds a family of epistemic modalities to the propositional level of PDL and focuses on epistemic
action in its action level, epistemic actions being actions that change the information state of agents.

The syntax of DEL is generated as follows

m == L|T|-m|mAm|m—m|[glm|Oam

g == 1[m?[qeq|qVq|qg"|m!|[ml

The epistemic modality O 4 represents the knowledge or belief of an agent A in the set of agents A.
In contexts where no wrong belief is allowed it can be read as knowledge, i.e. justified true belief, in
the rest as justified belief. The knowledge proposition O 4m says that agent A knows or believes that
proposition m holds. The only knowledge axiom that O 4 satisfies is the K axiom of normal epistemic
logics, that is

DA(m — m/) — (I:IAm — I:IAm/)

Axiom K is also referred to as the monotonicity axiom. Note that the knowledge modality of DEL does

not satisfy the Truth axiom of epistemic logic that says the following
Oam —m
This feature enables DEL to deal with wrong belief, which is a suitable notion in dynamic situations.
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For instance as a result of misinformation such as lying or cheating or a bad phone line, the agent might
be deceived and thus get to believe in a wrong proposition.

The programs of DEL are epistemic actions in the sense that they change the information state of
agents and they denote communication between agents. A full discussion of these notions in semantical
terms is provided in chapter six. Two of these actions are public and private announcements of a propo-
sition. The action of publicly announcing a proposition m denoted by m! in DEL, is an epistemic action
that changes the knowledge of all of the agents. Similarly the private announcement of m made only to
a subgroup 3 C A of agents is denoted by m!3 and is an epistemic action that changes the knowledge
of agents who are in 3. More complicated epistemic actions can be built by sequential composition
or choice of these basic epistemic actions. This enables DEL to reason about the changes made to
the knowledge or belief of agents after for example a public or private announcement is made to them.
As mentioned in the introduction, the novelty of DEL in comparison with other update logics such as
Gerbrandy and Groenveld [41, 42] and Plaza [72] is that it accounts for all sorts of updates or changes,
including the negative ones that result in wrong belief and can thus reason about misinformation actions

such as cheating and lying.

3.1.3 Intuitionistic Dynamic Epistemic Action Logic
Our IDEAL logic is based on DEL, but differs from it in several ways.

1. The propositions in DEL as well as in PDL are classical. We believe that the full classical setting
is not necessary to reason about dynamic epistemic scenarios. We thus dismiss propositional

negation and implication from our logic.

2. We consider knowledge and belief both on the propositional and the action levels. The propo-
sitional knowledge is the same as in DEL. The action knowledge enables our agents to acquire
knowledge and belief with regard to actions. For example when a private announcement is made,
agents that are in the subgroup know what is going on, but the outsiders do not know that an

announcement is being made.

3. We base the agents’ knowledge on both levels on a more basic notion of appearance and enrich

the syntax with it. We will explain this new connective later.

4. The same thing is done with the dynamic modality, that is we base it on a the notion of update
and enrich our syntax with it. The notion of update, or more precisely epistemic update originates
from DEL but is not used in DEL’s syntax.

5. IDEAL has an algebraic semantics, instead of the usual Kripke semantics of DEL. We have a rep-
resentation theorem, which we will present in chapter six that constructs an algebraic semantics
from the Kripke semantics of DEL.
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6. Both PDL and DEL have Hilbert-style proof systems, we present a sound and complete sequent

calculus for our logic.

3.2 Syntax of IDEAL

In this section we present the syntax of our logic, explain all the connectives: unary and binary, and
also the unit constants. We explain each of these, with focus on the connectives that have epistemic or
dynamic significance, leaving the other ones to our next chapter. The syntax of IDEAL is generated as

follows

mou= L[ T|s|plmAm|mvm|Ofm]|fi(m)]|[gdm|m.q

g == L|l]lo|geqlavalarala/ala\a]D0%q] %)

where o is in a set V(y of atomic actions, s is in a set Vs of atomic propositions, A is in the set A of

agents, and p is in the set ® of facts.

3.2.1 Binary Connectives

We denote propositions by m and actions by ¢. The logic consists of three sorts of binary connectives:

1. Between two propositions. These are the usual binary connectives on propositions, that is clas-
sical conjunction mj A mg and disjunction m; V mo. Note that we do not have the propositional

implication connective.

2. Between two actions. These are also the usual action operations, that is sequential composition
q1 ® q2 and non-deterministic choice of actions ¢; V ¢o. There are two implications between
programs, referred to as residuals in the literature, g1 /g2 and ¢ \ g2, these are Galois adjoints
to the sequential composition discussed in the previous chapter. For the reader familiar with
Linear Logic notation, we present the following table for the correspondence between our binary

connectives and the connectives in Intuitionistic Non-Commutative Linear Logic:

Q-system | Linear Logic

1 1
-

L 0
[ ]

/ o—
\ —O
v &
A &
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3. Between a proposition and an action. We have two connectives of this sort that are strongly
related by adjunction. The first one is the PDL dynamic modality [q]m or the weakest precon-
dition of PDL. Given an action ¢ and a proposition m, it returns the weakest proposition that
should have been true before running ¢ so that m becomes true afterwards. This proposition is
the weakest in the sense that it is entailed by any other proposition m/ that has the same property.
Dynamic modality can be seen as a before operator with a backward nature: given the outputs,
it provides with the weakest input that was true before the action and that caused this certain
output. We have another binary connective, a new one, that complements the backward nature
of dynamic modality [g]m. It is called update and denoted as m.q, given a proposition m and
an action g, it tells you what proposition will be true after ¢, and thus can be seen as an after
operator. More explicitly, it says if m is true at the input of action g, then m.q will be true at the

output of ¢q. The relation between the dynamic modality and update is as follows:

(m.q entails m') iff (m entails [q]m’). (3.1

We call this relation dynamic adjunction; it says if an updated proposition m.q implies another

proposition m/, then m implies that after running ¢, proposition m’ holds and vice versa.

3.2.2 Unary Connectives or Modalities

We start with our epistemic modality on propositions O 4m. This modality, which is the same as in
DEL, stands for knowledge or belief of agents. The knowledge modality is based on a more primitive
notion, that of appearance f4(m), which a new connective of our logic. It stands for all the propositions
that agent A considers possible when in fact m holds in the real world. f4 is monotone, that is if we
have m entails m’, then we also have that f4(m) entails f4(m’). Knowledge can be derived from
appearance as follows: if the appearance of m to an agent f4(m) entails m/, then whenever proposition
m holds, then A knows that m’. The other direction also holds, if in m agent A knows that m/, then m

appears to A as m’, or the appearance of m to A entails m’. Thus we have
(fa(m) entails m') iff (m entails Oqm’). (3.2)

We call this relation epistemic adjunction , it is a Galois adjunction denoted as f4(m) - O4m. This
relation is the base of our epistemic reasoning and motivates a slogan: ‘Our knowledge is the left
adjoint to how the world appears to us.’

The same unary connectives are defined on actions, that is the appearance map of an agent A of
an action f4(q), that is all the actions that an agent thinks are running when in reality action ¢ is hap-
pening. The agent’s knowledge about the current action is denoted as O 4q. Defining having epistemic
modalities on actions is another novelty of our logic and will prove to be very useful in applications

discussed in chapter five. When the context is not clear, we distinguish between the appearance of
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the propositions and actions by denoting the former as fg and the latter as f 1{4‘4 , and similarly for the

knowledge Dg and O % . Note that these are our only unary connectives: we do not have negation.

3.2.3 Constants and Facts

True and False propositions are denoted by constants T and L. The true proposition T is the unit of

conjunction and makes any disjunction true
mAT =m mVT=T

The false proposition | has more properties, it is the unit of disjunction and makes the conjunction
false
mV L =m, mAL=_1

Moreover, it appears as it is to all the agents
fa(l) =1L

that is, if a contradiction holds in the real world, every agent knows about it. also makes every update
false:
l.g=1

So if we live in a contradictory world, i.e.. one in which a contradiction _L holds, then there is no action

that can save us from this contradiction’.

On the action side, the L or the false action is the most deterministic action and has properties

similar to the false proposition. That is, it is the unit of choice of actions
LVvg=gq

and makes the sequential composition of actions false
ge l =1

and also its appearance as itself to every agent
fa(l) =1

The dual notion of most non-deterministic action is the denoted as T ; this is the choice of all the actions

and is the unit of conjunction of actions. But since conjunction of actions does not have any intuitive

!"This goes against the para-consistent approach to logic e.g. Graham Priest’s logic, that say the world contains contradic-
tion. Since in our system the contradiction is contagious and will transfer from reality to all agents’ minds, reasoning about
which will have no added value.
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meaning, we will not discuss it in this chapter.
The action that does not do any thing or the skip action is denoted as 1, it is the unit of sequential

composition and update, that is

leg=qel=gq, m-1=m

Not every proposition in an epistemic setting is epistemic. Some of propositions are objective in the
sense that no epistemic action can change their truth value. These objective propositions are referred to
as facts and we denote them by letter p, the set of all the facts is denoted as . No update can change
the truth value of a fact p € @, that is if p is true before running an action g, it will remain true after

running the action ¢. Thus for any fact p and any action ¢, we have:

p entails [q]p,

or equivalently by dynamic adjunction:

(p.q) entails p.

We have now explained all of our connectives, so we move on to our sequent rules.

3.3 Sequent Calculus

Dynamic epistemic logic in its original form [9, 10] is a Hilbert-style logic. In this chapter we present

the first Gentzen-style sequent calculus of its kind for a dynamic and epistemic logic.

3.3.1 Sequents and Sequences

Our calculus consist of two systems: an M-system for propositions with M-sequents denoted as -/,
and a Q-system for actions with )-sequents denoted as . Both of these systems are intuitionistic in
the sense that they only have one single formula on the right hand side of their sequents. We denote the
M -sequents as follows

T'kym

and the (-sequents as follows
I'qq

In both cases we have a single formula on the right hand side of the turnstile, a proposition m in
M-sequents and an action ¢ in Q)-sequents. The propositional sequence I is a finite sequence of

propositions, actions, and agents
F:m17'"7mn7q17"'7qm7A17"‘7Ak
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The action sequence I is a finite sequence of actions and agents

F:qlv"'aqnyAh'"vAm

In classical propositional sequents, where there are no actions or agents, commas are conjunction of
propositions. In action logics such as Lambek calculus and Intuitionistic Linear Logic, there are no
agents and thus commas stand for sequential composition of actions (or the - of Linear Logic). But in
our setting we have more than one kind of formula in a sequent, thus commas get loaded with different
meanings. Between two propositions they are conjunction and between two actions they are sequential

composition:

m,m by m means mAm by m

q,¢ Fgq means qeq bgq

But between an agent and a proposition or action, the comma means the appearance of the agent of that

proposition or action:

m, Aty m means faq(m)by m

¢, Atgq means fa(q)Fgq

The comma between a proposition and an action means the update of the proposition by the action
m,q by m means m.q by m

Because we apply commas to left and we allow sequences of only one agent and one action, some
exceptions arise in assigning meaning to commas. These exceptions are when our context on the left
only has one agent, or only one action (in an M-sequence). We assign meaning to these cases as

follows:

Abpym means  fu(T)
AFgq means fa(1)

qgFapm means T.q

In the first and last cases, we add the unit of conjunction T to the left of the agent or action in an
M-sequence
AT A and q=T,q

In the middle case, we add the unit of sequential composition to the left of agent in a (-sequence

A=1,4
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Empty Sequences. The empty sequence on the left hand side of a ()-sequent is the unit of sequential
composition:

Fgq means 1kgq

We do not allow for an empty right hand side in Q-sequents. M -sequents, on the other hand, can have

empty right hand side, which is L, that is the unit for disjunction:
I'bp means I'byp L

The empty left hand side in M -sequents means the True proposition, thatis Fj; m means T Fj; m.
The formal assignment of meaning to sequences is presented in the next chapter. Here we proceed by

suggesting an intuitive reading for our sequences and sequents.

3.3.2 Intuitive Reading

We provide a way to read the M and ) sequents in natural language. This can be seen as capturing the

intuitive meaning of a sequent.

e |37 m means that proposition m holds in all contexts.

e I g means that action g is less deterministic than the action that does nothing, and thus might

not change the truth-value of the proposition (on which it might act).

e I', A,T" )y m means that in context I', agent A knows or believes that I 5, m holds. So this
captures features of A’s own reasoning: the sequent IV ), m is accepted by A in context I as a

valid argument.
e I, ¢, IV )y m means that, after action ¢ happens on context I, the sequent I'” I, m will hold.

e m,I' )y m' means that, in context m (i.e. in any situation in which m is true), the sequent
I' Fr m holds.

e I', A,T" - ¢ means agent A knows or believes that in context I action g is less-deterministic

than the sequential composition of programs in .

e Finally ¢,I" ¢ ¢’ means that sequential composition of ¢ with actions in I" is more deterministic

than action q.

This reading might seem backward in agent and action cases. The reason is that whenever we have an
agent A, we are going to read the proposition or action to the left of it as the agent’s knowledge or belief
about them, where as we have encoded the agent A as his appearance map f4 and not his knowledge in
our sequents. But the epistemic adjunction between the two f4 4 O 4 allows us to present the intuitive

reading since we can take the appearance to the right hand side and read it as a knowledge connective.
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This becomes clear below where we give examples. The same holds for the actions in propositional
contexts, that is whenever we have an action we are going to update its left hand side and read it as

"after’, where as the ’after’ operation is the dynamic modality and the adjoint of update.

Example. The intuitive reading of the sequent m, A, B - m/ is
‘In context m, agent A knows that agent B knows that m/’.

The formal meaning of this sequent will be

fB(fa(m)) Far m/

which by epistemic adjunction encode in the rules, to be presented later, is equivalent to
m by ONOY m!

As another example consider the sequent m, A, ¢, B F3; m”, which is intuitively read as:

In context m, agent A believes that after action ¢ agent B will believe that proposition m’ must hold.

and formally means

I8 (FAT(m) . q) bar m"

equivalent to
m b O8 [q oM m”

Resource Sensitivity. From this reading we can explain how our sequent calculus expresses two
forms of resource sensitivity. One is the use-only-once form of Linear Logic [44]. We call these
resources dynamic resources. They express the fact that repetition of actions matters in validity of
sequents, and thus actions cannot be freely added to or deleted from the sequents. This is true in both
our propositional and action sequents. For example in a propositional context, a proposition m might
not entail m’, that is m ¥, m’, but if we update it with an action it will, that is m,q Fy; m/. An
example would be when knowledge of an agent does not entail 1/, that is for example O 4 m ¥y m/,
but if we announce m’ to him via action ¢, then he will know it and thus we will have D4 m, q - m/.
The same holds for repetition of actions, for example we might not have m, ¢ k3, m/, but if we do ¢
twice, then we will have m, q, ¢ =37 m/. A very good example is the muddy children puzzle where each
repetition of the no answer yields new information in children. Another case would be if we do another
action after ¢, for example ¢’ then we will have m, ¢, ¢’ -7 m/. Similarly in the other direction, if we
have m t); m’ and then update m with an action g, we might not get the same result m, g ¥y, m’,
this for example the opposite of m/ is announced to an agent. The same holds for action sequents, for
example we might have ¢ ¢ ¢”, but after sequentially composing ¢ with another action ¢/, we do not

maintain the same result, that is ¢, ¢’ ¥ s ¢”. Similarly in the other direction, action ¢ might not be
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more deterministic than action ¢”, that is ¢ ¥ ¢”, but sequentially composing it with ¢’ will give us
7.9 g q"

The other form of our resource sensitivity deals with epistemic resources: these are resources that
are available to each agent and enable him to reason in a certain way and for example to infer a conclu-
sion from these resources. These resources are encoded in the way the context appears to the agent in
sequents, for instance I" in the sequent I"; A, T” -5, m is the context, and hence f4(T) is the resource
that enables agent A to do the I ), m reasoning. Note that IV 5, m might not be a valid sequent in
the context I', but it is valid in the context given by I'’s appearance to agent A. That is we have I" does
not entail m in reality I' ¥, m but agent A thinks it does I'; A 3, m. Also in the other direction, a
sequent might hold in reality I" 3, m, but agent A is deceived and cannot do the same deduction, that
is ', A F#p; m. Exactly the same holds for action sequents, for example in reality an action ¢ might be
more deterministic than action ¢/, that is ¢ -¢ ¢/, but not for agent A, that is ¢, A ¥ ¢'. In this way we
can think of presence of agents as resources that make a difference in validity of sequents and cannot

be freely added to or deleted from the sequents.

3.3.3 Axioms and Rules for Units and Constants

For each operation we develop two rules: one to introduce it on the right hand side, for short a right
or R rule, and the other to introduce it on the left hand side or a left or L rule. The right rule tells
us how a sequence on the left hand side of turnstile entails an operation. The left rule says how can
the operation entails the proposition or action on the right hand side of turnstile. These rules express
the properties of our propositional operations. In this section we explain the rules using our intuitive
meaning, the formal meaning, connected to the algebra, will become clear in the next section when we
prove the soundness and completeness. We introduce some notation: if we want to limit our attention
to a sequence of only one entity, we subscript it with that entity. For example '), is a sequence that

only contains propositions, I' contains only actions and I 4 is a sequence of only agents.

Axiom and rules for units in }/-sequents.
The first group of our rules are to encode the properties of the constants L, T and 1. The M -sequents

have the following rules for units

'k
1L M

W Trum Fhy L T

ml—Mm F"MT

Identity is the usual and only axiom of Gentzen systems, it says that each proposition entails itself. The
left rule for L, (recall that L in M -sequents is the false or contradictory proposition) encodes the usual
logical meaning of contradiction: that it entails every proposition. The right rule for L is the encoding
of our notion of empty right hand side, which is the L. The right rule for T is also the usual encoding

of the tautology proposition, the one that is true in every context, so every context entails it. The left
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rule for T would be
L,y m

LTy m ©

but we do not need to state it, since it is derivable from the weakening rule that we will present later.

Axiom and rules for units in ()-sequents.

For ()-sequents we have the following unit rules

IIVkgq

ququ r,1,r/qu1L Fo 1 LL

1R TR

I'L.I"Fgq kg T

The Identity axiom says that each action is more deterministic or equal to itself. The left rule for
1 encodes the neutrality of 1 in sequential composition, that it is the unit of sequential composition.
Using the intuitive reading, it says that if sequential composition of two contexts of programs is more
deterministic than g, then we can as well add the 1 action to the sequential composition, and everything
will remain as it was. The rule for 1 on the right is the encoding of our notion of an empty left hand
side in ()-sequent, as we said it is the unit of sequential composition. The left rule for | encodes the
fact that if one composes any action with the impossible action |, one will get an impossible action
in return. The right rule for T encodes the fact that the top action is the most non-deterministic action

since it is the choice of all actions and thus every action is more deterministic than it.

3.3.4 Operational rules for M-sequents

The second group of rules encode properties of the operations on propositions. We start with basic
propositional connectives: conjunction and disjunction. The rules for disjunction are
D,mi, IV Fyym Tomo, TV Fyym Tkym L'y m

L,miVme, Iy m L'y mvVm/ VI L'y myVvm/ V2

The rules for conjunction are

Lmy, IV by m I,mo, IV Fpyrm Ik 'k !
b M ALL - M AL2 M MR
I',mi Amo, IV Fyrm I'mi Amo, IV Fyrm I'tymAm

We continue with appearance, which is our basic epistemic operation. The main property of ap-
pearance, as discussed before, is its monotonicity. This means that if a proposition m implies another
proposition m, then its appearance would imply the appearance of the other proposition, that is if
m ar m, then f47(m) Fas f47(m). In other words the appearance operation preserves the entailment

relation between two propositions. This is the content of the right rule for appearance or f 1{4\/[ R

T l_M m
F,A |—]\/[ f%(m)

fA'R

65



The intuitive reading interpretation of this rule will be: if in context I' proposition m holds, then in
context I', agent A knows that his appearance of m holds. Note that f i\{[ (m) might not in reality be
entailed by I', but agent A thinks it is. In other words, if an agent is present in a context, he will derive
his own conclusions, which might not be the real ( or true) ones!

The left rule for appearance f ﬂ/[ L is the encoding of the meaning of comma between an agent and

a proposition:
m, ATy m

f%(m’),F Fam

fAL

Our other epistemic connective is the knowledge modality O JX[ . The rules for knowledge are de-
rived from the rules for appearance using the epistemic adjunction between the two. The epistemic
adjunction tells us if f}7(m) - m’ then we have m = O%'m/ and also the other way around. The first

direction is encoded in the following rule (and thus this rule also holds in the other direction):

INAF MMm - %R
Iy O4m
It reads as: if in context I' an agent knows that proposition m holds, then I" entails that he knows that
m. In other words, if the appearance of a context to an agent entails m, then in that context, the agent
knows that m. This rule allows us to derive the knowledge of an agent given his appearances, which is
encoded in the sequence I", A on the left hand side.

The left rule for 04 expresses a property of knowledge that again descends from its adjunction
to the appearance. This property says the appearance of knowledge does not add anything to the
knowledge. In more exact terms, the appearance applied to the knowledge of a proposition f /]‘14 (D% m)

implies the proposition m:
m, T Fy m/ oM

L
OMm, AT by m! 4

The intuitive reading reveals the nature of this rule better: if in context m, sequence I" entails proposi-
tion m/, then if an agent knows the context, that is he knows that m, then he can derive, or he knows
that the entailment I' 3, m/. In other words, if an agent knows all the assumptions, he can derive all

the conclusions.

3.3.5 Operational rules for Q-sequents

The third group of our rules are to encode properties of operations on actions. As explained before, the
entailment between actions ¢ ¢ ¢’ means that action ¢ has more information (or is more deterministic)
than action ¢/, or ¢’ is more non-deterministic than ¢. The meaning of a Q-sequent I' -¢) ¢ depends on
the meaning of the sequence I, which is a finite sequence of actions and agents. As discussed before
the comma between two actions means their sequential composition ¢,¢ = ¢ @ ¢’ and the comma

between an action and an agent means the appearance of the agent of the action g, A = fg (q).
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The operations on actions consist of sequential composition e, non-deterministic choice V, appear-
ance fg and knowledge Dg. We also have residuation, but since they do not have a specific epistemic
meaning we only introduce their rules in the next chapter, when we prove completeness. The rules
for non-deterministic choice are the same rules as in Intuitionistic Linear Logic, with the difference
that we also consider agents in the context. The same goes with the rules for sequential composition,
they are similar to the rules of non-commutative Intuitionistic Linear Logic generalized for an agent
context. The rules for appearance of actions and knowledge about actions are new, but follow the same
principles as the appearance and knowledge on propositions.

We will first discuss the rules for appearance and knowledge. This will facilitate the explanation of

the agent context in other rules. The rules for appearance of actions are:

I I—Q q
T, A o f9)

q/aAaF l_Q q

Q
Q1 L

A

fiR

The right rule for appearance expresses, same as in the propositional case, its monotonicity, that is if
action ¢ is more deterministic than action ¢/, that is ¢ k¢ ¢’ then the appearance of ¢ to A is more
deterministic than the appearance of ¢’ to A, that is f4(¢) F¢ fa(q’). The left rule is also the same as

in M-sequent: it is the meaning of the comma between an action and an agent.

The rules for knowledge on Q-sequents Dg are also the same as the knowledge rules on M-sequents,

since the ch on actions has the same properties as D% on propositions. They are as follows:
I Abgq ¢.T'Fqgq Q
o UiR 0 O
I'FqDia Did AT kqq

As we said before, sequential composition of actions behaves like conjunction on proposition.
There is one difference: the relation between the appearance and conjunction is not the same as the
relation between appearance and sequential composition. The appearance of sequential composition of
two actions to an agent f4(qeq’) entails the sequential composition of their appearances f4(q)e fa(q'),
that is fa(q ® ¢') F¢ fa(q) @ fa(¢'). The same thing does not hold for the conjunction (we did not
assume any connection between appearance and conjunction). That is why although the left rule for e
is the same as AL, the right rule for e differs from AR since it asks for the same agent context in its top

line sequents while splitting the action context. The rules are

FanaQQ,F/ I_Q q FerA l_Q q1 Fé;pPA l_Q q2
[ ]
LoqieqeI"tqq Lo, Tg Tabgqeq

This double treatment of contexts is a new feature in sequent rules: splitting of contexts is present in
(and a novelty of) Linear Logic rules for tensor, but presence of both splitting and not-splitting in a rule

is new and and worth proof-theoretic analysis.
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The rules for non-deterministic choice are exactly the same as disjunction rules in M-sequents. The
relation between the appearance and a disjunction or the appearance and a non-deterministic choice are
the same, thatis f4(qV ¢') = fa(q) V fa(q’). So we do not need to mention the agent context:

Faqlvl—v l_Q q FaQ27F/ l_Q q r }_Q q1 r l_Q qz

VL — VRI1 -
I Vg, I"Fg g F'Foqi Ve 'boa1Vae

We also have conjunction and its corresponding rules, but since conjunction does not have an intuitive

meaning in the action contexts, we do not introduce the rules here. We will do so in the next chapter.

3.3.6 Mixed Rules

So far we have presented operational rules for propositions and also operational rules for actions. But
actions can appear in propositional contexts via the mixed binary operations of update and dynamic
modality. Here we present the mixed rules for these operators, where by mixed we mean rules that
involve both M and () sequents in their top line.

The update operator —.— takes a proposition and an action and returns the updated proposition

m.q. The left rule for update encodes the meaning of comma between a proposition and an action

L,q,I"Fym
Tl Faym

The right rule for update encodes an important property, that how the update and appearance interact
with each other and how what an agent knows before update connects to what he knows after update.
In other words, how an agent gets to know more, or learn, from updating his past knowledge. The rule

is:
LTalFym g, Tabgaq

o, T'alym mag

According to the intuitive reading and assuming I" 4 has only one agent inside, it says that if in context
I', an agent knows m, and after running a series of programs I', he knows that an action ¢ is running,
then if he updates his knowledge with these actions, he will know the update of m by ¢. This rule en-
ables us to calculate the updated knowledge of agents from their separate knowledge of the proposition
and action. As we shall see in the next chapter, it corresponds to the update inequality in the algebra.
Another important feature of this rule is that, similar to the left rule for sequential composition in Q-
sequents, it splits the proposition and action contexts, that is I" and I'g, but copies the agents context
Ta.

The rules for dynamic modality are somewhat dual to the rules for update (which is because they
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are Galois adjoints):

m'Fym Tglgq Tgbkym

DyL DyR

[qlm/,Tg Fpm Ik [glm
The left rules says that if proposition m’ entails m and the sequential composition of actions in I'g is
more deterministic than the single action ¢, then in the context where the weakest precondition of ¢
with regard to m' holds, after doing the sequential composition of actions in I, proposition m will
hold. Note that the agent context is absent here, which is because we did not assume any relation

between dynamic modality and appearance of agents.

Action connectives in propositional contexts.

Update can be done with a simple action, but also with sequential composition and choice of actions.
So we need appropriate rules to encode these variants of update. These rules are very similar to their
counterparts in (J-sequents, with the difference that they have propositional context and appear only in
the left hand side of M-sequents. We thus need a left rule for the skip action, and also left rules for
the e (also for residuals /,\) and V (also for A) of actions®> We label these rules with an extra M to

distinguish them from the usual M rules.

The rule for skip action in an M -sequent encodes the neutrality of skip in update:

P,F, }—Mm

T by m M

According to the intuitive reading, if in context I, the sequent I'"” entails m, then after doing nothing on
T, that sequent still holds.

The rule for sequential composition of programs in M -sequents is the encoding of the meaning of

comma between two actions: ,
Lyq1,q2, 1" Fym

Lyqreq,I"Fym ML

The rule for choice of actions in M -sequents is:

g1 Favrm Iyg2 Farm
FiaiVatum

VML

It says if we update a context with action ¢; and the result entails m, and updating the same context
with action ¢ yields the same result, then the update with the choice of these actions also gives us the

same result.

2We do not need to add left rules for update with appearance and knowledge of actions, because they do not satisfy special
properties with regard to update of propositions (as opposed to for example associativity of update over ) and thus are not
needed in proving completeness.
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3.3.7 Structural rules

Propositions have the same structural rules as in intuitionistic logic: they can be weakened, contracted,

and permuted as follows

OLI'Em -

— Mi
T/ T F oy m EORE T Fpy m Weaklt
L,/ m', Ty m L, m/, T Fym
contr exch

L,m/ . T Fym L, m", T Fym

We have a restricted version of the usual Cut-rule for propositions as follows:

by m/ m/, T by m
T

M cut

Moreover, we have a special structural rule for non-epistemic proposition, or fact. These have a special

existence, they are stable under update, so we add one rule for facts

I'kyp

—_ act
FAFMpf

It says that if a fact p is true in a context I', then it remains true independent of any actions ¢ happening

on I'. We have two structural rules for actions, one is a restricted version of the cut-rule as follows

1‘\/ I_Q q q71‘\/l l_Q q/
1—1/7 P// l_Q q/

Qcut

The other one is a rule for agents
AFgq

TFoq Agent

Actions cannot be contracted, weakened or permuted neither in M-sequents nor in Q-sequents. These
induce actions as resources, fully discussed in the paragraph about resource-senstivity. Similarly, lack

of structural rules for agents encode resource-sensitivity with regard to agents.
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The table of all rules.

Axiom and Unit rules for M -sequents.

. 'y
ml—MmZd J_I—MmJ‘L FI—MJ_J‘R FI—MTTR
Operational rules for M -sequents.
T+ AT by
i IR o T e A
[VA by i (m) i (m), T bFp m/
/
Ay m D%R m, 'y m D%L
[y Om O3 m, A, T by m!
L,my, IV by m Lymo, IV Fyrm
FI—Mm1 Fl—Mmg AR 1 5\4 ALL 2 f\/] AL2
'ty mp Amg I',mi Amo, I Fayrm I'ymi Amo, I Fyrm
Imy, Iy m F,m2,F'|‘vaL TFyomy VR T mo VR
F,ml\/mg,F’ L'y mq Ve T'Fymy Vimg
I,q,I"Fym ITalkym T, Tatgq
TqT Faym T.Tg.TaFymg 0
m'Fym Tok T.qkF
[qlm/,Tq Far m [ = [g)m
I IVE I q1,q2, IV -
s M Mg 92" TMM
F,].,F |_Mm Pan'Q2aF l_]\4777/
Fan FM m F7q2 FM m
L1 Vg bym VML
I'ok Iyg1 Fyrm T'oF TygoFprm
QrQ qz q1 ™M /ML Qa1 q2 M \ML
Lqi/q2, T Farm I'To,qi\qg2Fum
T,q,T by m T,qo, T by m
M2 M v o2 MM L2

g A, T Fyrm

g A, I Fyrm
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Structural rules for M -sequents.

L,IV+m Ll Ty L,/ m', Ty m .
T/ T by m 6% T Fyy m weaklt o/ by m
F,m’/,m/,rl I—Mm F/ f—M m’ m’,F” l—Mm Meut P}_Mp ¢
T,m/,m" T Fyym € ' T" - m u Togtmp %
Axiom and Unit rules for ()-sequents.
, I tgq |
Fod' TiTroe 'l Foi'® T,1Trgq t TroT 'R
Operational rules for Q-sequents.
T'q g ¢, ATl Fq ¢
Q ng Q. fgL
T, Ak ' Tk
QQq 09R Qq @9 pop
Fl_Q DAq DAQ,H‘LF'_QQ
T, q1,92, 1" Fg q Lo Taboa T Tabge
[ J [}
Fa‘h’(h,FI I_Qq FQ7FIQ7FA }_Q q1 ®q2
Lg,T"Foq T, Fqq L' aq F'lFg g
T ; VL o ed R1 - o R2
1V a2, 1" g q F'Foa1Va F'Foa1Va
F7Q17P/|_ q F,Q%F/'_ q 'k 'k
CA Y RN Qd Q %
Iqi Nge, T g q Iqi ANge, T Fg q o AN
'oFoa atqq Lo q
@/, Totqq I'to a1/q2
FFoar @hgq 91, Lo o @
Lo\ q2Fqaq FoFoai\
Structural rule for )-sequents.
I'tgq  ¢T"kqd Argq
t
T o 7 Qcu TFaq Agent
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Chapter 4

Soundness and Completeness

In the previous section, we introduced our IDEAL sequent calculus, consisting of two systems: a
@ system and an M -system, connected via the mixed rules of the M system. Given a distributive
epistemic system, the ()-system is based on its quantale part, referred to as an epistemic quantale, and
the M-system is based on its module part, referred to as an epistemic module. In this section we want
to formalize this connection and to show that distributive epistemic systems are sound and complete
algebraic models of IDEAL sequent systems. The soundness part states that every derivable sequent
of the IDEAL system is a valid inequality in all distributive epistemic systems. The completeness part

states the other direction: every valid inequality of any distributive epistemic system, is a derivable
sequent of IDEAL.

4.1 Soundness

We provide definitions to prove two lemmas for the soundness of the () and M -systems, starting with

the (J-system.

4.1.1 Soundness of the ()-System

The formulae in this system are generated by the following syntax
gi=c|1lqgeqla\qla/al LlaValTlang| fi(a)0%q
A sequence of this system is called a ()-sequence. It is denoted by I" and is a list of actions and agents
e (LoUA)"

where L is the set of all formulae of the Q-system and A is set of all agents. Sequences that contain

only agents are denoted by I' 4 and sequences of only actions are denoted by I'g.
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Sequents of this system are called -sequents. They are denoted by I' =g ¢ where ¢ is a single
action ¢ € Lg and I' a sequence. The empty sequence on the left hand side is the unit of quantale
multiplication, that is 1. So a sequent with an empty sequence on the left hand side ¢ ¢ means

1 ¢ g. There is no empty sequent on the right!.

Meaning of a Sequence. We assign meaning to the sequences of a (J-system by the following operation

—@Q—:LQX(LQUA)—)LQ

where
10gd =qed
qOQA=f E(Q)
We abuse the notation and use the same symbol? to extend this operation to sequences I' = (71,72, . . ., Yn).

This is done by induction as follows

Ol = (1 ©g M) ©g 12) - ©Q Yn)

This operation enables us to identify a sequence of ()-formulae I' € (Lg U A)* with only one Q-
formula ®gI' € Lg. We add the unit of sequential composition to the beginning of a sequence, and

then apply the ©¢ operation to the left. For example a sequence I' = (¢, A, ¢, B) is identified by

Oql' = (1 0q q) ©q A) ©q ¢) @ B) = f5(fF(9) ¢ ¢)

Adding the unit makes the ®¢ operation well-defined by identifying a sequence of only one action
I' = (q) withitself 1 ®g ¢ = 1 « ¢ = g and a sequence of only one agent I" = (A) with the appearance
of that agent of the unit 1 ©g A = fg(l).

Satisfaction Relation. Given a distributive epistemic system (M, Q,{fa}ac4), we define an inter-

pretation map « from the () formulae to the quantale part of the epistemic system:
a:Lg—Q

This map assigns to each Q-formula ¢ € L, an element of the quantale a(q)*. Note that in order to

know the interpretation of a sequent I', we apply o to ©gl'. The types of this composition match since

'If we have an empty sequence on the right it would be the unit of Linear Logic inverted ampersand on the right, that is
Linear Logic L, which does not exist in our language.

2 Another option would be to use a new symbol; in [7] we use OQ for this extended operation.

*This is nothing but the semantic map a(g) = [g]. In [7] we skip the interpretation step and denote the semantics of a
formula by the formula itself, that is we use g for [¢]. We follow this abuse of notation later on in this chapter to make the
soundness proof easier to read.
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we have
ao®qg: (LqUA) — Lo —Q

For example interpretation of I' = ¢, A will be a(®(q, A)) = a( fg (¢)). The « interpretation satisfies

the following structure-preserving properties
a(l)y=1 and «(T)=T and «a(l)=1
and for the meet, join, and multiplication (and its residuals) connectives we have:
a(q) Oald') = aleOd)
where O = {A, V, e, /,\}, and also for the epistemic connectives
o(f3(0) = f(a(g)) and a(0fFq) = 0F a(q)

Definition 4.1.1 Given a distributive epistemic system (M, Q,{fa}aec4) and its interpretation map
a: Lo — @, a@-sequence I' and a Q-formula ¢/, we define a satsifaction relation as follows

I'Egqd iff a(®ql) < ald)

Definition 4.1.2 A sequent I - ¢ is valid if and only if for any distributive epistemic system (M, Q, { fa}aca)
and its interpretation map a: Lo — @ we have I' =¢ ¢.

Lemma 4.1.3 Every derivable QQ-sequent is valid.

Proof. The proof is done by proving that the rules of ()-system preserve validity of sequents. That is,
if the sequents on the top line of a rule are valid, so are the sequents on the bottom line.

We start by proving soundness of the axioms and rules for units 1, T, L, given by

| LIrgq .
dFod @ T1Troq! o1 M T LTrgq ™ Tro T

The identity axiom is sound because it corresponds to the reflexivity of the partial order of the quantale,

we have
qtqgq isvalid iff gkF=gq iff a(g) < alg)

For the left rule of 1 we have to show that if the top line is valid, then so is the bottom line:

If I,IY Fg q isvalidthen T, 1, Fq q 1is also valid.
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This, by definition of validity, is equivalent to
If I\I"Egq then T,1.T|qq,
which in turn, by definition of satisfaction is equivalent to
If a(@o,I") <a(g) then oo, 1,T7) < alg).

This conditional is true since we have ©¢g(I',I") = ®(T',1,I") and thus we have a(O(T,I7)) =
a(o(T,1,I7)). In order to see that ©¢(I',I') = ®(T, 1,I"), observe that if I" and I are sequences of
actions we have Og(I',I") = ©gl' @ ©gI" = Ol e 1 e ®gI”, which is equal to ®¢ (T, 1,IV). If they
are both only agents, for example I' = A and I" = B, then we have ©¢g(I',I") = fg( fg(l)), which
is equal to fg(fg(l) e 1), and which is ©¢(T", 1,I").

For the soundness of the right rule for 1, we have to show that k¢ 11is valid. An empty sequence
on the left hand side of a sequent is the unit of sequential composition, so g 1 means 1 ¢ 1, which
is valid since a(®gl) < a(®gl) holds by reflexivity of the partial order on the quantale. For the
soundness of the left rule for L we have to show that I', L, I" l- ¢ is valid, that is a(©¢(T, L,T")) <
a(q). This is again trivial since ®g(T", L,I") = L and o(L) = L, which is the least element of the
quantale and thus less than any other element | < «(q). For the soundness of the right rule for T
we have to show I' ¢ T is valid, that is o(I") < a(T), which is true since a(T) = T, and T is the
greatest element of the quantale and everything is less than it, o(T") < T.

The rules for sequential composition are

PanaQ27P/ I_Q q FQarA l_Q q1 F/Q7FA |_Q q2
7 oL
I_‘7q1 ’Q2>P l_Q q

oR
FQvF/Q7FA l_Q q1 ® Qg2

For the left rule we have to show
If OZ(QQ(F, q1, 92, F,)) < a(Q) then a(QQ(F’ q1 ® g2, F/)) < a(Q) ’

which is true since ©g (T, g1, ¢2,I") = ©q(T, ¢1 ® g2, T").

For the right rule first assume that we have only one agent in our agent context, thatis 'y = A. So

we have to show the following
If a(0q (T, A)) < a(q1) and a(0q(Ty, A)) < alg2) then (0T, T, A)) < alq * ¢2)
By applying the ©¢’s to their arguments we get an equivalent simpler version

If (£ (©qD)) < alq1) and a(f(©qI)) < alg) then a(fF (ol ®qly)) < algr * ¢)
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Assume that the precedent holds, that is

a(f(©D)) < alg) and o(fF(©Ty)) < alge).

by order-preservation of the multiplication on the quantale we can multiply both sides of these inequal-

ities and we get
a(f7(@al) e a(fF(@ely)) < ala) ¢ alan) .

which is by structure-preservation of interpretation on fg and is equal to
f3(a(@gl)) » fF(@al'y)) < ala) ® ala2)

By the relation between appearance maps and multiplication on the quantale we have

FR(a(@ql) @ a(0l'y)) < fF(a(@) o £ ((@gl'y)) ,

which implies the following

3 (a(@qT) » a(®ql'y)) < alq1) o ala).

and again by structure preservation of interpretation, this time on the e, we get

FR (0l 0 0gI'y)) < alq » g2)

and equivalently by structure preservation of o over fg

a(f$(©qlg e ©ly)) < alqr ® g2)

which is exactly what we wanted to prove, that is the validity of the bottom line of the rule.

If ' 4 has more than one agent 'y = A1,..., A, then we have to show that if

a(fQ (S (18 (@eD) < algr) and  a(fE (fE (.- fS.(0aTy))) < alg)
then
a(f3 (f3, (.. F3(0qTq e ©oTy)))) < alq ® ¢2)

The proof for this case is done similarly, except that after multiplying the two sides of the assumption
by e, we have to apply the inequality for f4, and the quantale multiplication n times, that is once for

each agent A; € I'4, starting from the innermost one f4, and ending with the outmost one f4,.

The proof of soundness of other rules is done similarly, that is by following the same steps. In order

to avoid the repetition of symbols in the proof of each rule and get cleaner proofs with less symbols,
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we abuse the notation and denote the interpretation of a ()-formula by the formula itself. So instead of
a(q), we write g. It can be understood from the context which one we mean, since a QQ-formula ¢ will

appear in a sequent I' ¢ ¢, whereas its interpretation appears in an order relation ©gI' < q.

The rules for right residuation are

I'oFoae aFgq g2 Fo
/02, Tg g q kg ai/g

For the left rule, by the top line assumptions we have ®gl'g < ¢2 and g1 < ¢. Since sequential
composition is order preserving, we compose the two sides of these two inequalities and we get q; o
©gl'g < qe g2, which is by residuation equal to ¢; /q2® ®gl'g < ¢, and what we want for the bottom
line, since I'¢ is an action-only sequence and ®g(q1/q2, Q) = q1/q2 @ ©l'g.

For the right rule we have to show that if ©gI" e g2 < g1 then OgQI' < ¢1 /qo. First assume that T’
does not start with agents. Then the rule becomes true by the definition of adjunction — e go 4 —/qa,
which says Oglleqs < qq iff Ol < ¢q /qo. The iff definition of adjunction makes the other direction
of this rule also sound, that is if the bottom line is true, then so is the top line. For the case that I" starts

with agents, for simplicity assume it has only one agent, that is I' = A, then we have to show

A7q2 |_Q q1
AlQ /g

By the definition of a sequence starting with agents above this means that

if fa(l)ege<q then fa(l)<q/q
which is true by definition of adjunction and the rule holds in both directions.

The rules for left residuation are

q,To g ¢
F'ogFoai \ ¢

' @togq
Fa\eFoq

\L

For the left rule, the top line assumptions are ®gI" < g1 and g2 < ¢, we compose both sides and we
get Ol @ g2 < ¢ @ ¢, which is by residuation equal to ®gI" @ (¢1 \ g2) < ¢, that is what we want for
the bottom line, since ©g (O, ¢1 \ ¢2) = ©QI" ® (¢1 \ ¢2).

The right rule, similar to the right rule for the right residuation, follows by definition of adjunction
g1 — 14 q1\ —, which says g1 @ ©gI'g < ¢ iff ©®gl'g < ¢1 \ ¢2. The iff definition of adjunction
makes the other direction of this rule also sound, that is if the bottom line is true, then so is the top line.
Note that the right rule for left residuation is weaker from the right rule for the right residuation in the
sense that the context after ¢y, that is I' can only contain actions, where as in the right rule for the

right residuation, we could have both. The action-only context is necessary here since if we have, for
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example, only one agent after ¢;, that is if I' = A, then we have to show:

q,AqQ ¢
Abgqi\ ¢

which is not sound since

fa(qr) < g2 doesnotimply fa(1l) < q1\ ¢

The rules for choice are

F7 qi, I’ l_Q q F7927F/ I_Q q VL T }_Q q1 VRl T l_Q q2
gV, I'Fgq F'Foa1Va F'Foa1Va

For the proof of the left rule note that by the definition of join in the quantale, we have that ¢; < ¢
and ¢» < ¢ implies ¢; V g2 < ¢. By the top line assumptions we have ©g(©®gl" @ ¢1,I") < ¢ and
©g(O@T ® ¢2,I") < ¢ from which we obtain ©g (Ol @ ¢1,I") V ©g(OqT" ® ¢2,I) < g. Assume

first that I is an action-only sequence, then by join preservation of e we have
O0(Ogleq, I")Vogo(OgTege, I") = (Ggleg1eOoI")V(Oglegremol) = (OgTe(q1Va2)e®oTY)

This is equal to ©¢ (T, (g1 V ¢2),I") and we obtain ©¢ (T, (¢1 V g2),I") < g. For the case that I is an
agent-only sequence, without loss of generality we assume it contains only one agent A. Then by join
preservation of f4 and e we obtain
OOl e g1, A) V Oq(OQI" @ g2, 4) =
fa(©Ql e q1) V fa(Oql @ g2) = fa((OqL @ q1) V (0T @ ¢2)) = fa(©QT @ (a1 V ¢2))
This is equal to ©¢(T, (q1 V ¢2), A’) and thus ©g(T, (¢1 V ¢2), A") < q. For the case where I" is a
mixture of actions and agents, soundness follows from both of the above two cases.

The right rules follow directly from the definition of join in the quantale, that is if OgI' Fg ¢o,
since g2 < q1 V g2 then ©gl'F g1 V g2 and the same for the other one.

The rules for meet on the quantale are

Fa‘]hl—‘/ '_Qq FaQQaF/ }_Qq Fl_Q q1 Fl_Q q2

AL1 AL2
i ANge, T Fg g i ANge, TV Fg g I'Fo g1 Ao

AR

The left rules follow from the definition of meet on the quantale g1 A o < ¢1 and g1 A ¢ < qo.
Consider the first left rule, by the top line we have ©¢g(®OqI" @ ¢1,I") < ¢, since g1 A g2 < ¢q1 we
obtain ©g (Ol @ (¢1 A ¢2),I7) < ©q(®T ® ¢1,T). Thus ©g(OgL e (¢1 A g2),I") < ¢, which is
the meaning of the bottom sequent. The soundness of the second left rule is proven similarly. The right

rule follows by the definition of meet in the quantale: if I' < ¢; and T' < ¢o then T' < ¢ A ¢o.
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The rules for the appearance map are

¢, ATkqq Q;

O T h e 14 A 9 JAR

The left rule follows from definition of comma between an agent and an action, both of the left se-
quences on the bottom and top lines mean ©¢( fg(q’ ),I"), which is by the top line assumption less
than or equal to ¢g. The right rule follows by the order preservation of fg, that is if ©gI" < ¢ then we
have fg(@QF) < fg (q), which is the meaning of the bottom line.

The rules for knowledge on the quantale are:

¢, T'tgq I'NAlqgq
7 Dal o
O01qd,ATFgq I' kg Ojq

OuR

For the left rule assume ©¢(¢’,T") < ¢, and we have to show @Q(fg(Dg q),T) < q. By composition
of adjoints on the fg and Dg, we have fg(Dg q') < ¢'. Since both fg and e are order preserving, no
matter what I' consists of, we can apply the ©gI" to both sides of this inequality. As a result we obtain
ore) fg(Dg ¢'),T) < ©¢(¢,T') and this is by the top line assumption less than ¢. For the right rule
we assume ff‘?(@QF) < ¢ which is equal, by adjunction to OgI" < D%q. So this rule is sound also on
the other direction.

The cut rule on () sequents is

I'toq  ¢.T"Fgd
1’1/7 F” l_Q q/

Qcut

The first assumption means ©gI"” < ¢, from which we obtain ©g(©QI",I") < ®g(¢, "), since O¢
is order preserving. By the second assumption we have ®g(¢,I"”") < ¢’ and thus Og(OI",T") < ¢,
which is what we need for the bottom line.

The structural rules for agents is
AFgq

1o q

Agent

By the ®¢ operation and validity, the top lime sequent means fg(l) < g, by the multiplication in-
equality eq. (2.1) we have 1 < fg(l), so by transitivity we get 1 < ¢, which is what we want for the

bottom line sequent.

4.1.2 Soundness of the M/-System

The formulae of the M -system, are called M -formulae and are generated by the following syntax

mu=s|p|TlmAm|L|mvm]|fi(m)|Ofm|m.q|gm
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A sequence in this system is called an M-sequence. It is denoted by I' and is a list of propositions,
actions, and agents
I'e (LmyULgUA)”

with Ly is the set of all M-formulae, L the set of all Q-formulae and A, as before, set of all agents.
Sequences that contain only propositions are denoted by I'y, sequences that contain only agents are

denoted by I' 4, and same as in the ()-system, sequences of only actions are denoted by I'¢.

Sequents of this system are called M -sequents. They are denoted as I' -3, m where m is a single
proposition m € Ljs and I' is a sequence. The empty sequence on the left hand side is the unit of
conjunction, that is T. So a sequent with an empty sequence on the left hand side Fj; m means
T Far m. Here we can have an empty sequence on the right because it corresponds to the unit of V,
whichis L. SowehavethatI';; meansIT' Fp; L.

Meaning of a Sequence. We assign meaning to the sequences of an M-system via the following
operation
—Opm —: Ly X (LMULQULA) — Ly

which similar to the @)-system is defined as

moym = mAm
moy A = f%(m)
mOpyqg = m.q

This operation is applied to sequences inductively, for example a sequence

I'= (717'727 ce 7711)
has the following meaning®
OuI' = (((T oM M) Om 72) - OM Tn)

This operation enables us to identify a sequence of M -formulae I' with only one M-formula ©I' € Lj,.

For example I' = (m, A, ¢, B, m’) has the following meaning

oML = (T O m) O A) Oar q) ©u B) Om m') = f5 ((f4 (m).q)) A/

By adding the unit of conjunction to the left of the sequence, we identify a sequence of only one
agent I' = A with the appearance of that agent of top of the module, which is the unit of conjunction

ouT = fA(T). Similarly a sequence of only action I' = ¢ is identified with the update of the top of

“Here, we abuse the notation and use the same symbol ® s for meaning of a sequence; in [7] we use the slightly different
symbol of .
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module with that action ® ;" = T.q.

Interpretation. Given a distributive epistemic system (M, @, { fa}ac.4) and its quantale interpretation
map o: Lo — (@, we define a module interpretation map 3 from the M -formulae to the module part
of the epistemic system as follows:

B:Ly— M

This maps assigns an element of the module 5(m) to each M-formula m. In order to interpret a
sequent I', we first apply @y, and then the 3 map. For example the interpretation of a sequence like
[' = m, A and will be 3(®(m, A)) = B(f4(m)), and similarly the interpretation of I' = m, ¢ will be
B(®(m, q)) = B(m.q). This composition is well-defined since we have:

Bo®:(LyULQUA)" — Ly — M
The § map has the usual structure-preserving properties:
B(L)y=1L and B(T)=T
and for the join and meet connectives we have
B(m) v Bm') = B(m V') and  B(m) A B(m') = Blm Am)
and also
B(fA (m)) = fA1(B(m)) and  B(OY m) = OY B(m)
But moreover we have the following two for the mixed operations between quantale and module
B(m.q) = f(m).a(q) and  B([glm) = [a(q)]B(m)
where « is the interpretation map between the ()-system and the quantale.

Definition 4.1.4 For a distributive epistemic system (M, @, { fa}ac), its interpretation maps au: Lg —

Q,3: Lyy — M, an M-sequence I', and an M -formula m/, we define a satisfaction relation as follows
TEym' iff f(ouT) < B(m)

Definition 4.1.5 A sequent I -3, m/ is valid whenever for any distributive epistemic system (M, Q, {fa}aca)
and its interpretation maps a: Lo — Q, 3: Lyy — M we have I’ =3 m/.

Lemma 4.1.6 Every derivable M -sequent is valid.

Proof. We prove that the rules of our M-system preserve validity of sequents by showing that if the

82



sequents on the top line of a rule are valid (this includes validity of the ()-sequents of the mixed rules),
so are the sequents on the bottom of the line.

Before starting the proof, we make the same convention as in the ()-systems, to avoid repeating the
proof steps: the interpretation of each M -formula is denoted by the formula itself. That is, we write m

instead of 3(m). We start our proof with the axiom and rules for units, which are as follows:

'

Ty L 8

id 1L TR

mbym Ly m Ik T

Soundness of the identity axiom follows by reflexivity of order on the module m < m. The left rule for
L is sound since L is less than every other element of the module L < m. The right rule for L follows
by the definition of empty sequence on the right hand side, which is L itself. The right rule for T
follows by T being the top element of the module, that is every other element is less than it ©3,I' < T.

There is no need to state a left rule for T, which would be

D,V Fprm
= — L
LT, I Fyrm
since it is derivable from the weakening rule of the module, to be discussed below. The rules for
disjunction are

Lymy, Iy m Tyomg, IV Eym I by my I by ma

F,m1Vm2,F’ VL 'y mq Vg Vil

'y mi Vme Vil

For the left rule we have ®/ (T, m1,T7) < m and ©p (T, mg,I') < m, from which we obtain
Opm (T, my, ")V ©p (T, me, I") < m by definition of join in the module. First consider the case

where I contains only propositions, so we have
oM@, m, TV ou(T,m,I") = (OuT Amy Aoy V (OpuT Ama AT
By distributivity of meet over join we obtain
OMT A (myVma) Aoy <m

and thus @/ (T, my V mg, ) < m, that is the bottom line. Now consider the case where T" is an

agent-only sequence and without loss of generality contains only one agent A. Then we have
OpmT,mi, A)V oru(Lyme, A) = fa(@puD Amy) V fa(OuD Amg)
By join-preservation of f4 and distributivity of meet over join we obtain the following

fa((OuT Am1) V (OuT Amsg)) = fa(OuT A (m1 Vms)) <m
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and thus it follows that ®p;(T',m1 V mo, A) < m. Finally, consider the case that T is an action-only

sequence. In this case we have
Om(T,m1,T)V oy, me,T) = ((OuT Amy) - 0oL") V (O Ams) - ©gI")
By join-preservation of - and distributivity of meet over join we obtain the following
(GMT Amy) V (OuT Amg)) - Ol = (OMT A (m1 V mg)) - Ol <m

This it follows that ©® 7 (T, m1 Vme, I”) < m. The soundness of cases where I is a mixture of actions,
agents, and propositions follows from the above three cases.
For the first (and similarly second) right rule assume ©p;I" < m; then by definition of join in the
module we have my1 < m1 V mo and thus it follows that ® ;" < mq V ma.
The rules for conjunction are
L,mi, IV Fym I,mo, TV Fyrm Thymy Tl me

F,ml/\mg,P’ Farm 2 F,ml/\mg,F/I—Mm N2 T'bprmi Amg

AR

For the first (and similarly the second) left rule assume @/ (T", m1,T") < m, since m; Amg < m; and
®)s is order preserving we obtain ©ps(T",m1 A ma, T") < m. For the right rule assume © T < my
and Oy I" < mg, from this by the definition of meet we obtain ®I' < m1 A ma.

The rules for appearance maps are

m/, A,y m
f%(m’),l“ |_M m

'ty m
L, Ay A (m)

AL fA'R

For the left rule observe that the sequences of the top and bottom lines have the same meanings, that is
Oum(fA (m'),T). The right rule follows by order preservation of appearance maps, if © /' < m then
we can apply f47 to both sides and get £}/ (®T') < f4(m) and thus the bottom sequent.

Rules for the knowledge modality on the module are

m/, T Fym
D%m',A,F Fam

F,Al—gj\ém D%R
Fl—M DA (m)

M
oML

For the left rule, assume the top line, which is ®p;(m/,T") < m. By composition of adjoints f% and
04 we have fA1(0%m') < m/. Since -, f} and A are all order preserving, we apply @y with T
to both sides and get ®p/(fA (O4m'),T) < @pr(m’,T). By the top line assumption and transitivity
we get O (f ﬂ/" (D% m’),T") < m, which is what we want for the bottom line. The right rule follows
directly from the definition of adjunction. By the top line we have f{/(®pI') < m, which is by
adjunction equivalent to ®p/I" < D% m. Similar to the knowledge rule in the ()-system, this rule is

also true on the other direction, that is the bottom line also implies the top line.
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The cut rule for the M-system is as follows

Iy m! m I by m
T T Far m

cut

By the first assumption we have ®p/I" < m/, from which we obtain © (O I, T7) < Opr(m, I")
by order preservation of ®,;. By the second assumption we have ®;(m,I”) < m' and thus by
transitivity ® (@I, T") < m/, which is what we want for the bottom line.

The rule for factual propositions is

I'kFyp

—_ act
Logbmp /

The validity of the top line sequent says © ;1" < p, we update both sides with ¢ and we get © /" . g <
P . q, by the definition of facts we have that p. ¢ < p, and by transitivity we get ©I". ¢ < p, which is
what we want for the validity of the bottom line sequent.

Other structural rules of the module are

L,IV+m Tk L
F,m’,F’ |_M m weakL m weakR
L,/ m', Ty m . L,m” m/, T Fym h
O,m T Fym oo T,m/,m" T Fyy m &€

For the left weakening assume the top line, that is © 7 (© T, TY) < m. Since @y T Am’ < OyT
and ®)y is order preserving, we obtain ® (@' A m/,T") < m, that is the bottom line. The right
weakening follows since ©p/I" < L is equivalent to ®p/I' = L and 1. < m. Contraction is sound
since we have ©p ' Am/’ Am’ = Oy Am’ and @y is order preserving. Exchange follows by
commutativity of meet m” A m’ = m’ A'm” and order preservation of ® ;.

The rules for epistemic update are

m',q, T Fyrm I Tabym g, Tabgq

m'.q, T Fym ITo,Ta by myg

The left rule follows from the definition of comma between a proposition and an action m’, g = m’.q
and order preservation of ©,;. For the right rule, first assume that we have only one agent in our agent
context, that is 'y = A. By the first assumption of the top line we have f % (®mT') < m and by the
second assumption we have fg(QQI‘Q) < ¢. Since update is order preserving, we can update both
sides of these two assumption by each other and get f % (GmI). fg(@QFQ) < m.q. Now by update
inequality we have A (®yT. ©g Tg) < fA(OMT).f¢(Glg) < m.q, which is what we want for
the bottom line and we are done. If we have more than one agent, that is 'y = Aj,..., A,, then

we follow the same line except that we have to apply the update inequality n times, starting from the
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innermost agent A; to the outmost one A, that is

FaL(fA (- fAl(@uT . ©qTq))) < m.q
The rules for dynamic modality are

m'l—Mm I‘QI—Qq F,q}—Mm

DyL DyR

[qim/ . To by m T Far [glm

For the left rule start from the second assumption ©gl'g < ¢, since update is order preserving, this

inequality is preserved under update of the proposition [g]m/ as follows
laJm” - ©qTq < [glm’ - ¢
By adjunction between update and dynamic modality we have [¢]m’. ¢ < m/, and thus
[glm - ©Tg < m/
now by the first assumption of the top line we have m’ < m and by transitivity we get
[gJm” - ©Tq < m

which is exactly what we want for the bottom line. The right rule follows directly by definition of
adjunction. The top line assumption says ®/I". ¢ < m, which by adjunction is equivalent to © ;" <
[g]m, which is the bottom line. This rule holds in both direction.

We now prove the soundness of the rules that deal with occurrences of actions in the M -sequences.
Recall that actions can only occur on the left hand side of M -sequents, so we have left rules for all the
operations on actions, including the unit of sequential composition. The rule for update with unit of

sequential composition in the M -system is

LIy m

[,1,IVFym 1ML

By unity of 1 we have ® /.1 = ® I, and thus @ (T, T) = ©p((OnI'.1),I7). So by the top line
assumption and transitivity we get ©p (O .1),T) < m.

The rule for update with sequential composition of actions in the module is

I, q1,q2, T Fayrm

Iygreq,I"Fym oML
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The top line assumption means © s (((OnI'. q1) - g2), ') < m, by module equation we have

(OuT.q1).q2=0mT . (q1 0 q2)

and so we get ©p7(OpT . (g1 @ ¢2), ') < m, which is the meaning of the bottom line.
The rules for update with right and left residuals in the M -sequents are
'oFoa Ligibum FoFoar T'igebmm

ML
/g2, TgFum / Llo, i\ g2 m

\ML

For the right residual we have two top line assumptions: ©gl'g < g2 and ©pI'.q1 < m. Start from
the first assumption ©gIl'g < g2 and compose both sides with ¢; on the left and we get g1 @ ©gl'g <
q1 ® g2, which is by residuation equal to g1 /g2 ® ©oI'g < ¢1. Now update the propositional sequent
O I with this inequality and we get ©pI". (q1/g2 ® @QFQ) < OupTI'. q1. By the second assumption
of the top line ®I".¢1 < m and so by transitivity we have ©pI". (q1/q2 ® ©gl'g) < m. By
the module equation this inequality is equivalent to (©I'.q1/q2). ©ar I'g < m. Since we have
©OMI.q1/q2). ©uTg = 0mT, q1/q92,Tq), we obtain ©®p(I', ¢1 /g2, T'g) < m, which is what we
need for the bottom line.

The proof of the left residual is similar, we start by the first assumption of the top line ©gl'g < q1
and compose it on both sides with g2 on the right and we get ©gl'g @ g2 < ¢1 ® g2, which is by
residuation equal to ®gI'g ® ¢1 \ g2 < g2, now update both sides with the propositional context ® /I"
on the left and we get ©pI'. (OgT'g ® ¢1 \ ¢2) < ®uT . g2. By module equation this is equivalent to
(OMT'. ©gTg). ¢1 \ 2 < ©mI'. g2. Now we use the second assumption of the first line that says
OumI'. g2 < m and by transitivity of order we get (O I'. ©g I'g) . ¢1 \ g2 < m, which is what we
want for the bottom line, since ©p/(I',T'g,¢1 \ ¢2) = (OuT. ©0Tq). a1 \ ¢2.

The rule for update with choice of actions in M -sequents is

F?QIFMm F?QQFMm
FoqiVagtum

VML

Assume the top line sequents: Oy I'.g1 < m and OpI'.g2 < m. By definition of join we obtain
(OuI.q1) V (OmI . g2) < m. Since update is join preserving we get (O I'.q1) V (OuT . q2) =
OMT . (1 V q2), 50 Oy . (¢1 V g2) < m, which is what we want for the bottom line.
We have two left rules for update with meet of actions
Lo, Iy m [qo, I Fym

Iy Ag, T Fayrm AMLL Iy Ag, T Fayrm

AML2

For the left rule, assume the top sequent, that is ® 7 ((Op.q1), ") < m. Since g1 A g2 < ¢1 and ©
is order preserving, we obtain @/ ((®pT'.(q1 A ¢2)),I”) < m, which is what we want for the bottom

line. The second line is proven in the same way.
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Theorem 4.1.7 The rules of IDEAL are sound with respect to the algebraic semantics in terms of

distributive epistemic systems.

Proof follows directly from lemmas 4.1.3 and 4.1.6. o

4.2 Completeness

We provide two lemmas for the completeness of the () and M systems, starting with the () system.

4.2.1 Completeness of the ()-system

Lemma 4.2.1 If a sequent is valid in the quantale part of all distributive epistemic systems, then it is

derivable in the ()-system.

Proof. We show the contrapositive by building the Lindenbaum-Tarski algebra of the -formulae,
and showing that it satisfies all the properties of the quantale of a distributive epistemic system. The
construction is by forming the equivalence class of all -formulae over the logical consequence =
defined as Fg-. We denote this set of all these equivalence classes by (o, so we have Qp = Q\=¢.

The proof proceeds as follows:

1. We interpret the Q-formulae in our model )y by mapping them to their corresponding equiva-

lence classes. Thus we have to first show that this interpretation is well-defined.

2. We define an order < between these equivalence classes, using the provability of the Q-system

and check that this order is well-defined and a partial order.
3. We show that the (Qp, <) has a least and a greatest element, that is a top and a bottom.

4. We define meet and join operators in (Qo, <) and show that it forms a lattice (not a complete one
yet).
5. Similarly we define a unital monoid multiplication and show that it satisfies the finite versions of

equations of a quantale, that is preservation of binary joins instead of arbitrary joins.

6. We define endomorphisms on (¢ and show that these satisfy the finite versions of the equations
of the appearance maps, that is preservation of binary joins. We call our endowed Qg a pre-

epistemic quantale, since it does not have arbitrary joins.

7. Finally we extend our finite model () to the infinite case () by the ideal construction [28, 17] on

Qo.
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4.2.2 Proof of the Finitary Case

Interpretation and Order We map each formula of our ()-system to its equivalence class in (g, that
is
a:Lg— Qo where ofq)=q]

We define an order between the equivalence classes of (g, using the logical consequence of the -

system as follows
[ <lq] iff qkqd

we have to show that this order is well-defined. That is we have to show
[@1] = [¢1] and [g2] = [g5] and [q1] < [g2] implies [¢}] < [g5)]
which is equivalent to show the following
q1Fo1qy and g2 o gy and ¢1 g g2 implies ¢} Fo ¢
the proof tree for which is
aFoaw @bod

¢ Fo o ¢ Fo 4
a1 FqQ @

QCut
QCut

We also have to show that our order is a partial order. The reflexivity [¢;] < [¢1] follows by the identity
axiom ¢ k¢ ¢1. The transitivity says if [¢1] < [g2] and [g2] < [g3] then [¢1] < [g3], which follows from

the cut rule
o ¢@bga

@1 kg a3

QCut

The anti-symmetry says if [¢1] < [¢g2] and [g2] < [g1] then [g1] = [g2], which follows directly from our
equivalence, that is ¢; = ¢ is defined as g1 F¢g ¢2 and g2 g ¢1. Thus we have proved that (Qo, <)
is a partial order.

Greatest and Least Elements. We have to show that (Qo, <) has a bottom element [_L], which is less
than any other element [¢] € Q, that is we have to show [ L] < [g], which follows by the L L axiom

J_I—QqJ‘L

Similarly we have to show that (Qo, <) has a top element [ T |, greater than any other element [¢] < [T],

which follows by the T right axiom

qrT R

Join and Meet. We define join and meet operations on (Q, <) using the disjunction and conjunction
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of the (Q-system as follows
[ VIdl=1lavq] and [gAlg]:=[gAd]
‘We show that these definitions are well-defined, that is
1] = [¢1] and [go] = [g5] imply [q1V g2] = [q1 V ¢f)]
and similarly for meet as follows
(1] = [d1] and [go] = [g5] imply [g1 A go] = [g) A )]

For each case we have four assumptions ¢ ¢ ¢} ,¢] Fo ¢1 and also ¢2 ¢ ¢4 and ¢}, F¢ g2 and we
have to prove two directions. So for the first case, i.e. well-definedness of join, we have to show that
firstly g1 V ¢2 g ¢} V ¢ and also ¢} V ¢ g ¢1 V g2, using our four assumptions: ¢1 ¢ g2, ¢2 Fo 1
and ¢} Fg 45, ¢4 Fo ¢ The proof trees for these are

oo d ¢ o ¢ ¢ Foa 4o @ .
aFoaqVa @ Fo a1 Vg L A Foa Ve HBFo Ve L
aVaetod VvV AVaFoa Ve

The proof trees for the second case, i.e. well-definedness of meet are similar, except that we first do the

right rules and then the left rules. That is:

¢ to d ¢ o ¢ ¢ Foa 0o @
——— A — A ——— AL ————— AL2
nNgeFgq nNg g q G AN q G NG Qa2
— AR — AR
aN@EFoqa NG G ANGBEQ N

Multiplication. Now we extend our lattice to a quantale by defining a multiplication operator on our

Qo using the sequential composition of the ()-system
[d] e [d'] == [ged]
We have to show that this definition is well-defined, that is
If [q] =[di] and [go] =[q5] then [g1 ®qo] =[q) @ )]

The proof trees for these are

ntodi  @tod " dron  dtoe
[ ] [ ]
7,20 q1 ® 5 a0 e
[ ] [ ]
Geqtgded gregyFgqreq
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The unit of this multiplication is the equivalence class of the unit of sequential composition in the

@-system, that is [1] for which we have to show the following two cases
[dfe[1]=[qg] and  [1]e[q] =]q]
which are equal to the following by definition of multiplication on Qg
[gel]=[¢g]  and  [Leg]=qg]
In terms of logical consequence we have to show
gelhp-g and leghkggq

The proof trees for the first case are

— 1L —/— 1R
Ik - Fo 1
olteu o dbea Fql

qoll—Qq. qghgqel

The other permutation has similar proof trees.

Now we have to show that this multiplication preserves joins, that is

(lg1] v [g2]) ® lgs] = ([qn] ® [ga]) V ([g2] @ [g3]) and  [q] @ ([g2] V [43]) = ([en] @ [g2]) V ([g2] ® [43])

which is equal to the following by definition of join and multiplication on Qg

[(@1Va2)eqgs] =[(q1eq3)V(q2eq3)] and [g1 e (q2V q3)] =[(q10q2)V (q2003)]

In logical consequence terms we have to prove the following

(1Va)eqgstgi(q1eq3)V(g2eq3) and qie(q2Vq3)Fo(qreq)V (g eqs3)

The proof of join-preservation of multiplication on its left argument consists of two directions: (g V

@)eq3 g (q1eg3)V(g2eq3)and (g1 eq3)V (¢20q3) Fg (¢1 V ¢2) @ g3. The proof tree for the first
direction is

anFoa wboa R ©roe ¢toa
[ ]
71,93 g q1 9 g3 4,30 @20 q3
VR1 VR2
9,3 FQ (q10q3) V (g2 ¢3) 92,930 (q10q3) V (g2 0 q3) UL
G Va,ato (qg1eg3) V(g eqs)
[ ]
(@1Vag)eqgstg (qg1eq3)V(q2043)
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The proof tree for the second direction is

ko @2 o a2
—— VR1 —— VR2
@ FQaqVae q3 kg a3 @2 o a1 Ve g3 Fg g3
o R
q1,93F¢ (1 V q2) @ g3 02,930 (1 V q2) ® g3
[ ] [ ]
neqtq(a1Vae)eq ©eqtg(q1Va)eq
VL
(q19q3)V(g2003) Fg (q1Vq2) ®q3

o

The proofs for join preservation of multiplication on its second argument are similar. We also have to

show that our multiplication preserves the empty join, that is
[L]efg)=[L] and [gle[L]=[L]
which by definition of multiplication on () is equivalent to
[Leg/=[L] and [gel]=[L]
and in logical consequence terms we have to show the following
Leghkp-L and ge Lo L

The proof trees for the two directions of this congruence are

T,qrq L +F

J_oql—QJ_.L J_I—QJ_qu'L

The second case is proved similarly.
We have now proved that (Qp, <, V, A, e, 1) is a pre-quantale, that is, it satisfies the binary versions

of the axioms of a quantale. We verify some details about other connectives below.

Residuals. The residuals of multiplication are defined using the residuals of the ()-system and we have

to show their well-definedness, that is for the right residual we have to show

If [q1] =[q] and [go] = [go] then [q1/q2] = [¢}/q5]

The proof trees for it are:

Bnroe atFodq I etedh dGrow
a/e, b o /a2 Fo @i
q1/92FqQ 61/ A/ FQ a1/e

/L
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And similarly for the left residual we have to show

It [q] =[q1] and [go] =[go] then [q1\ qo] =[q1 \ g3
the proof trees for it are

dFa @ d atFd g
a0\ @ o 4 \ a, 0\ o @
a\eFoa\ g A\ a\ g

\L

We have to show that these residuals are indeed adjoints to multiplication. That is we have to show the

following two equations hold:

(1) [q1 0 q2) < [g3] iff [q1] <[g3/qe] and (2)[q1 @ q2] < [g3] iff [go] < [q1 )\ 3]

The proof for the two sides of the first equations are

anFoa @bg e ©2Fg e qbga /L
[ ]
1,92 o 1 e q aeqtqaqs a1 Fo a3/ 3/q2, 92 Fg a3
QCut QCut
91,92 g g3 71,92 o @3
R ———— o
a1 Fo a3/ geqpbgaqs

The proofs of the second equations are very similar to the first one. Both residuals preserve meet on

one of their arguments. So for the right residual we have to show the following

(@1 AN a2)/as] = [(a1/g3) N (92/3)]

The proof tree for the first direction of this congruence is

@ Fo @ 02 Fg ¢ N
Brow aANeloq Brosn aNehgae L
(1 ANg2)/a3,a3FQ @1 (1 Ng2)/a3, 93 Fo a2
/R
(1 Ng)/esFo /a3 (1 Ng2)/az g a2/q3
(1 Na2)/as g (a1/a3) A (q2/43)
The proof tree of the second direction is
BrQaw atoaq BFQ e @ho e
/ /L

q1/a3,93 Q@1 I 02/q3,93 Fq ¢ N
(1/a3) N (@2/43), a3 Fo 1 (1/a3) N (a2/43), 43 Fq @2
(@1/a3) N(a2/43), a3 @ @1 A q2 N
(a1/a3) A (a2/a3) Fq (a1 A a2)/qs
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For the left residual we have

[g1\ (@2 A g3)] = [(q1\ g2) A (@1 \ g3)]

The proof of the first direction of the this congruence is

g 3o a3 N
anFoan e N@lFg e anrFoa ANl \L
a1\ (@2 N g3) Fo ¢ a1\ (@2 Ng) Fo a3
\R
a\ (@A Na)Foa \ e a\(@eAN@p)Foa \a
a1\ (@2N@)Fo (@ \ ) A(a )\ gs)
and the proof tree of the second direction is
- - - -
arQq g2 QQQ\L gqrQq g3 QQ3\L

q, 01\ 2 Fq ¢ I 1,01\ 3 g @3
a1, (1 \ @) N1\ a3) Fo @2 a1, (1 \ @) A1\ a3) Fo @3
a1, (1 \ @2) A1\ a3) F@ g2 N g3
(@1 \a2) ANMa1\a3) Fg a1\ (g2 A g3)

AL2
AR

The meet-preservation of the second argument of the left residual is proved similarly. Both residuals
preserve the empty meet
T/qg=q T and g\ T =T

The proof trees for the right residual are

TaroT Tzf
T/qFq T TR Tho T/q /
and the proof trees for the left residual are
oTroT | B
q\T}—QTTR TI—Qq\T\

Appearance and Knowledge. We define appearance maps on our quantale (Qq, <,V, A, e, 1), using
the fg maps of the ()-system:

£$a) = [ (@)

and have to show that this definition is well-defined, that is

If (@] =[] then [f$(q1)]=I[f5(q))]
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The proof tree follows:

akod “Foa
Ao 12 AT o P TAT
fL 9L

S(a) Fo () 3@ Fo @)

The knowledge modality is defined similarly as follows

For its well-definedness we have to show
If [q] =gl then [0Fq]=[0%d]

whose proof trees are

_afea o _aitea o
0 - OiL 0 O3 L
DAQLA'_% Q DAQpA'_C_Il Q
Q Q DAR Q Q DAR
DinkFoBia DiaFeBia
It remains to show that appearance and knowledge are adjoint, that is
FR@I<lg) iff [g) <[PFq]
The two proof trees for these follow
qtoq Op drqd 091
AL, 9 fa Qi) n o Fo0%d O0%d. AFnd 2
0 At fi(g) fil@raq b Uid 0id,Abqq
7 QCut S QCut
. ArFgq 0 ¢, Agq Q
q , Hakt Q , fALl
atq U4 fild)Fqq

Join Preservation of Appearance. The appearance maps preserve binary joins, that is we have to

show
Q@ V@) = @) v ()]
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The proof of the first direction of preservation of joins is

atqq 2FQq
a1, Abq fi(q) a2, AFq f(q) VRo
q1, Abq ffx)(%)\/fg(%) q2, Alq fg(m)\/fg(%) L
@ Va,Alg f,?(fh) v fff(qz)

fir
@ Va) o fSa) Vv (e)
The proof tree for the second direction is
o q 2 FQ ¢
_ed VR1 _Le® VR2
oo Ve 0p 2 Qa1 Vg 0
A A
q1, Alq ffg((h\/(p) 0 72, A g f/?(‘h\/QZ) 0
) 0 il g Q Al
Fila) Fq fi(q1V ge) filee) o fi(a1V go) VL

@)V () Fo fE(a Vv a)

Multiplication and Appearance. Appearance maps on the quantale are related to the multiplication

through an inequality, so we have to show the following

(a0 a2)] < 1S (ar) o £ (a2)]

The proof of which is

nFQu 2 Fq 0

Q q,  fiR

q, AFg fi(q) @, Abg fi(q) o
1,42, A g G (q1) » £9(go)

[ ]
g1 o2, Arg fE(q) e f9(g)

R

¢rL
A
3@ e a2) g 3 (@) o f7(a2)
The appearance maps also preserve the empty join
[f2(L)] = [4]
The proof trees are
TArgLl %
QL fAL T a0,

Unit and Appearance. The unit is related to its appearance via the unit inequality eq. (2.1), so we
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have to show the following

The proof tree is as follows

Meet preservation of Knowledge. Dually the knowledge operators preserve meets

0% (a1 A g2)] = [OF 1 A DT g2)

The proof tree for the first direction is

atFoaq 2 FqQ g
_ed AL1 o AL2
G ANgebFoq 097 G NG Fg g 4Q
A A
0% (g1 A ), Ao i 0 0% (1 A g2), A g g0 H9R
09 (@ Aq) oD% 09 aAg) b 0%q 2
AWQ1ANQ) QU A\d1/Aq2) mQ AQQ/\R
0% (@1 A q) b OF a1 A DG o
The proof tree for the second direction is
1Fo @ 2 FQ @
Qq—Qq 09z Q‘J—Qq 0L
Oiq,AlFq @ 0% q2, AFg 2

AL1

Déq /\D;q Al q "
1 25 Q 92
A A AR

ngl A DQQQ,A Fo a1 A\ @2
Dg A D(X (> Rat) Dg (@1 N q2)

Dﬁ A D§Q2,A Fo o1

Q
o9R

Also dually, the knowledge operators preserve the empty meet

for which the proof trees are

TR
09R

T,Al—QT
Q R Q
09T o T TroO%T

So we have shown that (Qo, { fg} Ac.) satisfies the binary and thus finite versions of the axioms of an

epistemic quantale. In other words, (Qo, { fff} AcA) 18 a pre-epistemic quantale.
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4.2.3 Proof of the Infinitary Case

In this section we extend our complete binary setting of a pre-epistemic quantale to the infinite setting
of an epistemic quantale. As it is usual in this procedure, we do so by ideal construction on g and
defining infinite meets, joins, multiplication, appearance and knowledge on the ideals. We show that
these definitions are consistent with the corresponding operations on ()¢, and that thus the pre-epistemic
quantale is faithfully embedded in the epistemic quantale. This is used to show that the finite version
of the equations of the pre-epistemic quantale extends to the infinite case of the epistemic quantale.

Finally, we show how the proof of completeness extends to the ideal setting.

Define () as the family of all ideals on Q)q:

Q = 1dl(Qo)

where an ideal is a non-empty subset of a lattice, which is downward closed and is also closed under
finite joins:
ICQoI#0
I € Idl(Qo) iff rel,y<z =yel
z,yel =zxzVvVyel

We want to show that this family of ideals is an epistemic quantale. So we define infinite operations
on ideals, as follows, but in order to distinguish these operators from the binary operators in Q)g, we

put a bar on them:

Kli = N

7

VI = HVY |Y finite |7}

Eb = g1 eq| Vg € I1 and Vg € 1o}
2 = HfF @ | Vae I}

We have to show that these operations are ideal preserving, that is the meet, join, multiplication and
appearance of ideals is an ideal. We start with meet, we have to show that E—Ti is an ideal. For down
ward closure assume that z € NL-, this means x € I; for any I;, so for any y < x we have y € I;.
Similarly for closure under joins assume that z,y € Nfi, then z,y € I;, which means z V y € I;,
since this is for any I;, we have x V y € NL

For the join of ideals we have to show that ViIi is an ideal, the downward closure follows from the
definition. For closure under joins assume that x,y € Vili, then z = VY] and y = VY5, for Y1, Y]
finite subsets of the unions of I;’s, thatis Y; C I and Y2 C Ir. We have z V y = (VY1) V (VY2) =
V(Y1 VYs),since Y1 V Ys C I U I, it is also a finite subset of union of ;’s and thus x V y € Vlll

For the multiplication, we have to show I; ® I, is an ideal. Downward closure follows from the
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definition. For closure under join assume given x,y € I; ® I, we have x = ¢; ® g2 where ¢; € I; and
g2 € I». Similarly for y we have y = ¢} ® ¢}, where ¢} € I; and ¢, € I. So we have q; V ¢ € I and
g2V ¢b € I. Since multiplication of Q) is join preserving we have that (g1 eq2) V (¢} e¢) < (1 Vq))e
(g2 V ¢5) and since (g1 V q}) ® (g2 V g5) € I ® I, we have that .V y = (q1 @ 2) V (¢ @ ¢y) € [y 8 I,

For the appearance of ideals we have to show that fg([ ) is an ideal. Downward closure follows
from the definition. For closure under joins assume that z,y € Vi‘[i’ then z < \/Y; and y < \/ Vs,
for Y1, Y5 finite subsets of the unions of I;’s, thatis Y7 C [; and Yo C I,. We have z V iy <
(VY1) V(VY2) = V(Y1 VYs),since Y] VY, C I) Uy, itis also a finite subset of union of I;’s and
thus \/ (Y1 V Y3) is an element of \/,I;. Since x V y lives in the down set of \/(Y; V Y3), we obtain
TVyéE VZL

Next step is to show that these infinite operators are consistent with their binary counterparts in
Qo. We do so by mapping Qg to  and showing that this map is an embedding. The map is defined as

follows and sends each of the elements of () to its down-set:
e:Qo—Q, ngql
we have to show that e is an embedding, that is for g1, g2 € Qo:

e(q1) Oe(g) = e(q1 O q2)

for O € {V, K, e} and similarly for the appearance map:
e(£3(a) = f3(e(a))

Proofs.

Meet. For the meet operation on ideals we have to show

e(q1 A g2) = e(q1) A e(ge)

or equivalently
o Age) =lai 0 g

We show this equality by proving its two inequalities. For the first direction we have:
zellGgNg) =< (@Nqp) = <q¢g and z < ¢

but this is equivalent to
z€lq and z € lg2 = z € (lg1 N ]ga).
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For the other direction we have
re(laNle) = zelg and z€lp = x<q and z < g

which implies
r<q AN = z€|l(Ng)
and we are done.

Join. For the join of ideals we have to show

e(q1Vaq2) =e(q1) Ve(g)

that is
(Vae)l=laV le

We first show that the left hand side is a subset of the right hand side. So we take = € [(¢1 V ¢2), which
means x < q1 V go. We want to show that z € |q; V |g2 where by definition of join of ideals we have

a1V lge = | {VY | Y finite C q1] Ugal}

Since q; € [¢1 and [¢1 Clg1 U |go, we have that g1 € g1 U |go and similarly g2 € |q1 U [qgo. We
take the join of both sides

Ve eVvVilau le)

since |g1 U g9 is a finite subset of |g1 U |q2, we have that

Vg U lg2) € la1 V g2

and thus
aVeelnV le

Now since x < g1 V ¢2 and |q1 V |go is downward closed we get that x € |1 V [go.

For the other direction, we show that right hand side is a subset of left hand side, that is

laV le Cl(a1Va)

We start with an element of right hand side, which is, by the definition of join of ideals, in the form

VY, where each Y is a finite subset of |g; U |g2 and this means that

Yy, €Y we have that yi €l or y; € g
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The join of all these y;’s, which is the join of elements of Y, will be less than ¢; V g2, that is
VY =Viyi < @1V

so we have shown that any element VY of |q; V |g2 is also an element of |(¢q; V g2) and we are done.

Multiplication. For the multiplication of ideals we have to show

e(qr @ q2) = e(q1) ® e(q2)

that is we have to show

Haeq)=lg® lgg=|{rey|Vx clg and Vy €lga}

We first show that the left hand side is a subset of the right hand side. So we take = € |(q; ® g2), which
means = < (q; ® g2). But by definition of multiplication of ideals we have that g; e g2 € [¢1 ® |qgo,
which is downward closed, so we have = € [q1 ® |qo.

For the other direction we take an element of the right hand side x €|q; ® |g¢o, this means that x is of
the form x = y; e yo where y; ® y5 is an element of |g; ® |go. This means that y; < q; and yo < g9,
so we multiply both sides and we get y; ® y2 < ¢1 ® g2, which means x < ¢; e g2 and thus = € [(q1 ® ¢2)

and we are done.

Appearance. For the appearance of ideals we have to show

e(f$(a) = £ (elq))
that is e
1£$(a) = £9Ua) = H{fQ(@) | vz €lq)

For the first direction we we take an element of the left hand side z < fg (¢) and since ¢ < ¢, we get

v € f3(la). -

For the other direction we take an element of the right hand side x € f ff(lq ), which means = < fg (y)
for some y < ¢q. Since fff is monotone, we take apply it to both sides of y < ¢ and we get ff{ (y) <
fg (q), so we have that x < fg (q), that is an element of the left hand side.

Knowledge. The knowledge operator on ideals can now be defined as the right adjoint to appearance:
of1 = V{I'| f{(1') € 1}

It follows then that L
e(0Fq) = 0% (elq))
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and we can easily verify that L
1O q) = 0% (lg)

To see this assume z < Dg q but by adjunction this is if and only if fg () < g, which implies
T € Dg g, by definition. The other direction is done similarly.

Units. It remains to show that () has the right units for multiplication, meet, and join. The unit of

multiplication of ideals is the down set of the unit of multiplication in (g, that is

e(l) =1

It is easily checked that |1 is an ideal, since for any z,y < 1, we have that x Vy < 1V 1 = 1. In order

to show that |1 is indeed the unit of ideal multiplication, we have to verify the following
11el =1
For one direction we have to show I C |1 @ I and we proceed as follows
I'=|{leyfyel} C {zey|z<lyel}=|1e]
For the other direction we have to show |1 ® I C [ and we proceed similarly as follows
vey € (I1s1)

which means z < 1 and y € I, now multiply both sides of z < 1 with y and we getx ey < 1 @ g, for
which we have
ley € {ley|yel} =1

andthuszx ey € I.
The unit of join, or the bottom of @, is the singleton of the bottom of Qq:

e(L) = {1}
and it is easily seen that it has the properties of L, that is for example
{L}el =|{Leq|Vgel} =|{L} = {1}

The unit of meet, or the top of @, is the ideal generated by the whole (), that Q) itself
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It is again easily seen that
QoANI = QoNn I =1

and also that
QoVI ={VY |Y finiteY C (Qo U I)=Qo} = Qo

We have shown that the main infinite operations on () are consistent with their finite counterparts
in o, that is our map e is an embedding. It remains to show that () is an epistemic quantale, that is
multiplication of ideas preserves arbitrary join of ideals, appearance of ideas preserves arbitrary join of
ideals, and that the appearance of ideals satisfies the inequality with regard to multiplication of ideals.

For first case we have to show

We start from the left hand side and unfold the definition to get to the right hand side as follows:

(\/I)sI' = l{geq |qe\/L; and ¢ € I'}
% Q
= l{ged [ g=VY, Y finite C | JT; and ¢ € I'}

1

= {(VY)eq |qg= VY, Y finite C UIi and ¢ € I'}

7

now since binary multiplication preserves finite joins in ()9 we have this is equal to the following

HV(Y o¢) [ g=VY, Y finite C | JI; and ¢ € I'} = V(Ii o)

For the appearance of ideals we have to show
IRV =\
i i

We start from the left hand side

—

=0

&~
I

2O\ | I s an ideal)
= Wf(vY) | Y finite 1}

= HV/F(Y)|Y finite €1}

2

which is equal to Vzg(ll)
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It remains to show the inequality between appearance and multiplication, that is

LS D) < L) s 19(h)

For the left hand side we have

fALeR) = [{fS(qew) | qachgecb)

we can now apply the inequality of fg over multiplication in (Jy and get

l{fﬁ(fh o) |1 €l,gel} C l{f,i?(lh) o fg(QQ) | q1 € I,q2 € I}
which is equal to the right hand side. So we have shown that ) is an epistemic quantale. In the rest of
this section we show how completeness extends from Qg to Q.
Extension of Completeness. We showed in the previous section that our pre-epistemic quantale Qg is
a complete model of the ()-system. That is we have the following in ()q:

If TFgq then a(Oql) £, alq)

This is extended to our epistemic quantale (). Since the embedding of ()¢ in ) is a homomorphism,

we have
a(Ogl) £, ale) &  el) Lq e(q)

So it follows that:
If TFHgq then e(T') Zge(q)

which makes () a complete model of the ()-system.

4.2.4 Completeness of the )/-system

Lemma 4.2.2 If a sequent is valid in the module part of all distributive epistemic systems, then it is

derivable in the M -system.

Proof. We show the contrapositive by building the Lindenbaum-Tarski algebra of the M -formulae, by
My = M\=),, that is the set of all equivalence classes of M -formulae under the logical consequence
=) defined as ;7. We then show that M, satisfies all the properties of a module in a distributive
epistemic system (this requires using the Lindenbaum-Tarski algebra of the ()-system for operations

with actions). These are listed below

1. Each M-formula is mapped to its equivalence class in M.
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2. We define an order < between these equivalence classes, using the provability of the M-system

and check that this order is well-defined and a partial order.
3. We show that the (M), <) has a least and a greatest element, that is a top and a bottom.
4. We define meet and join operators in (M, <) and show that it forms a lattice.

5. We define an update operation on M and )y and show that it satisfies the binary versions of the

properties of the action of quantale on the module (preservation of binary joins).

6. We define endomorphisms on My and show that these satisfy the finite versions of the equations

of the appearance maps on the module. We call My a pre-epistemic right module over Q).

7. Finally we extend our finite model M| to the infinite case M by the ideal construction on M.

4.2.5 Proof of the Finitary Case

The proof for the items one to four above are the same as in the quantale. The order is defined as
follows

[m] < [m/] iff mby m

and it is well defined since if we have
[m1] = [my] and [ma] =y [ma] and [my] < [mg] imply [m]] < [mg]

by the following proof tree

may FM mo Mo FM m’2

MCut
m) b mg m1 b mh u

M
my b ml Cut

It is very easy to see that this order is a partial order, transitivity being satisfied by the MCut rule

my -y ma mao b ma

MCut
my Fy mg

So (M, <) is a partially ordered set and [T] and [ L] are its greatest and least elements by the axioms
for T and L in M-systems:

Trym +h mby T
Join and meet are defined as follows
[m] V [m'] ;= [mVvm'] and [m]A[m']:=[mAn]
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We have to show that they are both well-defined. The proof trees for well-definedness of meet and join
are exactly the same as in the ()-systems case, since the rules for meet and join are the same in both
systems. For example to prove that join is well-defined we have to show the following

[ma] = [mg] and [m1] = [m5] imply [m1Vmi] = [mgV mb)]

The proof trees for these are as follows

mq |—]w m’ mo l_M m’ m' |—]y[ mq m’ l_M mao
—,1, R1 —,2, VR2 ,1— VR1 ,2— VR2
miq }—]\/[ mq \/m2 mo l_M my \/m2 my l_M m1\/m2 my "]\4 mq \/m2
/ / VL / / VL
my V meo Far mi VvV imsg mi vV mo Fa my Vma

We show that meet and join are distributive by proving the following in logical consequence terms

mi Vv (MQ A mg) |—M—| (ml V mg) A (m1 V 7TL3)

mi A (ﬂ’LQ V mg) s (m1 A mg) V (m1 A m;;)

The proof trees for the first direction of the distributivity of join over meet is

mao Far mo

mg3 b ma
VR2
mi1 Fyoma VRI mo Far m1 VvV me I mi1 by oma msg by mq VvV oms

mi1 by m1 VvV me mg/\mgl—Mml\/mQ\/ mi by ma Voms Rl mo Amsg by mq Vims
ml\/(mg/\mg) Far miVme ml\/(mg/\mg) Fa mi Vms
ml\/(mg/\mg) Fa (m1Vm2)/\(m1\/m3)

VR2
AL2
VL

The proof tree of the other direction is

mag Far ma mg o mg
my Far my ma, m3 Far mo ma, m3 b m3
—F— weakL
my by ma VRI ma, m1 Far my VRl mo, M3 Far Mo A mg
mq |_M ml\/(mg/\mg) ma, My }_M ml\/(mg/\mg) ma,ms }_M m1V(m2/\m3)
my,my vV ms Fa my V (ma /\mg)

ma,my vV ms Fy my V (ma Amg)
my V mag,my Vms Fa my V (ma Amg)

my Vma, (m1 Vme) A (my Vms)bay myV(ma Ams)

(m1 Vmga) A (m1Vmg),(m1Vma) A(myVms) Fy myV(me Amg)

(mq1 Vma) A (m1 Vmg) by mp V (me Ams)

weakL
AR

VR2
VL

weakL

AL2

AL1

contr
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The proof trees of the first direction of the distributivity of meet over join is as follows

my b my ma = mo my b ma ms3 b m3

- weakL - weakl, ————————— weakL
mi,m2 mpp M my,ma T pr M2

weak L
my,m3 b my my,m3 b mg

AR
VR2

AR

mi,m3 =y mp A ms
VR1

mi,ma =y m1 A me

my, Mo s (m1 /\TI’LQ) vV (m1 /\mg) my, mg s (m1 /\mg) V (m1 AN mg)

mi,mo VvV mg b (m1 /\mg) vV (m1 A m;g)

AL2
mi1,m1 N (mg V m3) Fa (m1 AN mg) V (m1 A m3)

AL1

mi A (m2 V ’I?’Lg),ml VAN (mg V m3) Fa (m1 VAN mg) V (m1 VAN m3) contr

my A (mg Vms) Far (m1 Amg) V (mq Ams)

The proof tree of the second direction is as follows

ma Far ma mg by mg
ANL2

m1 Far ma m1 Fa ma m1 A mg Far mo mi1 Amsg by ms
mi1 Ams by my mi1 Ams by my mi1 Ams bFpr mo vV mg mq Amg b ma Vimg

VL
(ml/\mg)\/(ml/\mg) Faoma (ml/\mg)\/(ml/\mg) Far mo Vms

AL2
VR2
VL

AR
(m1 A mz) V (m1 VAN TTL3) Far mi A (m2 V mg)

The appearance maps and knowledge operators are also defined in exactly the same way:
FAl(Im]) = [fA(m)] and O} [m] := [0} m]

Since the rules for these two are identical to the QQ-system, their well-definedness and being adjoints
is proved in exactly the way as in the (-systems, and also in exactly the same way we can show that

f 1{4\/[ ’s are join and | preserving, where as D]X[ ’s are meet and T preserving.

So far we have shown that (M, <, A, V) is a non-distributive lattice and that (Mo, {f{} 4c4)
is an epistemic module. Now we have to show that our previously constructed epistemic quantale
((Mo, {fa — Q}ac) acts on the module, that is M is indeed the right module of Q.

Update and Dynamic Modality. We define an update product on the pair (M, Qo) using the update
operator of our M -systems

[m].[g] == [m.q]
For the proof of well-definedness of this operator we have to show

If [m]=[m'] and [q] =[¢] then [m.q]=[m'q]

For the proof we use both M and () systems. The proof tree for one direction is:

mbym gk d

m,q by m'.q R

m.qby m'.q
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The proof tree for the other direction is drawn similarly. We define a dynamic modality on the pair
(Mo, Qo) as follows

[[q]} [m] := [[g][m]

since both the equivalence class and dynamic modality use the [ ] sign, the notation looks confusing.
Note that on the left hand side [[¢]] is the equivalence class of the dynamic operator [g| and on the right
hand side [[g][m]] is the equivalence class of the dynamic modality [¢] being applied to equivalence

class of m. We have to show that this definition is well-defined, that is we have to show the following
[m] = [m'] and [q] =[¢'] implies [[g]m]= [[g']Jm]
or in logical consequence terms
mbgdm’ and gtg-q implies [glm g [¢']m/
the proof trees for this are
mbEym' ¢ Fgq

[Q]m, q, Farm/
[g]m Far [g']m/

DyL
DyR

The proof tree for the other direction is drawn similarly. Now we have to show that update and dynamic

modality are adjoint operators, that is
[m.q] < [m] iff [m] < [[q]m/]

the proof trees for which are

mbym qghgq m/ -y m/ qFQqDyL
m,q Fap m. : m.q Fy m' m bk m m/,q by m/
gy m.q U A TR M [q] [q] /q ' o
m,q by m DuR m,q by m
m b [glm! 4 m.qbp m'

Associativity of update and multiplication. The action of quantale on the module and the multiplica-

tion of quantale are related to each other via the following equation

[m]. ([l ® [¢]) = ([m] - [a]) - [q]

which is equal to the following by definition of update in M

m.(qgeq)]=1[(m.q).q]
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which is derivable in our pair (Mg, Qo) by the following proof trees:

mbEym qghgq

¢Fod  m,qFnmmg
m,q,q Fu (m.q).q
m,qeq Far (m.q).q
m.(qgeq) Fyp (Mmq).q

oML
L

Note that in applying the right rule for update, that is . R, we take I' = m, ¢ and ') = ¢/, instead of the
tempting, but wrong choice of I' = mand ' = ¢, ¢'.

qFgaqa dFod
mbym ¢.qFgqed
m,q,q Fam.(qeq’)
(m.q),q' =m m.(ge q') 'L
(m.q).¢ Farm.(qeq’)

oR

In this proof, in order to apply the right rule for update, that is . R, we make a different choice from the
previous proof. Here we take our I to be only m and our I'g = ¢, ¢/, which was the wrong tempting

choice of the previous proof.

Update preserves unit of multiplication. Unit of multiplication in M is [1] and we have to show that

update preserves it, that is

which is equal to [m . 1] = [m] and in logical consequence terms we have to show the following

m.1lbEpy—m
the proof trees for which are
mbgm ___ 1m
m,ll—MmlML ml—Mm |—Q1 R
m.lbym m by m.l )

Join preservation of update and meet preservation of dynamic modality. We show that update

preserves binary joins in its both arguments, that is both in My and in @)y, as follows
[m.(q v ¢)] = [(m.q) V (m.¢")] and [(mVvm).q] =[(m.q) Vv (m".q)]
or in logical consequence terms
m.(qV )y (mqg) VvV (m.¢)) and (mVm').qFa (m.q) VvV (m'.q)
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The proof trees for the first direction of the first case is

mbEym qghgq m by m q,'_Qq/

m,qbtyp mqg m,q Fa m.q
m,q =y (m.q) V (m.q') VAl Tw (m.q) v (m.q')
m,qV ¢ Fu (m.g) vV (m.¢)
m.(qV q) by (mq)V (m.g') -

VR2
VML

Similarly for the second direction of the first case we have

eX’ ¢ tqd

mby m ql—Qq\/q’v mbym ¢ FoqVd

m,q by m(qgVyg) m,q Fum.(qV q)

m.qbym(qVyd) m.q' Far m.(qV q)
(m.q)V (m.¢") Far m(qV q')

VR2

VL

The proof tree for the first direction of the second case is

mbym qghgq m' oy m/ qrqq

m,qbty mq VR1 m/,q by m.q
m, q Fu (m.q) V (m'.q) m',q =y (m.q) vV (m'.q)
mvVm', gty (m.q)V(m'.q)

VR2
VL

(mvm').qty (mq)V(m'.q) "

Similarly the proof tree for the second direction is

_mbym o _mibam e
qFgq mbymvm gFgq m'Fymvm/

m,q by (mvVm).g m' gty (mvVm').q

m.qba (mvm').g m'.qby (mVm').q \./L

(m.q) vV (m'.q) Far (mVm').q
Dually we have to show that the dynamic modality preserves meets in both argument, that is:
[ql(m Am') Far [glm A lglm”  and g A ¢Im FpH [glm A [¢'Im

The proof tree for the first direction of the first case is

|_ /|_ /
_mbym o _mibym
gFgq mAm Fym qFgq m/\ml—MmDL
[gl(mAm'), g m DyR [q](m Am'),q b m/ Dyiﬂ
[g](m A'm') Far [g]m g (m ) P [l
!/

[q](m Am') Far [glm A [glm
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Similarly, the proof tree for the second direction of the first case is

qgFgq mbym gt q m' by m/

DyL DyL

lglm, q Farm Y [qlm’q Far m! .

!/ [ / - 7 AL2
[alm A [g)m/, gt m [qlm A [glm’, q Far m R

lglm A [glm/, q - m A m/

DyR
[glm A [g]m’ Far [g)(m Am)
The proof tree for the first direction of the second case is
X ¢ Fod
,7Q AL1 % AL2
mbEym gNg Fgq mbEym gANqg Fgq
/ Y 7 7 DyL
[N dIm, qbum langIm,q Furm
; DyR ; — DyR
[g A g'Jm Far [glm lang]mba lglm

[g A q'Tm F=ar [g)m A [glm

And finally the proof tree for the second direction of the second case is

gFgq mbEym

[ ] - DyL

qlm,q-pm

lglm,q AN g Farm AL
AL

[glm A ld'Im, g N g Farm

dm A ldlm Far g A dhm YR

We also have to show that update preserves the L of the module and dually dynamic modality

preserves the T of the module:
J_.q I—M—| 1 and [q]T '_M_{ T

which are very easily done:

TR
DyR

LL TaFuT

l,qbFpm L
1L — =
Tha [T

lgtkg L - Lkym Ly [q) T Far T TR

Update Inequality. The last thing to show for the proof of completeness is that the appearance map

satisfies the update inequality
A ()] < [ (m).£5 (@)
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The proof tree for the inequality is as follows

mby m fMR qFqq
m, Abar fi(m) "4 g, Akg f(a)
m,q. A Far f3(m).f9(q)
m.q, AFar fAm).f$(q)
£ (meq) Far Y (m)-f9(q)

f9R

FATL

So we have shown that (Mo, { {11} ac.4) is satisfies the binary (and thus finite) version of the axioms of
an epistemic module and is a right module of the binary version of epistemic quantale (Qo, { fg} AcA)

discussed in the previous section.

4.2.6 Proof of the Infinitary Case

This is done in exactly the same way as in the ()-system. We form the family of ideals over My:
M := Idl(My)

and define meet, join, appearance, top and bottom of ideals in exactly the same way as for the ideals of
Qo. It remains to define the update operations of ideals and check that it is consistent with the update
in My. We define the update as

IMoI9 = |{zy | Vo e IM vy € 19}

We have to show that that the update of two ideals is an ideal. The downward closure follows from
the definition. Given m,m’ € IM-I9, we have m = z.y and m’ = z’.y’ where z,2’ € I™ and
v,y € I9. Sowehave z V' € I and y vV ¢/ € I9, thus we also have that (z V 2/).(y V /) €
IM -T2, Since update of Qy preserves binary join, we have (z.y) V (z'.y/) < (z V 2').(y V ¢/) and

thus m vV m/ € IM - I9
We embed (g in @ via the following map

e My— M tme— |m

we have to show that this map is an embedding. The proof for join, meet, and appearance operations
are the same as in the quantale case (since they have a similar definition). It remains to show that update

of ideals is consistent with the update of Q, that is we have to show the following

¢'(m.q) = €' (m)=¢(q)
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that is
Wm.q) =|m=lq = H{zy | Ve <m,Vy <q}

For the first direction we assume

m' < m.q

since m < mand q € ¢, we have m.q € {z.y | Vo < m,Vy < ¢} and thus
m' <{z.y | Vo <m,Vy <q}.

For the other direction we have
m' € {x.y | Vo <m,Vy < ¢}

that is m’ < z’.y/ for some z’, %’ such that x’ < m and 4’ < ¢. Now since update is monotone,

m' <2’y <m.q.

Next step is to show that M satisfies the module equations and thus it is the right module for
our previously discussed (). We have to firstly show that ideal update preserves the unit of ideal
multiplication, that is

™. j1=1M

which is easily seen since
™Mol ={zel|zel1ell} ={z|zcI™} =M

Secondly we have to show that update of ideals is associative over multiplication of ideals, that is we
have to show the following
Mo (I8e19) = (IM-19)- 1§

which follows by unfolding the definitions and using the corresponding associativity in the binary case,
that is
M_(I8S1%) = {a(yez) |z eIM yecI? 2 eI}

since binary update of M is associative over binary multiplication in (g, this is equal to
H@y)z|eel™ yel? 2e 1@} = (IM-19)- 1%
Finally we have to show that update of ideals preserves join of ideals in both arguments, that is

/I =\/(M-19)  and 1Mo (\1Q) = \/(I"-12)

7
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which again follows by unfolding definitions, for example for the first argument we have

\VI)-1% = [{vyq | Y finite €| JT1.q € 19)

3 3

since binary update of M preserves finite joins in Q)g, this is equal to the following

Vv (Y.q) | Y finite C| JIi,q eI} = \/(I}M-19)
7 7
So we have shown that M is a right module for (). The last step is to show that M with the appearance
of ideals defined above is indeed an epistemic module, that is we have to firstly show that appearance
of ideals preserves joins of ideals o
AN L) =\ )
7 7
and is proved in exactly the same way as for the appearance and join of ideals on our epistemic quantale
Q. It remains to show that appearance of ideals on the module satisfies the inequality for update of

ideals, that is

PN (I = Io) < FA(In) = £ (1)

This easily seen since we have

A= 1) = L{fY (m-g) [m e I, q € 19} € {f{ (m)-f(q) | m € IV, q € 19}

which is exactly the definition of the right hand side. So we are done, we have proved that module
M = Idl(My) is an epistemic module for our epistemic quantale Q) = Idl(Qy), and so we have that
(M, Q,{fa} aca) is a distributive epistemic system.

Extension of Completeness. Similarly to the quantale case, we show that our completeness result
extends from the pre-epistemic module to our epistemic module. We showed in the previous section
that our pre-epistemic module M is a complete model of the M -system. That is we have the following
in My:

If TFym then B(OMI) £y B(m)

This is extended to our epistemic module M. Since the embedding of My in M is a homomorphism,

we have

B(OMT) £r, B(m) & €(T) L €' (m)

So it follows that
If TFym then € (T) £y e (m)

Theorem 4.2.3 The rules of IDEAL are complete with respect to the algebraic semantics in terms of

distributive epistemic systems.
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Proof follows directly from lemmas 4.2.1 and 4.2.2.
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Chapter 5
Application to Security Protocols

The logic developed in this thesis is a logic to reason about knowledge of agents in a multi-agent
system where agents communicate and as a result their knowledge changes. In the previous chapters,
I have presented an algebraic axiomatic and a sequent calculus for this purpose, I have applied the
algebra to solve a challenging epistemic puzzle: the muddy children puzzle and also more interesting
versions of it with misinformation actions such as cheating and lying. In this section I will show how
the ability of this setting in formalizing such actions makes it an appropriate logic for a serious domain
of applications: reasoning about safety of security protocols. In a way this is not a surprise, since the
setting of security protocols is an example of a multi-agent system where the principals involved in the
protocol communicate via message passing and the goal is to, for example make sure that each principal
knows with whom he is communicating. The difference between these message passing actions and
the actions we dealt with in our previous examples is that the communication channel in which the
messages are sent and received is not safe. This means that there is always a chance that a malicious
agent will intercept the messages, so for example a message that was sent will never be received. In
this chapter, I will show how a slight recast of the formalism of previous chapters enables us to deal
with these actions. The distinguishing features of this formalism are its ability to methodically deal
with misinformation actions, make agents suspect the related such actions (via their appearance maps),
and then use these suspicions to compute the knowledge of agents by adjunction. These features offer
a modular and compositional way of analyzing and also designing protocols for safe communications.
Thus one of the difficulties of the field of security, that safety of protocols do not compose and every
new protocols needs a new proof of safety, will be tackled in our setting, since our proofs of safety is
based on suspicions of agents, which preserve both composition and choice of protocols.

It is worth noting that our logic is related to the compositional logic of Meadows, Mitchell, and
Pavlovic [27, 64], since both logics use the dynamic modality of Propositional Dynamic Logic [45].
The novelty of our approach is enriching the setting of dynamic logic with suspicion-based epistemic
modalities and systematically connecting them to the dynamic modality. Thus overcoming the weak-

ness of their approach in dealing with more complex epistemic operations such as conditional and
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nested knowledge of agents.

5.1 A Brief Background Story

Consider a simple but typical security setting, we have three agents A, B, C' where A and B are honest
and C' is a malicious intruder. A and B want to communicate a secret through a communication
channel, for example the internet, but since the communication channel is not safe C' can intercept the
message. For example in the picture below, A sends a message containing m to B, but C' intercepts the

message by changing the content to m’ and sends it to B, still in A’s name.

C

So B receives the message in A’s name but with a different content. The intruder C' can also change
the name of the claimed sender, or stop the message from arriving to destination. So when A sends
a message to B, he cannot make sure that B received the message in the first place, and that if he
receives it, it is the same message that was sent by A and not changed by C on the way. Similarly
when B receives a message with A’s name on it as claimed sender, he cannot be sure if the message
was really sent by A, or the intruder has faked A’s name on it. Also he is not sure if the content
of the message is the original content that was sent by A, since maybe the intruder has changed the
content on the way. In security terms, agents A and B cannot authenticate and make sure they are
talking to each other. Authentication is the first step towards sending secrets over the channel: if A
is sure that B receives his messages as they were sent, that is if A authenticates with B, he can send
his secret to B. On the other side, if B is sure that the message he received from A is really sent by
A and has not been intercepted on the way, that is if B authenticates with A, then he knows that he
can receive a secret form A. Authentication is not easy to achieve over unsafe channels like internet.
This is why simple-message passing cannot be the base of sharing secrets over unsafe channels and
one has to design protocols involving series of messages and encryption. Designing such protocols and
proving that they are safe, that is agents involved in them correctly reach authentication after running
the protocol, constitutes one of the areas of the field of security. Proving the safety property is not an
easy task: it involves having to consider many factors and possibilities and in many cases flaws are
discovered in them. A well-known example is the Needham-Schroeder protocols [68] that was proven
to be safe for 15 years using BAN logic [22], an epistemic logic tailored for security purposes. It was
shown by Lowe [59] that the protocol, although proven to be safe, was not safe by building a path

according to which the agents would wrongly authenticate with an intruder.
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In what follows I will show how by adding dynamics to epistemic logic (or epistemics to dynamic
logic) and taking into account the epistemic structure of actions to encode misinformation actions, one
can encode suspicions of agents about the interception actions and prevent the false authentication. I
will show how this way of encoding security protocols leads to the discovery of the path of Lowe-like

attacks and thus would not result in the wrong safety proofs.

5.2 Message Passing Actions

The communication actions in a security protocol are secret message passing actions. These are similar
to the misinformation actions that we dealt with earlier, for example the referee of the coin-toss example
taking a peek and the children in the muddy children puzzle cheating or lying. So when agent A sends
a message containing m to B, he is secretly communicating m to B, an action denoted as

qA,m,B

The problem with this single action encoding is that it consists of different actions: the action of A
sending m and the action of B receiving m. Such an encoding will work in the situations that the
communication channel is safe and every send is followed by its receive. For example in the muddy
children, child 2 secretly tells to child 3 via action 7 that he is dirty and child 3 hears it immediately.
Where as when A sends m to B, he might not receive it at all, or receive m/’ instead. So not every send
is followed by its corresponding receive.

An option would be to continue treating this action as the secret communication action, but instead
of reading it as ‘A secretly communicates m to B’, read it as ‘A sends m to B and B receives it’. The
problem would then be that secret communication actions appear as they are to the agents involved in
them. So for example the cheating action 7 of the muddy children appeared as it was to the cheating
children 2 and 3

fe,(m) = fo(m) =

So we should have the following for our message passing action:
1@ F) = fig () = gt

which is not true, since when A sends m to B, he does not think that B will receive it.

Decomposition. The way to go is to decompose the message passing action to two sub-actions:

gdsm™B A sends m to B

Am,B
qm

gBrmA B receives m in A's name

where in the send action A is the real sender, s says that this action is a send action, m is the propo-
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sitional content of the message, and B is the intended receiver that might not turn out to be the real
receiver. The receive action has a similar format: r says that this is a receive action, A is the claimed
sender, B is the agent that receives the message, and m is the received content of the message. The
send and receive sub-actions have different fg maps, however, since they have the same content m,
they stand for the same epistemic actions, in the sense that they result in the same updates. In this

sense, any secret communication can be seen as a sequential composition of its two sub-actions

Am,B A,s,m,B B,r,m,A

can be seen as ¢

q ®q

where the order of composition does not matter since the channel is safe and the send and receive are

assumed to happen at the same time:

A,m,B A,s,m,B ° B,r;m,A _ B,r,m,A. A,s,m,B

can be seenas ¢

q q q q

In order to maintain this aspect of our decomposing, we have to do a unification of the two decomposed

sub-actions. So we ask our quantale to satisfy a weak unification via the following two axioms:

Unification. For two actions ¢**™5 and ¢%""4 with the same content m € M, we have:
qA7s,m,B ° qB,’r,m,A < qA,s,m,B (51)
qA,s,m7B ° qB,r,m7A < qB,r,m,A (52)

This implies that the update induced by the sequential composition of a send and receive action with
the same content and between the same agents, is stronger than and thus entails the update induced by
any of its send or receive sub-actions. In terms of the order on the quantale, it means that the sequential
composition of a send action followed by its corresponding receive action is more deterministic than
the send or receive actions on their own. We refer to these axioms as the deterministic send and receive
axioms respectively. These axioms will be used to derive that after A sends m to B and B receives it,

A knows that he did the send action and similarly B know that he did the receive action.

5.3 Suspicions about Actions

In the previous chapters, we interpreted the endomorphisms of the quantale, that is the fg maps as the
appearance of agents about an action. In the security setting, we read these maps as suspicions that
each agent has about the messages he sends or receives. For example fg(q) stands for all the actions
agent A suspects that could have happened where ¢ is the action that has really happened. As before the
adjoints to these maps stand for knowledge of agents about actions. The adjunction equations below

R <d

qSfoq’
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will now reads as ‘if A’s suspicions about action g are more deterministic than action ¢’ then g is more
deterministic than A’s knowledge about action ¢’ and vise-versa’. This reading is not very intuitive.
We can re-read it as ‘if when (or after) g happens, agent A suspects that ¢’ has happened, then when (or
after) ¢ happens, agent A knows that ¢’ has happened and vice versa. As before, two consequences of

this adjunction are
(1) ffOf9<q  ad (2 ¢<0FfF@

The first one says that when A knows that ¢, he also suspects that q. The second one says that after
action ¢, agent A knows all of his suspicions about ¢. This second consequence is used to express

knowledge of agents after a series of messages have been passed in a security protocol.

We have to assign suspicions to the send and receive actions for each agent, that is suspicions of the
sender about the send and receive actions and also suspicions of the receiver about the send and receive

actions. From these four groups, the following two are the important ones
1. Suspicions of a sender about the receive of the content of his message in his name

2. Suspicions of a receiver about the originality of the content and the name of the claimed sender

of the received message.

The other two groups are identities, since sender is sure about his send action and similarly the receiver
has no doubts about his receive actions. But they both have suspicions about the corresponding actions

of the other party.

When agent A sends a message containing proposition m to agent B, we assume that he suspects

the following five things about the receive of his message by agent B:

1. He suspects that agent B might have received the message unchanged, that is exactly as it was
sent: he received m in A’s name, which is the following action

B,r,m,A
q

2. He suspects that the intruder C' might have changed the content of his message to another propo-
sition m/. In this case the intruder’s actions are: he received A’s message and sent another
message to B with a fake content m/ but kept A’s name on it, so B received a message in A’s

name but with a different content, which is the following sequential composition

/ !
Cr,m,A ° C,s,m',B ° B,r,m’ /A

q q q

3. He suspects that the intruder C' might have changed the sender’s name from A to his own name

C, but kept the original content unchanged, that is putting C' in the claimed sender’s field, and
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then sending it to B. These actions of C' form the following sequential composition

q q

C,r,m,A ° C,s,m,B B,r,m,C

*q

4. He suspects that the intruder C' might have changed both the original content, for example m to

m’, and the claimed sender from A to C. His actions are

Crm,A C,s,m’,B ° B,r,m/,C

g e g

q

5. The last option might be that C' stopped the message and took no further actions, thus B received

nothing. In this case, C"s actions are

q

C,r,m,A ol

Agent A has all these suspicions and is not sure which one has really happened in reality. So we

use the non-deterministic choice of the quantale to put all these cases together and form the suspicions

of agent A about the receive action:

fA(qB,r,m,A) _ qB rym,A

qC’rmA

(
(qumA
(qumA
(

< < <L

q

CrmA.

C,s,m',.B ° qB,r,m’,A)

C,s,m,B B,r,m,C
°q )

C,s,m',.B ° qB,r,m’,C)

)

This says that A suspects either of these disjuncts could have happened. Although very suspicious

about the receive of his message, agent A has no suspicions about the action originated from his own

side, that is the send action. This is denoted by making the suspicion operator act as identity:

Falg ) =

A,s,m,B

Now assume that after agent A sent his message, agent B received the message exactly as it was, but

of course he does not know that he has received the message unchanged. So what does B suspect about

the message he has received? We assume that B’s suspicions about the send action are the following

four cases

1. B suspects that the message might have been sent exactly as he received it, that is containing m

and sent by A, that is
q

A,s,m,B

2. But that it might as well have been that A sent another content m’ and the intruder changed it to
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m on the way. These form the following sequential composition

A,s,m’,B. C,r,m’,A. C,s,m,B

q q q
3. Or it might have been the case that A intended the message to C, but C' is redirecting it to B

without changing anything. These form the following sequential composition

A,s,m,C ° C,rom,A C,s,m,B

q q *q
4. Tt might have been the case that A sent another message containing m' to C' and C' changed both

the content to m and the intended receiver’s name and redirected it to B in A’s name, that is

A,s,m/,C. C,r,m’,A. C,s,m’,B

q q q
Note that B can also suspect that A was not the original sender, but we ignore this option for the
time. Because if we want to consider it, we either have to add another agent other than C' as the real
sender, and this will double the length of all suspicions, or assume A can also be an intruder, which
is contradictory with our other assumption that C' was the only intruder. Ignoring these suspicions,
however, will not change our results about authentication'.

We use the non-deterministic choice to put all these cases together and form the suspicions of B

about the send action:

fB(qA,s,m,B) — qA,s,m,B

A,s,m’,B Crym’, A C’,s,m,B)

(g
(g
(g

®q
C,r,m,A

*q

A,s,m,C o g ° qC,s,m,B)

/
Cyorm/ A °

< < <

A,s,m’,C C,s,m,B)

°q q
Similar to the previous case, B is sure about his own actions, that is the receive of the message:
fB(qB,r,m,A) _ gBrmA
We have now associated suspicions about each action to each honest agent involved in the protocol.

These form the base of our setting. In the next section we show how suspicions of agents about proto-

cols (sequences of send and receive actions) can be compositionally calculated from these suspicions.

'If we parametrize the agents and contents, then this option then we would have a better way to encode suspicions and
can add these suspicions as well.
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5.4 Suspicions about Protocols

We can build protocols by sequentially composing the send and receive actions. For example a one

message protocol « between A and B is:

m

T~
A B

and can be written compositionally as:

o = qA,s,m,B ° qB,r,m,A

Agent A’s suspicions about the whole protocol is the sequential composition of his suspicions about

each action in the protocol:

fA(Oz) = fA(qA,s,m,B ° qB,r,m,A) < fA(qA,s,m,B) ° fA(qB,r,m,A)

which is equal to

fA(a) < A,s,m,B °

qB,r,m,A V. (qC,r,m,A ° qC,S,m’,B °

Q

qB,r,m ,A) V.

C,r,m,A C,s,m,B B,r,m,C) V.

(

(q 1" b . q bt b . q

(qC,r,m,A ° qC,s,m’,B ° qB,r,m’,C) V;
(@t e)

By distributivity of join over multiplication we get the following choices

fala) < (g5 @ gBrmA) v
(5B o gCrmA o (Cos'sB g (Birsm' Ay
(qH5mB o gCrimsA o (CosmB g (BirmCYy
(5B o qOrimA o (Cos' B o (Birm' .Y
(5B o gCrimA o 1)

This says that A cannot distinguish between the choice of the above sequences of messages: he is
not sure which one has really taken place. In particular, he is not sure if B received his message
unchanged. This is because it is not the case that every disjunct is less than or equal to ¢Z"™4 (or
¢4 is not part of all of the suspicions). In other words, we cannot prove that f4(a) < ¢Bmm4

from our assumptions, so it is fair to say
B7 b 7A
fala) £ ¢=mm
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Similarly we can calculate fp(«) and see that B is also not sure about the originality of the message

he received
fala) £ gtomE

In knowledge terms, after A sent his message to B and B received it, A does not know if B received

his message (unchanged) and B does not know if the message was really sent by A:
o ﬁ Oa qB,r,m,A and o ﬁ Oa qA,s,m,B

The only things they know are the trivialities, that is actions done by themselves and also each agent

knows his own suspicions:

A,s,m,B

a<0Oyq and a < Op ¢BrmA

a <04 fala) and o <0Op fp(a)

A,s,m,B

To see that for example a < O 4 ¢ , recall the deterministic send axiom

A,s,m,B ° B,r,m,A < qA,s,m,B

q q

Since f4 is order-preserving, we can apply it to both sides
fA<qA,s,m,B ° qB,r,m,A) < fA(qA,s,m,B)

A,s,m,B) A,s,m,B SO

Now we know that f4(q =gq

fA(qA,s,m,B .qB,’r,m,A) < qA,s,m,B

which is by adjunction equivalent to

A,s,m,B ° B,r,m,A <0Ou qA,s,m,B

q q

By using one of the consequences of suspicion-knowledge adjunction (also the third case above) o <

O4 fa(a), we can show that A knows that a choice of actions might have happened to what B received:
/ ’
a <Oy (qB,r,m,A V. qB,r,m VA v/ qB,r,m,C' \/ qB,r,m ,C')

similarly for B, after he received the message from A, he knows a choice of actions could have hap-
pened on A’s side, but he is not sure which one, in particular why he is not sure it was A who sent him
m. We are now going to use our knowledge operator to define authentication between two agents A
and B
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Definition 5.4.1 Authentication. After agent A sends a message to agent B and B receives it, he

authenticates with B if the following holds

A,s,m,B ° B,r,m,A <Oy qB,r,m,A

q q

Note that this is an authentication on both data and identity. Similarly, agent B authenticates with A if

the following holds

A,s,m,B ° B,r,m,A < 0Op qA,s,m,B

q q

As we have showed above, that after a one-message protocol agents A and B cannot authenticate. In the

next section we take one step towards authentication by extending and enriching this simple protocol.

5.5 Challenge-Response with Signature

The Challenge-Response protocol with digital signature on a fresh content (nonce) is a two message
protocol that was thought to be safe before an attack was discovered on it. By ‘thought to be safe’
we mean that it was proven in a logic that agents could safely reach authentication after running the
protocol. The attack then showed a path according to which this authentication could not be reached
because an intruder would make one of the agents wrongly authenticate with him. We encode the
protocol in our logic and show that after running it, our agents would not reach authentication in the
first place, and more interestingly the reason they would not do so is because they will suspect the path

of the attack according to the base suspicions we set before.

In this protocol, agent A sends m to agent B, this being a fresh content never communicated before.
Upon receive, agent B has to sign this content with his unforgeable signature and send it back to A.

The protocol is depicted as

AT T*p
SIGp(m)

The sequential composition of messages (after A has freshly created m?) in this protocol are

A,s,m,B B,r,m,A. B,s,SIGB(m),A. Ar,SIGg(m),B

a=4q ®q q q

The suspicions of agent A about the protocol are the sequential composition of his suspicions about

each message:

fA(a) < fA(qA,s,m,B) ° fA(qB,r,m,A) ° fA(qB,s,SIGB(m),A) ° fA(qA,r,SIGB(m),B)

2We cannot encode non-epistemic actions such as creating a nonce in this setting, but we can encode these actions as
epistemic ones. For example we can make a fresh nonce being announced privately to A.
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Agent A’s suspicions about B receiving the first message fa

suspicions about B sending the second message f4

fA(qB’S’SIGB(m)’A)

< < <

(5™ B) are exactly as before. His

(¢B=51GB(m)A) can be similarly set:

qB,s,SIGB(m)

Cyrm',B C,S,SIGB(m),A)

®q
C,r,m,B

( °q
(qumC .qC,s,SIGB(m),A)
( C’r,m’,B. C,s,SIG’B(m),A)

q q

and as before A is sure about his own actions.

A,s,m,B

fA(qA,s,m,B) =g

and fA(qA,r,SIG’B(m),B) _ qA,r,SIG’B(m),B

Substitute these suspicions in f4(«) and distribute the sequential composition over joins and A gets

twenty different scenarios, nineteen of them rivals to reality c.

20

fale) <av(\/ )

=2

Fortunately, most of them will not be valid scenarios. For example some of these alternatives are

A,s,m,B B,rm,A

B,s,m’ A

C,rm’ B C,s,SIGg(m),A Ar,SIGg(m),B

a2 = ¢ ®q ®q ®q ®q ®q
a = qumB ° qB,r,m,A ° qB,s,SIGB(m),C ° qC,r,SIGB(m),B ° qC,s,SIGB(m),A ° qA,r,SIGB(m),B
ay = qumB ° qB,r,m,A ° qB,s,m’,C ° qC,r,m’,B . qC,s,SIGB(m),A ° qA,T,SIGB(m),B
as = qA s,m,B ° qC,'r,m,A ° qC,s,m’,B ° qB,'r,m',A ° qB,s,SIGB(m/),A ° qC,r,SIGB(m/),B °
qu ,SIGE(m),A ° qA,r,SIGB(m),B
ag = qA ,s,m,B ° qB,r,m,A ° qB,s,SIGB(m),A ° qC,r,S]GB(m),B ° qC’,s,SIGB(m),A ° qA,r,SIGB(m),B
ar = qA ,8,m,B ° qC’,r,m VA ° qum ,B ° qB,r,m,A ° qB,s,SIGB(m),A ° qA,r,SIGB(m),B
ag = qumB ° qumA ° qC .s,m,B ° qB,r,m,C ° qB,s,SIGB(m),C ° qC,T,SIGB(m),B °
quSIGB( m),A qA,r,SIGB(m),B

The first three are not valid, since they contradict agent B’s honesty. For example in a, when

B receives m from A, why would he reply with m’ and not with SIGp(m)? He is aware he is

running the protocol with A and knows his role. Agent A is also aware of this and thus he will discard

this alternative scenario. In order to implement this in the system, we design axioms for honesty by

assigning L of quantale, which is the unit of V, to the contradictory scenarios, and thus eliminate them

from A’s suspicions. For example the following will be an instance of honesty axioms

q

B’

rm,A o B,s,m/,A _

q 1
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and as a result the scenario containing it gets eliminated from A’s suspicions:

20

ay=1 = fa(a) Sa\/(\/ a;)
i=3

Scenarios 3 and 4 get eliminated in the same way, that is according to honesty axioms. Scenario as is
also not valid, but according to axioms of digital signature on fresh nonces. Since the digital signature
is not forgeable by the intruder and m is freshly generated by A, it could not be the case that intruder C
receives B’s signature on m’ and forges his signature on m (or uses B’s signature from an old message)
and then sends in to A. In order to deal with these cases, we design axioms for honesty and signature

on fresh nonces, for example the following will be an instance of signature axioms

Cr,SIGg(m'),B ° C,s5,81Gp(m),A _ L

q q

The 13 other scenarios starting from «g also get discarded by either honesty or signature axioms. What
remains are the three scenarios ag, a7, g, these do not get discarded by any axiom and remain as valid
alternative scenarios for A. The first two say that C has been reading the messages, but not doing any

harm to them. On the other hand, the last one, that is ag repeated below

ag = qA,s,m,B ° qC,r,m,A C,s,m,B B,r,m,C B,s,SIGg(m),C ° qC,r,SIGB(m),B °

C,s,SIGp(m),A °

®q ®q
Ar,SIGg(m),B

®q

q q

This is exactly the path that stops A from authenticating with B since in this path B is intending his

second message to C' and not to A. The path can be pictured as follows:

A—Bm C—B:m
/’.—\ A
A ponsiGam_— @~ p-csiGam_— P

This path suggests a scenario in which B did not receive A’s first message in A’s name (he received it
in C’s name) and thus did not intend his second message for A (it was intended for C'). So although A

receives B’s signature on his nonce, B did not intend it for him.

Now that we have discarded the contradictory suspicions, we can proceed and calculate A’s knowl-

edge, using its adjunction with suspicions

fala) <aVagVarVag
a<0y (aVasVarVag)

So A is not sure, that is he does not know, which one of these scenarios has happened in reality. In

particular, he does not know if B received A’s message as it was sent

a <0y (qB,r,m,A v/ qB,r,m,C)
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Also he does not know if B’s second message was intended for him:

a <0y (qB,s,SIGB(m),A V. qB,s,SIGB(m),C)

Adding Identities. It is now well-known that in order to avoid the attack to the above protocol, one
has to add identities to the signature [27]. We show that if one does so in our setting, the alternative
path ag will also get discarded and A gets to authenticate with B. In this version of the protocol B is
supposed to include the identity of the claimed sender of the first message in his signature. We call this

version o/ and picture it as follows

A< B
SIGE(m,ID4)

Now the alternative attack scenario ag will become

A,s,m,B C,rym,A C,s,m,B B,r,m,C B,s,SIGB(m,]DC),C.

ag = (g ®q
qC,r,SIG’B(m,IDc),B

®q ®q
° qC,s,SlGB(m,IDA)7

*q

A o qA,r,SIGB(mJDA),B

Cr,SIGp(m,ID¢),B o ,C,8,SIG(m,I1D4),A

but ¢ is against the signature being unforgeable and gets elimi-

®q
nated by signature axiom. After the protocol o/, agent A can finally authenticate with B, that is we can

prove the following two inequalities

o <Oy qB,r,m,A and o < Ou qB,s,SIGB(m,IDA),A

The two other rival scenarios are still valid, but as before, they do not do any harm to A’s knowledge,
just making A suspect that the whole thing has been done under C’s eyes. The same authentication
result can be obtained in the shared hashes version of challenge response [27] and using the proper

axioms for hash.

5.6 Axioms for Honesty and Signature

In this section we add proper axioms to our quantale in order to formalize the honesty of agents and the
unforgeability of digital signatures. These are the axioms that will discard the contradictory alternative
scenarios from the suspicions of agents. We assume that m and SIGp(m) are propositions, that is
elements of the module

m,SIGg(m) € M

For example m can be the proposition that says ‘number m is a nonce’. Assume also that
(i) z,y, z are variables ranging over propositions,

(ii) A, B, C are the agents; with A being the honest challenger, B the honest responder, and C' the
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non-honest intruder,

(iii) Y, Z are variables ranging over agents.

Honesty axioms
We have two axiom schemas for honesty:

1. Honesty axiom schema one
If qB,T,Z,A PY qBVS’y:A and y # SIGB (‘/E) then qB,T,CE,A ° quszyvA — J_

It says that since B is the honest responder in a Challenge-Response with signatures, he acts
according to his role and will only respond with his signature on what he receives. So it is

impossible that he responds with anything else.

2. Honesty axiom schema two
If qB7T‘,$,Y ° qB757y7Z and Y % Z then qB,’I",CC7Y PY qB757y7Z — L

This says that, again since B is honest, he will only respond to the claimed sender of the message

he receives. So it is impossible that he replies to someone else.

Here are the instances of these schemas in the alternative scenarios of Challenge Response with signa-

ture. The first three are instances of the first schema and the rest instances of the second one.

1— qB,r7m7A ° qB,s,m’,A ——
92— qB,r,m/,A ° qB,s,S]GB(m),A = |
3_ qC,s7m’,A ° qA,r,SIG’B(m),B - |
4— qB,r,m/,A ° qB,s,m’,A - L
5_ qB,r,m,C ° qB,s,SIGB(m)7A - L

6— qB,r,m,C ° qB,s,m’,A - L

7_ qB,r,m’,C’ B,S,SIGB(m),A:J_

®q
]— qB,r,m/,C ° qB,s,m’,A - |

Axiom for Digital Signature on a Fresh Nonce
With the assumption that z ranges over fresh propositions, we have the following schemas for signature:
If ¢OroB e g@s%A and y=SIGp(z),z # SIGp(z) then o8 o g@svA = |

It says that the intruder cannot forge B’s signature (on a fresh nonce), that is, if he receives a not-signed
proposition from B, it is impossible that he creates B’s signature on it and sends it (to any agent). Also

that if he receives B’s signature on a proposition, he cannot transfer it to another proposition and send
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it signed to A. Instances of this schema in our example are

1— qC’,'r,SIGB(m),B ° qC,s,SIGB(m'),A = L

92— qC,r,SIGB (m'),B

° qC,s,SIGB(m),A - L

5.7 Challenge-Response with Three Messages

We have shown how agent A gets to authenticate with agent B in a Challenge Response with signatures
and identities, but B has still no clue to whom he is talking. Three message Challenge-Response [27] is
designed so that agent B can also authenticate with agent A. As before, we start by the three message
version without identities and show that B suspects the attack path and thus will not authenticate with

A, then we show how adding identities solves the problem. The protocol is pictured as follows:

m

As_ nSIGs0m) B

SIG 4 (m,n)

We denote this protocol by ~. Exactly in the same lines as for agent A in the two-message protocols
above and using our base suspicions, we calculate suspicions of agent B about this protocol. As
before we get a disjunct of alternative scenarios, most of which get discarded by the axioms, some of
the remaining ones are with a passive intruder watching over messages and not changing them. The

following two scenarios are the active remaining paths that survive the signature and honesty axioms:

fB(Y) <1V

From these two the first one v; suggests a similar path as in Challenge Response with two messages,
according to which A cannot authenticate with B since C' intercepts his messages and makes B intend

the responses for C, as opposed to A. This scenario is as follows

A,s,m,B C,r,m,A C,s,m,B B,r,m,C

7= 9 ®q *q

B,S,{TL,SIGB(TL,'ITL)},C

®q

° qC,r,{n,S]GB(n,m)},B ° qC,s,{n,SIGB(n,m)},A °q

Cr,SIG 4(n,m), C,s,SIG 5(n,m),B ° B,r,SIG4(n,m),C

oq A;r{n,SIGg(n,m)},B

.qA,s,SIGA(n,m),B o g A o g q

The second scenario is the path along which B cannot authenticate with A. In this scenario, B
suspects that A will somehow starts a run of the protocol with C' and then C uses A’s messages that

were intended for C, to make B think that he is communicating with A, were as it is C' who is on the
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other side. This scenario is as follows

v = qA,s,m,C ° qC,r,m,A og oq

B,s,{n,SIGp(n,m)},A ° qC,r,{n,SIGB(n,m)},B ° qC,s,{n,SIGC(n,m)},A ° qA,T,{n,SIGC(n,m)},C

C,s,m,B B,r,m,A

*q

.qA,s,S]GA(n,m),C ° qC,r,S]GA(n,m),A ° C,s,SIG 5(n,m),B ° B,r,SIG z(n,m),A

q q

and can be pictured as follows:

A—C:m A—B:m
A C—An,SIGc(n,m) C B—A:n,SIGg(n,m) B
W W
A—C:S1G 4(n,m) A—B:SIG 4(n,m)

The scenario starts when A sends m to C' and C sends it to B in A’s name. So B thinks that A wants
to run the protocol with him, he signs m and produces a fresh n and sends it along to A. The intruder
stops this message, now that he has both m and n, he signs them with his own signature and sends
them in the expected format, that is {n, SIGc(n,m)} to A. Then A signs both n and m and sends
them to C, where they are sent exactly as they are to B, but in A’s name. At this point B will think that
A intended this message for him, where as he is wrong. It is along this suspected path that B will not

authenticate with A, that is
v f Og qA,s,S[GA(n,m),B

he can also not be sure that A received the message in B’s name, that is

p)/ f DB qA,T,{n,SIG’B(n,m)},B

This prevents B from authenticating with A in the challenge response with three messages and signa-
tures. In order to show how the other scenarios get discarded we need to change our axioms for honesty
and signature and extend them to this three message protocol. The reason our previous formalization
will not work is that there honest agents where only challenger or responder, so B’s role as the respon-
der was to sign what he receives and send it back. Where as in the three message case, these roles

increase: B also gets a challenger roles and thus A has to sign what he receives.

Axioms for honesty and signature. As before, we assume that n and STGp(n, m) are both proposi-
tions n, SIGp(n,m) € M and that {n, SIGg(n,m)} = nASIGpg(n,m), where A is the meet on the
module. So to say that for example n is included in {n, SIGE(n, m)}, we cansay {n, SIGg(n,m)} <

n. The axioms schemas for honesty and signature can now be extended to

1. Honesty axiom schema one

If ¢BredeqBsvAd and y# {2, SIGp(z,x)} then ¢Br®deBsvd = |
If qA,T‘,{Z,SIGB(Z,x)},B ° qA737y7B and y # S.[GA(Z, x) then qA9T7{Z7SIGB(Z7x)}7B ° qA»Syva — L
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These encode the fact that A and B respond with what they are supposed to. It is an extension of

the previous axiom since it also formalizes A’s role in signing.
2. Honesty axiom schema two

If qB,T,z,Y ° qB,s,y,Z and YV 7& A then qB,'r,x,Y .qB,s,y,Z = |

If qAJ'vx’Y ° qA757yyz and Y # Z then qA,T',Q?,Y ° qA757yyz — J_

These encode the fact that A and B respond to whom they are supposed to. It is an extension of
our previous axiom since it also encodes A’s role as the honest responder to the claimed sender
of the messages that his receives. These axioms can be unified by parameterizing over honest

agents, so for V' € { A, B} we have the following for honesty axiom schema two

If qV,’r,x,Y ° qV,s,y,Z and YV ?é 7 then qV,T,m,Y .qV,s,y,Z = |

3. Signature axiom schema

If ¢OroB e @A and y=SIGp(z),z # SIGE(z)  then  ¢O"oB e ¢Csvd = |
If ¢Orode g B and y=SIGA(2),x # SIGA(2) then — ¢OnoA e gCsuB — |

This axiom says that C' cannot forge neither A’s nor B’s signatures. It extends our previous
axiom by adding A’s signature to the set of unforgeable signatures. In fact these two axioms can

be unified if we use variables V, W to range over honest agents A and B as follows:

If ¢Om"V oW and y = SIGy(z),z # SIGy(z) then ¢om%Y o ¢ W = |

Adding Identities.
If we add identities, like in the two message case, then the alternative scenarios will also get discarded

and as a result B can authenticate with A. This protocol is pictured as

m

A n,SIGB(n,m,IDA) B
~_ipnm,irA)

SIG o(m,n,IDp)

The alternative scenarios -y; and -2 both get discarded by the signature axiom. Now A authenticates
with B in the same way as in the Challenge-Response with signature and identities. Moreover, B also

authenticates with A on the arrival of second message and sent of third message as follows

~y < 0Opg qA,r,{n,SIGB(n,m,IDA)},B and ~ < 0Opg qA,s,SIGB(m,n,IDB),B
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That is after the challenge response with digital signature and identities, agent B knows that agent A

received the second message and it was indeed A who sent him the third message.

5.8 Derived Properties of Suspicion and Knowledge

In our setting, suspicions are quantale homomorphisms: they are join and composition preserving.
Composition is also join preserving. All of these are order preserving. These relations enable us
to put together simple protocols by composition and non-deterministic choice and build new more
complicated protocols. We can then derive interesting properties for the suspicions of agents about
these new protocols. Moreover, we can compare different agents’ suspicions about one protocols, and
suspicions of one agent about different protocols. Consequently, we can reason about and compare
knowledge of agents about composition and choice of protocols. The following are examples of these

derived properties:

e Composition of protocols and suspicion
If after protocol v agent A suspects that action ¢ has happened, and after protocol 3 he suspects
that action ¢’ has happened, then after the composition of protocols « and 3 he suspects the

composition of his previous suspicions g e ¢’.
fala) <q and fa(B) <q implies fa(aef)<qeq

e Composition of protocols and knowledge (1)
If we apply the suspicion-knowledge adjunction to the above property, we get an equivalent one
for knowledge, which says if after protocol o agent A knows that ¢ and after protocol 3 he
knows that ¢, then after the composition of these two protocols he knows the compositions of

his knowledge:

a<Osq and B<Oaq implis aef<D4(geq)

e Composition of protocols and knowledge (2)
The same assumptions lead to another property for knowledge, by simply composing the two

sides of the inequalities
a<Osaq and B<0Osq implies e < (0aq)e(0aq)

which is not equal to the previous one since knowledge does not necessarily preserve composition

(it only preserves meet)
Oa(ged)# (Oaq)e(0ad)
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e Choice of protocols and suspicion
If after o agent A suspects that ¢ and after 3 he suspects that ¢/, then after the choice of « and 3

he suspects either of his previous suspicions
fale) <q and fa(B) <q' implies fa(aVpB)<qVd

e Choice of protocols and knowledge (1)

Applying adjunction to the above property gives us an equivalent property for knowledge:

a<O4q and B<0O4q implies aVpB<0O4(qVq)

e Choice of protocols and knowledge (2)
Same as with composition, we get another property for knowledge and choice by simply taking

the choice of two sides:
a<O4q and F<0O4q¢ implies aV @< (0aq)V(Oaq)

which is, as before, not equal to the previous property.

e Comparing knowledge of different agents about the same protocol

If agent B has more suspicions about « than A, then A has more knowledge than B after «
fala) < fp(a) and a<Opggq then «a<0Oyq

That is, everything that B knows after «, for example ¢, agent A knows too, but perhaps A
knows more. This encodes the fact that the more you suspect, the less you know! By applying

the adjunction, we get an equivalent property for suspicion.

e Comparing knowledge of one agent about different protocols

If agent A has more suspicions about § than about «, then A’s knowledge less 3 than about

fala) < fa(B) and f<0O4q then a<0O4ygq

Similarly, this says that everything that A knows after protocol 3, for example ¢, he knows after

protocol «, and perhaps he knows more after a. The suspicion equivalent can easily be derived.

Note that since suspicion is join-preserving, its adjoint, that is, knowledge will be meet preserving:
DA(gANq)=84aqANBaq

In a propositional setting meet is read as conjunction, but in a program setting it does not have an

intuitive reading. The knowledge operator may provide us with an intuition: we can read O4 (¢ A ¢)
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as agent A knows both actions ¢ and ¢’ are happening (or have happened), but is not sure about the
order of the happening. Here we are using the ambiguity of context to give a propositional meaning to
the knowledge about actions and use it to read the conjunction in a propositional way where the order
matters. The other side of the equality 04 ¢ A O4 ¢’ can be read easier: agent A knows that action ¢
has happened, and he also knows that action ¢’ has happened. We can then use order properties of meet

and derive properties for meet of knowledge. For example

e Conjunction of knowledge
If after o agent A knows that actions ¢ has happened and he also knows that action ¢’ has

happened, then he knows both of them have happened

a<Oyq and a<Oyq¢ then a<Oy(qgAq)

5.9 Future Work

Nested Knowledge We have shown above that after adding identities to our challenge response pro-
tocol with signatures, the challenger A knows that the responder B has received the first message and
has intended his message (the second message of the protocols) for A. The responder, on the contrary,
has no knowledge about his challenger, that is he does not if A was the real sender of the first message,
and that he received the second message. All the responder knows is his suspicions about the protocol,
that is

o <0Op fp(a’)

It is easily seen that this inequality holds, since by adjunction it is equivalent to the following

() < fp(d)

In this section we are interested in calculating the nested knowledge of the agents, that is what does
B know about the knowledge of A. In particular does he know that A knows that he received the first
message and sent the second one, that is do the following hold

o < OpOyu qB,r,m,A and o < OpgOyu qB,s7SIG’B(m,IDA),A
Consider the first inequality, which is by adjunction equivalent to
fe(d) <Oy qPrmA
which is itself, again by adjunction, equivalent to

fa(fp(@)) < gPrimA
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So calculating the nested knowledge of B about A is equivalent to calculating the nested suspicions of

A about B. We do this calculation as follows:

Falfs(@)) = fa (fB(qA,s,m,B o gBrmA qB,s,SIGB(m,IDA),A o qA,r,SIGB(m,IDA),B))

< fA(fB<qA,s,m,B)> ° fA(qB,T,m,A) ° fA(qB,s,SIGB(m,IDA),A)

.fA(fB(qu,SIGB(m,IDA),B))

So far we have only assigned suspicions to the actions of the honest agents. But in order to calculate
this composition we also have to assign f4’s to the actions of the intruder. For example we have to

decide about the following:
fA(qC,r,m’,A) and fA(qC’S’m’B)

Since we have assumed that there is only one intruder in the system, A has no uncertainties about the

receive actions of the intruder, that is

fA (qC,r,m’,A) _ qC,r,m’,A

But he suspects for example three possibilities about the send actions are

fA(qC,s,m,B) _ qC,s,m,B V qC,s,m’,B Va!

After assigning suspicions to all the intruder actions involved in the above expression, we have to
analyze a considerable amount of disjuncts. In fact the number is so large that any thought of even
starting the calculation without automation seems infeasible. So in order to be able to perform an exact

analysis of the nested knowledge, we need to automize the reasoning.

On the other hand, calculating the nested knowledge of A about B, that is
o/ <040p fp(d)
is easier, this is because the above inequality is equivalent to

fB(fa(@)) < fe(a’)

and we have done a perfect analysis of f4(a’) before, in which we discarded 17 cases of the 19 disjuncts

and had to deal with only 2 cases other than reality. So we have the following

fe(fald)) < (e v ag Vo) = fB() V fB(ab) V fB(07) £ fB(d)
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So agent A does not know agent B’s suspicions, that is

fe(fae”) £ fB(a') = o £00BfB(d)

We now know what A does not know, but what about the things that he knows? We can show that A

knows that B is uncertain about the first message
o < DADB(QA,s,m,B V; qA,s,m’,B V qA,s,m,C V. qA,s7m’,C)

and also that A knows that B knows that he received the second message

o < O40p qB,r,m,A

Agent A has these pieces of nested knowledge because he has refined suspicions that lead to his ac-
quiring some knowledge. But agent B was not able to do any refinement on his suspicions in the CR
with two messages and as a result calculating his nested knowledge involves checking many cases. In

the CR with three messages and identities v/, agent B also refines his suspicions and we can show that

B,r,m,A B,s,{n,SIGp(n,m,IDA)},A

7 <0OpOagq also 4/ <OpOyuq
Another form of nested knowledge, is the nested knowledge of the intruder, that is calculating knowl-
edge of C about the knowledge of the other two honest agents. But this can be easily calculated since
we have only dealt with clear text messages. So the intruder does not have any suspicions and f¢ is

identity on all the messages and as a result he knows everything that each agent knows, for example
o < OcOu qB,s,SIGB(m),A and o < DCDAqB,r,m,A

But the situation changes if cipher texts are used, in which case C' does not know the content of the
messages that are encrypted in keys that he does not have. This constitutes future work and will be

discussed in another point below.

Conditional Knowledge As it stands, in the CR with two messages «’, agent B does not know that A
actually knows that he received the first message and sent the second message to A. But if he knows that
A received his second message as it was sent, then he, exactly like A, discards his suspicions. That is if
he knows that A received the second message, he knows that A knows that he received the first message
and so on. We can express this using the adjoints (residuals) to sequential composition: as discussed in
the chapter on the algebra, sequential composition is join-preserving and non-commutative, thus it has

two adjoints presented in chapter two.
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Here we use the first residual to express B’s conditional knowledge:
o < Op fA(a/)/DB qA,T,SIG’B(m),B

which is equivalent to
Oé/. Op qA,T,SIGB(m),B < Op fA(a/)

equivalent to
fB(O/) ° qAJ‘,SIGB(m),B < fA(O/)

Enriching the setting so that these sort of inequalities can be proven in it constitutes further work. For

example, we have to add axioms to discard the following invalid sequences of messages

Arm’.B ° Ar,SIGg(m),B _ I

q q

We also need to add axioms to discard repetition of factual messages, for example

Ar,SIGg(m),B ° Ar,SIGg(m),B <

q < qA,r,SIGB(m),B

q

Lack of Knowledge . Another interesting thing we can express using residuals is lack of knowledge.
We can define two kinds of negations (using each residual) for actions, for example by using the right
residual we can define a right negation as -q = 1 /q. We can then express that it is impossible for A

to know if B received his message right after he sent it

A,s,m,B o  B,rm,A < -0y qB,r,m,A

q q

for which we have to show

A,s,m,B B,r,m,A B,rm,A _ L

q °q ellsq

In order to prove this we need the axiom about repetition of factual messages. The rest goes by noting
that f4(L) = L, taking f4 on both sides, and recalling that f4(0,4 ¢B74) < ¢BrmA,

Contents of messages So far in this chapter, we have showed how one can reason about knowledge
of agents about actions in a security protocol. Each action has a propositional content, about which
the agents also have knowledge. For example when B receives a message, he gets to know its content.
Reasoning about the propositional knowledge is done in the module where we use the dynamic modal-
ity, exactly in the same lines as for the muddy children puzzle. For example, if the initial situation is
encoded in a proposition sg € M we have to prove the following inequality to show that after receiving
a message, B knows its content

B,r,m,A]

so < [q Opm
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On the other hand, after A sends his message to B, we do not have that B knows the content, since C

might have stopped or changed it, that is
S0 % A ,8,M B DB m
Moreover, agent A is aware of this:
S0 f AsmB DA Ogm

In this setting we can prove that after a protocol with only one message, agent B knows the content of

the message he has received, that is

A,s,m,B B,T,m,A]

so < [¢™*™7 e g Upm

but A is not aware of it

S0 ﬁ AsmB Br,m,A]DADBm

The proofs of these cases are derivable from the proofs of the single action cases. For example, we

have the following claim:
If Sg < [qB’r’m’A]DB m  then sp < [qusm%B ° qB’T’m’A}DB m

To prove this claim we start from our unifying axiom on the quantale

A,s,m,B ° A,r,m,A < qB,r,m,A

q q

now we update the initial situation on both sides and we get
S0 (qA,s,m,B o qA,r,m,A) <
we then apply fp to both sides
Fa(so- (g2 0 gA774)) < fir(sg. B0
but the right hand side is less than m by our if part of the claim

fB(SO .qB,r,m,A) <m

so we have
fB(SO ) (qA,s,m,B ° qA,r,m,A)) <m
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which is equivalent to the then part of our claim

A,s,m,B ° B,r,m,A]

s0 < [q q Opm

and we are done. So all that needs to be done is to encode the propositional part of each security
protocol in our module so that we can prove propositional knowledge of agents, that is for example
the if part of the claim. For this we have to analyze the initial situation sy and assign propositional
appearances to it for each agent, that is f5(so) and f4(sp). We also have to assign kernel to each of
our actions. In fact, the kernel of the send and its corresponding receive will be the same, since they

have the same propositional content.

Secrecy So far we have only considered messages in clear text and did not use encryption. This means

that each agent, when he receives the message, will know its content and this includes the intruder. This

knowledge is included in the knowledge of actions, that is we have shown how to prove the following
qC,r,m,A < O¢ qC’,T,m,A

which says that after the intruder C' receives a messages containing m in A’s name, he will know he

has received this message with all the particulars. This should result in the derivation of the following

propositional knowledge on the module

C,r,m,A] 0

so < [q cm

But when the messages are encrypted, things are not the same. We denote by {m}x an encrypted
proposition m in the key K. Suppose that the key is only known by A and B and not by C'. So we have

the following inequality for B
qC,r,{m}K,A < Op qC’,r,{m}K,A

but C will not get to know the decrypted content, that is
so £ [qc’r’{m}K’A]DC m
and we only have that C' knows the encrypted and not the real content
so < [¢@m ™00 {m} ke

which does not imply that C' also knows the real content. The situation is different for A and B, for

example we have the following for agent B

B,r,{m}K,A]

so < [q Opm
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Adding secrecy, reduces the powers of the intruder: he is not anymore the agent who knows everything.
Encoding secrecy constitutes future work, we have to encode the initial assumptions in such a way the

we can derive the above properties.
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Chapter 6

Algebraic Representation of Kripke

Semantics

The usual semantics for epistemic logic is the relational or Kripke models that encode the appearances
as accessibility relations on a set of states that stand for possible worlds for agents and calculate knowl-
edge set-theoretically. These models have been extended by Baltag Moss and Solecki [10] to model
communication actions and their effects on the knowledge of agents. The syntax of their logic DEL, has
been discussed in chapter three. In this chapter we explain the Kripke semantics of DEL and show how
it can be recasted and represented in our order-theoretic semantics of Epistemic Systems, presented in
chapter two. The novelty of DEL is that it models actions as states as Kripke models and then formal-
izes the effect of an action on knowledge by forming the (partial) product of the two structures. Our
theorem shows that models of DEL are instances or concrete versions of models of IDEAL. We start
with defining Kripke models for states and actions and the product of the two. Examples will be pre-
sented along the way to make the understanding of concepts easier. We then abstract over these Kripke
models and build abstract DEL models in order to state our theorem. The proofs are straightforward
and follow from the way we abstract the state and action models. This means that any valid formula
in a model of DEL is valid in its corresponding order structure built by our theorem and also the other
way around. Although there exist dualities [28, 49] between Kripke models of epistemic logic and
order-theoretic structures, for instances boolean algebras with operators are algebraic models of classi-
cal modal logic [51, 50], nothing similar has been done for the setting of DEL. The other direction of

the construction of this chapter, mentioned in the joint work [8] is the first of its kind.

6.1 Kripke Models

For a set of facts ® and a finite set of agents A, a Kripke state model is a triple

A
S= (Sa - 7“)146./4
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where S is the set of states, AL is the accessibility relation for each agent A € A, that is
A csxs,
and p is the valuation map defined as follows
S —Po),
that encodes the following satisfaction relation
sEo¢ iff ¢epu(s).

The “facts” ¢ € & are simple, objectives features of the world (“objective” in the sense of non-
epistemic, i.e. independent of the agents’ knowledge or believes), and the valuation maps tell us what

facts hold in a given state s € S.
Example. Consider a coin-toss scenario where in front of two agents A and B, a referee C' throws a

coin and covers it. So non of the agents including C' himself know on which face the coin has landed.

This scenario can be modeled by the following Kripke structure

D)

A,B,C A,B,C

(Toss)

In this model we have two states, one in which the coin lands heads up denoted as s, and another
in which the coin lands tails, denoted by ¢. So the set of states is S = {s, t}. The accessibility relation
for A tells us if s is the real world, agent A considers the worlds s and ¢ as possible, because he does

not know on which face the coin has landed. So the set of accessibility relation for agent A is

A

- = {(87 3)7 (S,t), (t7t)7 (t’ S)}

and similarly for agents B and C, that is

B, _ <, ={(s,9),(s,t),(t,t), (t, )}

The set of facts is { H,T'}, where H is the fact that the coin is heads and 7T is the fact that the coin is
tails. The valuations are as follows
sEH and tET

or in y terms:
p(s) ={H} and p(t)=A{T}
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This says that each state satisfies its corresponding facts.

Repackaging of Accessibility Relations Each accessibility relation can be repackaged as (or lifted

t) a map from the set of states to the power set of states as follows
A
fa:S—=P(S) s fa(s):={teS|s—t},

which corresponds to our algebraic appearance map of an agent A. The significance of the appearance
maps is as follows: if ¢ € f4(s) then, whenever agent A is in state s he considers state ¢ as a ‘possible
world’. In other words, if the actual state of the system is s, agent A thinks ¢ may be the actual state.

For example in our coin-toss model above we have

fa(s)={s,t} and fa(t) = {s 1}

and similarly for B and C.
As another example consider a case in which agents B and C' can see the face of the coin, but agent
A cannot see it (although he knows that the others see it), so he is still uncertain if the coin is heads or

tails. This scenario is depicted in the following Kripke model called PToss:

(Dl

A,B,C A,B,C

(PToss)

In this case only agent A is uncertain about the face of the coins and thus has several arrows between

states, that is
fa(s) = fa(') = {s', 1}
whereas agents B and C' have only one arrow in each state, that is
fo(s") = fe(s) ={s'} and fp(t') = fo(t') = {t'}
This means that if the coin is heads up, B and C know it and similarly for tails up.

Epistemic Propositions We continue the repackaging by defining a new notion of proposition:

Definition 6.1.1 An epistemic proposition P over a state model S is a subset P of S, containing all

the states at which the proposition is ‘true’.

We have to show how our valuations and appearance maps extend to this new notion of proposition.

The maps p and f4 of the state model are extended to elements of P as follows

fa(P) = J{fa(s) | s € Py € P(S) u(P) = [{uls) | s € P} € P(®)
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Since epistemic propositions are just subsets of the set of states, appearance maps can be extend to them
point wisely, . So in order to calculate the appearance map of a set of states, we take the union of the
appearance maps of each element. For the valuations, we first form the set of 1 maps of each element
and then take the intersection of these sets. We use intersection and not union in defining (P) since a
fact is entailed by an epistemic proposition when it holds at all the states of the proposition. This will
become clear by our example below. This is called a contravariant passage from P(S) to P(®), that
is the p is order reversing. In other words, the actual algebra of facts is P (®)°P, that is, the complete

boolean algebra P(®) where the order is reversed i.e.

61 <P ¢y & P12 o

While facts are simple and non-epistemic, and thus cannot be altered by epistemic actions (as explained
in chapter two), epistemic propositions can express complex features of the world, which may depend
on the agents’ knowledge (and so can be changed by epistemic actions). Facts can also be repackaged

as epistemic propositions, each fact ¢ € ® corresponds to an epistemic proposition as follows

Py:={seS|¢ecu(s)},

saying that the fact holds in these state.
In the Toss model, H and 7" are facts expressing the heads up or tails up of the coin. The epistemic
propositions that correspond to these facts are the states in which the fact holds, that is Py = {s} and

Pp = {t}. The epistemic propositions are

0, {s}{t}, {s,t} < {s,t}.

Where () is the falsum (i.e. the trivially false epistemic proposition over S), and the set S = {s,t¢}
is the true proposition or a tautology. The appearance map of the falsum to any agent is itself, that is
fa(0) = 0. The appearance and p maps of the singleton sets {s} and {¢} are the same as their single

states, that is
fa({s}) = fa(s)  and  p({s}) = u(s)

The interesting case here is the epistemic proposition {s, ¢}. Its appearance is

fa({s;t}) = fa(s) U fa(t) = {s,t} U{s, 1} = {s, 1}

and it valuation map is
p({s,t}) = p(s) N p(t) ={H} N{T} =0

this means that there is no fact in our model which is true at both states s and ¢, if we had taken the
union in our passage, we would get the set { H,T'} as result, which would be wrong since it would

mean both heads and tails are true in proposition {s, ¢}, something we do not want.
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Given a state model, an epistemic proposition over a it can be depicted by double-circling the in-
cluded states, hence the double-circled states in the following state models represent the four epistemic

propositions of Toss as follows

@ A’B’ 7B7 @ @ A’B’ A’B’
N, NG X
A,B,C A,B,C A,B,C A,B,C A,B,C A,B,C

A,B,C B, A,B,C

When a proposition P has exactly one state s € P (i.e. P = {s} is a singleton), we can use systematic

ambiguity, identifying the proposition with the state and writing e.g. s instead of {s}.

6.2 Action Models

Given a state model S, an action model over S is a triple

A
Z - (Ea _— 7/’[’)
which is similar to a state model except that we think of the elements of X as possible actions instead

of possible states and the valuation map defined as follows
p: X —P(S),

assigns to each action o a precondition, i.e. a proposition (o) defining the domain of applicability of
o, that is

action o can happen in a state s iff s € p(o)

e.g. a truthful announcement of a proposition can only happen in those states where that proposition
holds. Note that since P(S) is boolean we can equivalently consider the states at which the action

cannot take place , denoted as
Ker(o):= S\ (o) foreach oeX.

The accessibility relations are as before, for example o A, o says that if action oy is happening in
the real world, agent A thinks, or it appears to him that action o is happening.

As an example, we introduce an action model over Toss. After catching the coin in his hand, the
referee might secretly take a peek at the coin before covering it while nobody notices this. The action

model for this cheating is depicted as

%AB@\
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where o is the ‘cheating’ action and 7 is the action in which ‘nothing happens’. If we assume that in
action o the coin has landed heads, its precondition is the states in the state model Toss where the fact
H holds, that is

p(o) = {s}

We can also make a more precise action model to express that when the referee takes a peek, the coin

can be either heads or tails. This action model is depicted as follows:

AB D A,B,C
N\,
e A,B
GDL
We have replaced the single action o by two actions oy and o where p(ogy) = {s} and p(or) = {t},

specifying what the referee saw when he took a peek.

Epistemic Programs The accessibility relations are repackaged as appearance maps in exactly the
same way as in state models. We define a notion of epistemic program in the same lines as for epistemic

propositions as follows:

Definition 6.2.1 An epistemic program 7 over an action model 3 is a subset 7 of 3.

The i and f4 maps are both extended to these subsets point wisely

p(m) = J{uo) | o em} € P(S) and  fa(m):=|J{falo) |o€n}eP().

The union in the definition of 1 maps for programs says that an epistemic program is applicable where
at least one of its actions is applicable. If we had that the applicability for all of its actions, then the
passage would be, like for the valuations of epistemic propositions, contravariant. But the covariant
passage of precondition, makes the K er map follow contravariantly, since it is the boolean negation of
precondition i.e. Ker(m) =S\ pu(m). That is we will have

Ker(m) :=({Ker(o) | o € 7} € P(S)

Note that we can have the notion of an empty program () which stands for the impossible program, that

is a program that can never be performed, so its kernel is the set of all the states in our state model:
Ker(0) =S  anddually  u(0)=0

We also have the notion of a program in which nothing happens, that is our 7 in the coin-toss example.

This program can be performed everywhere since it does not do any thing and thus does not need any
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precondition, so its kernel is the empty set:
Ker(t) =1 and dually  pu(r) =S

Similar to epistemic propositions, we depict a program over an action model by double-circling the

including actions of that program. Hence the picture of the program m = {o 7, o7} over X is

A’*B>:> A,B,C
ﬂc AB
@e

We also have the notion of a deterministic program, that is a program that contains only one action,

for example m = {o}. Asin the case of states and propositions, we use systematic ambiguity to identify

these programs with their unique underlying action, so we write o instead of {o}.

6.3 Epistemic Update

So far we have introduced state models for propositions and action models for programs. Programs
act on propositions and thus affect their truth value. In this section we formalize this notion via an

operation on the state and action models.

Given a state model S and an action model X over S we define their update product S ® 3 to be a new

state model with the following set of states

S®X:= U,u(a)x{o}

oeX

This means that we take the cartesian product of the actions with states in which the precondition of

action holds. This can also be defined as follows
S@Y:={(s,0)|s€ S, ceX, sculo)}
which expresses that update is a partial cartesian product between the set of states and the set of action;
S®YCISXE

It is partial since we through away the pairs (s,0) € S x X where the state does not satisfy the

precondition of the action s ¢ (o), so we have (s,0) ¢ S ® X.

The appearance maps are extended to these pairs point wisely, that is as follows
foreach (s,0) € S® %, fa(s,0):= (fa(s) x fa(o)) N (S®@X)

148



This says that for each pair in the updated state model, we connect it to the pairs whose states were
connected to the state in the state model and whose actions were connected to the action in the action
model, of course only if the resulting pair is included in the set S ® 3. This can be equivalently defined

fa(s,o) ={(s',0") | (s',0") e S® X, s € fa(s), o’ € fa(o)}

Hence the appearance map of a pair is also a partial cartesian product of the sets of appearances of the

state and that of the action:

fa(s,0) C fa(s) x fa(o)

The valuations maps remain the same in the updated model

(s, 0) = p(s),

that is if a state state s had the valuation p(s), then if it remains in the updated model, it will still have
the same valuation.

In our example, after the cheating action o7y where the coin has lied Heads up, A and B do not
know the face of the coin. But since C' took a peek, he knows the face of the coin! We want to show this
by showing the effect of the cheating on the original state model, that is by updating the state model

with the action model of cheating. So we form the update product of the two models Toss and o7, that

G « Gy

A,B,C A,B,C A,B,C

18

The Cartesian product of the set of states of the state model and the set of actions of the action model is

Toss X o = {(SaUH)a (877_)? (tv UH)> (th)}

from which the pair (¢,0) gets eliminated since ¢ does not satisfy the precondition of oy, that is
t ¢ u(og). So we have
Toss @ o = {(s,0m), (s, 7), (t,7)}

Note that the action 7 can be applied anywhere, that is any proposition satisfies its preconditions. The
appearance maps are extended to this pair point wisely, that is since s —— s in Toss and og —— T

in o g, we have that

(s,0m) — = (5,7)

and similarly for other pairs, another example would be

A A A
s—t and oy —— 7 thus (s,og) — (t,7)
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Other arrows are obtained in exactly the same way. The valuations remain the same, that is

p(s,om) = p(s,7) =p(s) and p(t,7) = p(t)

The resulting Kripke model of this update is pictured as follows

Q

)

A,B,C A,B,C

We see that in this model there are no uncertainty arrows for agent C' from the real state (s, o ): the
only possible state for C is the same state. So in this model agent C' is no more uncertain about the face
of the coin, he knows it is heads. This is reflected in the valuation of the real state u(s,on) = {H}.
But agents A and B are still uncertain: they arrow to both states (s, 7) and (¢, 7): in the first one the
coin is heads p(s,7) = {H}, and in the second it is tails u(¢,7) = {T'}. Note that agents A and
B think that agent C' is also uncertain about the face of the coin, since they do not know about the
cheating, that is why we have uncertainty arrows for C' in the states that are accessible from the real
states for A and B.

Epistemic Propositions Updated by Epistemic Programs We have defined the update of an action
model with a state model, we now extend it to update between epistemic programs and epistemic

propositions as follows:

Definition 6.3.1 We define the update product of an epistemic proposition P over S and an epistemic

program 7 over X as the epistemic proposition
P@m:= U(,u(a)ﬂP) x{o} C Pxm over S® X.

oem

This is a point wise extension, or restriction since here we have subsets of the original set of states and
actions, of the update of the state and action models. One way to obtain P ® 7 is to update the state
model with the action model, but only consider the states in proposition P and the actions in program

7. One can also first update the whole models and then reduce it to the subsets of states and actions.

It can be seen that an update results in the empty sets when none of the propositions on which we

want to do the update, satisfy the precondition of the program, that is

if Pomr=0 then PNpu(r)=10
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where () is the falsum (i.e. the trivially false epistemic proposition over S).

6.4 Modalities

So far we have defined state and action models and propositions and programs over them. Since
propositions and programs are sets, we can operate on them via the usual set theoretic operations
of union and intersection. We have also defined the update of a proposition by a program via the set
theoretic notion of a partial cartesian product. In this section we define two more operations: epistemic
and dynamic modalities, these are also defined set-theoretically but stand for more abstract categorical
operations of adjunction. The epistemic modality is usually defined by de Morgan dualities and using
accessibility relations of a Kripke model. We show that our repackaging leads to the definition of
epistemic modality as the right adjoint to the appearance maps (repackaging of accessibility relations).
The dynamic modality, on the other hand, is known to arise from adjunction [47, 45], and we show how

in our setting it arises from epistemic update.

Epistemic Modality We define the epistemic modality for each agent A € A as the unary connective

which assigns to proposition P C S over S another proposition as follows

Definition 6.4.1 The epistemic modality O 4 P is the knowledge of an agent about the proposition P
defined as
O4P:={s€ S| fa(s) C P} over S.

We read [J4 P as ‘agent A knows or believes P’!. So the states in which agent A knows that
proposition P holds, that is O 4 P, are the states that access the states of P, or in other words, all the
states that access P (all the states in which P holds). So if for all ¢ accessible from s we have t € P,
then we also have thatt € O 4 P:

fa(s)C P iff seOyP

In other words agent A knows the common part of all his appearances, if a state is in all his appear-
ances, then he knows it. We can say that appearances correspond to uncertainty and possibility, where
knowledge, being the common part of all appearances, corresponds to certainty and necessity. An agent
knows a proposition if it is consistently part of all his appearances. This relation is exactly the categor-
ical notion of adjunction: it says that appearances and knowledge form and adjoint pair (f4, d4), and
that moreover knowledge is the right adjoint to appearance, that is f4 < O 4. This is is equivalent to
say the following
fa(P)CQ iff PCOxQ

!Taking either ‘knows’ or ‘believes’ depends on the context.
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which can easily be seen from our definition of knowledge above:
te O P iff fa(t)eP

Dynamic Modality We define the dynamic modality for each epistemic program 7 over X as the

unary connective which assigns to proposition P C S over S another proposition.

Definition 6.4.2 The dynamic modality [r]P is read as ‘after doing program 7, proposition P holds’

and is defined as follows

[7]P := {sGS’{s}@wgP}:U{QGP(S)‘Q@ﬂgP} over S.

The states in which after 7, proposition P holds, are the states that when updated with program T,

will satisfy P, that is if s ® 7 is in P then it is also in [7] P:
if {s}@mCP then se&[r]P andvice versa

So if we put all such states in a set, that is take the union of all of them, we have the proposition [7]P.
In this sense, the proposition || P is the set of all the states on which you can do 7 and after that P
will become true. This says that dynamic modality forms an adjoint pair with update (— ® , [7]—)

and that it is the right adjoint of update — ® 7 = [7]—. This is equivalent to the following
QerCP iff QCI[rlP

which can easily be derived from our definition of dynamic modality. The dynamic modality [7]P
is also referred to as weakest precondition for a program 7 in literature [47], it is the union of all
the propositions that should be true before 7 so that P is true afterwards. In this sense the updated
proposition P ® 7 provides the strongest postcondition for P with respect to program 7: for each state

in P ®  the proposition P holds before running the 7.

6.5 Operations on Action Models

Union and intersection of sets of states in a state model corresponds to logical disjunction and con-
junction of epistemic programs defined over that state model. However, only union makes sense in the
context of programs. We can of course form the intersection of a sub set of actions, but program wise
it would not correspond to a meaningful program operations based on its subset programs. Natural
operations on programs are choice of two programs and also sequential composition of them. In this

section we show how these two connectives can be defined in our setting.
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Non-Deterministic Choice We first introduce the notion of non-determinism on epistemic programs
using the inclusion between the two: whenever a program is a subset of another one m; C 7y then the
bigger program 79 is obtained from the smaller one 7; by increasing non-determinism. So we have the
following

m ={01,02} stands for “either action o; or action o9 takes place” .

That is for example program 71 has only one state but 5 has two states, one of them he shares with 71 :
m = {01} C {o1,02} =7

so we say that since m has more states, it can perform either of them, and so it is firstly non-
deterministic and also more non-deterministic than m, since in this example 7; only has one state

and is very deterministic. We can also have inclusions like the following
my ={01,02} C {01,02,03} =73

where 7o is more deterministic than 73, since 73 has three states either of which can be performed,
where as 75 has two.

In our example where the referee took a peek, pictured below

A,B
() ame
= A,B
c
we have three actions o7, o and 7 and the epistemic program {o 7, o} stands for the non-deterministic

action o, which says that what the referee sees after taking a peek, can be heads o or tails o, either

can happen and it is not the referee that controls it.

Definition 6.5.1 We define the non-deterministic choice of two epistemic programs Y1 and Yo over S

of two action models >; and X5 as the union of them
Y1 UXs

It means either do >; or do 5. The set of states of this program is the union of the set of states of
331 and X5. The appearance maps of the union is the union of appearance maps and the precondition of

the unions is also the union of preconditions.
Sequential Composition Another natural operation on programs is the sequential composition of

them. This cannot be defined as easy as the choice, we have to form the cartesian product of the two

programs that are sequentially composing, and build a new action model for the composition.
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Definition 6.5.2 The sequential composition >.; @ Y9 over S of two action models 337 and >3 both over
S means ‘first do Y1 and then do X5’ and is defined as

YieX0:=%1 xXy falo1,02) := falo1) X fa(o2) w(o1,09) := u(or) N lo1]u(os).

This construction is very similar to the update of an action model and a state model, the first
difference is that there we had partial cartesian product, here we have the full product set. This means
that we assume any program can be sequentially composed with another program, although when
updating, the composed program might not go through. This is because of the other difference, which
is about calculating the precondition of the composition. The precondition of the composition of two
actions, is the intersection of the precondition of the first one and the weakest precondition that should
be true before the second one so that the precondition of the second one becomes true afterwards. So if
the first action can be performed on a state, but it results in a state that does not satisfy the precondition
of the second action, then the composition can not go through, although its first action was successful.
This says that a composition only goes through if firstly, the first action can go through and secondly,

the resulting states of the first update satisfy the precondition of the second action.

As an example consider the sequential composition of the taking a peek (discussed before) and
an announcements of heads. So the referee C, first takes a peek and sees that for example the coin is
heads, and then announces the result publicly to every one. The action model for the announcement has

just one state call it o/, which is accessible to all the agents (the action is public) and its precondition is

We want to compose this with the action of taking a peek, that is we want to form the following

i@j ABC e A,B,C
()

C

heads H. It is pictured as follows

sequential composition

If we call the first action model ¥; and the second one X5, the set of the states of the result action
model is
Y1 %X g = {(oy,0"),(r,0")}

The appearance map of agent A on the state (o7, 0’) is calculated as follows
falom,o') = falon) x fa(o') = {r} x {0’} = {(r,0")}
which is also equal to fg (o, 0’). The appearance of C' on this state is
felon,0") = folon) x folo') = {on} x {0’} = {(on, o)}
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In the same way the appearance of the three of them of the second state (7, 0") is

fA(Ta OJ) = fB(T> OJ) = fC(7-7 OJ) = {(Tv UI)}

The model of the composition is pictured as follows

AB_ >A,B,C’
N

c

The preconditions for the first state is calculated as follows

wlow,o') = plon) Nloglu(c’) = {H}N{H} = {H}

since in order for oz to perform, the coin should be heads, which is the same as the precondition of the

announcement of heads in ¢’. For the second state we have

p(r,0") = p(r) N [rlu(e’) = {H, T} n{H} = {H}

Note that if for example 7" was announced in ¢’, then we had p(7, 0’) = (), which means the composi-
tion could not go through and update our state model.
We define the sequential composition of the epistemic programs, or the subsets of our actions as

follows

Definition 6.5.3 We define the sequential composition of two epistemic programs mw, over X1 and o

over Y9 as the epistemic proposition 71 @ mg := T X T2 OVer X1 @ Xo.

Before proceedings to state our theorem, we need to construct an action model from the action that
does nothing, that is 7. We need this since we want to (later) close our action models under sequential

composition.

The action model over a state model S is a 7 model iff

T={7} pr =8 fa(r) ={r}.

Notice the use of systematic ambiguity: we denoted with the same name 7 both the program 7 and its
only action. It is easy to see that this action is a unit, up to isomorphism, both for update product and
sequential composition, that is

PR1T=2P and mwerT =1
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6.6 The Theorem

We have introduced and repackaged DEL and its set-theoretic constructions in a way that enables us to
talk about it in an order-theoretic system. Our main repackaging was the repackaging of accessibility
relations of a Kripke structure as a subset of the set of states, rather than a relation on it. This helped
us to bring together all the states accessible to a state in one set, rather having to browse through the
relation. In the same lines, we have considered subsets of set of states of a model (state of action) as our
main elements (propositions and programs) and showed how operations of DEL, and most importantly
update, can be defined in terms of these subsets. This repackaging enabled us to define our epistemic
and dynamic modalities as categorical adjoints, defined accordingly in terms of appearances and update,
which also enabled us to provide each modality with a set of answers, rather than having to check all
the accessibility relations each time we need to know a modal proposition is true. In this section we
show, how these repackagings help us to define an order-theoretic model for DEL, to which we refer to
as concrete epistemic systems, which are variants (more restricted) of epistemic systems, since concrete
epistemic systems are based on completely atomistic boolean algebras where as epistemic systems are

based on sup-lattices, .

Concrete epistemic systems and DEL Models Given a state model S and an action model >, we
want to build a larger model to reason about knowledge of agents about all the states and actions,
including their updates and sequential composition and choice. This larger model should contain all
the proposition on the state model and all the programs of the action model, which means all the
subsets of the states and actions, obtained by taking the power set of the states and action. But it should
also contain the resulting states of any operation that can be done on them, for example the updated
propositions and sequentially composed programs. So before taking the power set of our state and
action model, we have to close them under update product and sequential composition, and also add

the unit of composition, that is our 7 model, to the action model. This model is defined below

Definition 6.6.1 A DEL model is a pair (S, ¥) where S is a state model and X is an action model over
SsuchthatT € 3, (S®X) C Sand (XeX) C 3.

Now we have all the propositions and programs, including updated ones, we form the power sets of each
element, which is a complete lattice but has more properties, This will be our concrete order-theoretic

model. It is defined as follows:

Definition 6.6.2 Given a DEL model (S, X), a concrete epistemic system is the following triple
(P(S)> P(E)a {fA}AG.A) .

The Theorem and its Proof Note that the concrete epistemic system pair goes equipped with valu-

ation p, appearance maps { f4 } ac4 and all other operations of the DEL model extended to P(S) and
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P(X) as we repackaged above. With all these operations, it is easy to show that a concrete model is
actually a pair quantale and its right module endowed with appearance endomorphisms. The power
sets form complete lattices, so both P(S) and P(X) are sup-lattices. The joins are the unions in each
power set, on the propositions and also on the programs. The power set of programs P (%) has a mul-
tiplication, which is the sequential composition of the epistemic programs as defined above. It follows
from our construction that this multiplication preserves unions, this is because sequential composition
is a cartesian product, which preserve unions. The unit of multiplication is our 7 program that does
nothing. So (P(X), C,U, e, 7) forms a quantale. The action of the quantale on the module is our epis-
temic update, it preserves unions since it is also a (partial) cartesian product. We state and prove some

lemmas before proving the main theorem.

Lemma 6.6.3 The following are true:

i. Epistemic programs P(X) with | as \/, sequential composition as e and T as 1 form a quantale.

ii. Epistemic propositions P(S) with | J as \/ and update product as @ form a right P(X)-module.

iii. The pair (P(S), P(X)) is an atomistic system. The atoms of the module P(S) correspond to the
states s € .S, while the atoms of the quantale P(X) correspond to the actions o € X.

Proof. For the first part, since power sets are complete lattices, we just have to show that sequential

composition preserves unions, that is for 7 and «; epistemic programs over an action model 3, we have

FOUO(Z' :U(ﬂ'.@i)

i

to show the following

and similarly for the other argument. By definition of sequential composition of epistemic propositions

WOUaiZWXUai
7 7

which is equal to the following by the property of cartesian product (it preserves unions)

U x i) = J(m o )

% )

we have

The proof for the other direction is done symmetrically. We also have to show that 7 is the unit of
sequential composition

TOT =TeT =T

Consider the first equation, by definition it is equal to
mx{rt} =7

which is isomorphic to 7, the singleton set {7} being the unit of cartesian product.
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For the second part, since a power set is a complete lattice we have that P(S) is a sup-lattice, so we
just have to show that update product is the action of the quantale P(X) on P(S). We first show that it
is join-preserving, that is for P, P; C S and 7, m; C ) we should have

UPZ-®7r:U(Pi®7T) and P®U7UZU(P®7T¢)

% )

For the first one we have by definition the following
UP¢®7T ={(si,0) | s; € UPi,a em,s; € ulo)}
i i
which is equal to the following

U{(si,a) | s; € Pyoem, s € plo)} = U(PZ- ® )

The proof for the other argument is done symmetrically. The second thing we have to show is that

update is associative over the sequential composition, that is
P®(rmem)=(PRm) QT
We start from the left hand side
P® (m em) ={(s,(01,02)) | s € Pyoy € m1,09 € ma,s € u(oy) N [o1|u(oz)}

each element of which is by re-bracketing isomorphic to ((s,01),02). We have to show that the pre-

conditions also hold, that is

s € u(or) No1|u(oz) iff s € (o) and s ® o1 € (o)
now by adjunction between update and dynamic modality we get

s € p(o1) Nfo1]u(oz) iff s € p(o1) and s € [o1]p(o2)

which gets us to the right hand side. The last thing we have to show is that update preserves the unit of
sequential composition, that is
Per=P

which is again a very easy proof, since every state satisfies the precondition of 7 and we have the

following isomorphism

Por={(s,7)|sePsecpu(r)}={s|se P} =P
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We have proved parts (i) and (ii) of the proposition and by these it follows that (P(S),P(X)) is a
system. The atomistic condition follows since both the module and quantale are power sets, and more
over if s is a state and o an action, then by the product construction (s ® o) = {(s,0)} is a state since
it does not contain a union. And similarly on the quantale we have that if o1 and o9 are two actions, so

isoy 09 = {(01,02)}. O

We now extend our pair of quantale and module to an epistemic system, using the appearance maps:

Lemma 6.6.4 The following are true
i. The appearance maps f4 : P(S) — P(S) are sup-homomorphisms.
ii. The appearance maps on actionsf, : P(X) — P(X) are sup-homomorphisms and satisfy the

following for w1, mo epistemic programs

fa(my emg) = fa(mr) e fa(ma)

iii. The following holds between the update product and the appearance maps
faP@m) = fa(P) @ fa(m)

Proof. The first property is easily verified by definition of appearance maps of epistemic propositions:
falJP) =Utfa6s) s e JP}
i i
which is equal to
UU{fa(s) I's € P} = fa(P)
i i

The join preservation of appearance of epistemic programs is verified in the same way as above. It
remains to show the equality between appearance of sequential composition and sequential composition

of appearances:

fa(mp ems) = U{fA(01 003) | 01009 E T @My}

which is equal to the following by definition of appearance of sequential composition

(U{Fa(01) x falo2) [ {o1} x {o2} € m x w2}

and this is equal to

Utfa(on) o1 € m} x [ J{fa(02) | 02 € m2} = fa(m1) X fa(ma) = fa(mi) @ fa(m)
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The reason for equality rather than the inequality of epistemic systems is that in DEL sequential compo-
sition of any two programs is allowed, where as in our algebraic setting, we do not allow any sequential
composition, if the outcome of first program does not satisfy the precondition of the second one, their
sequential composition, by the definition in our algebra, will be impossible (that is 1). In DEL this
is only reflected in the update of the sequential composition, that is if the sequential composition is
impossible, it is still formed, but cannot perform an update on the propositions.

For the third part, we show that the following two sets are equivalent

falPem) = U{fA(s,J) |s€e Poemse (o)}
fa(P)® fa(m) = {(s',0')|s" € fa(P),0" € fa(n),s" € u(o’)}

Since we have closed the set of propositions under all updates S ® > C S, in a concrete epistemic
system the update map has become a total map. So for P C S and 7 C X if we have P ® m = () then it
should be the case that either P = () or m = (). As a result of this, the 1 conditions in the definition of
fa’s of update above can be ignored. This makes the above two sets equivalent and thus the stronger

equality version of the update inequality true. O

Theorem 6.6.5 The concrete epistemic system (P(S), P(X),{fa}aecA) is an atomistic epistemic sys-

tem.

Proof. Follows by lemmas 6.3, 6.4, and 6.6 above. O
In order to be consistent with the terminology of [8], we call an epistemic system with the equality

versions of the update and mutiplication inequalities as follows

Definition 6.6.6 An epistemic system where the update and multiplication inequalities lift to equalities

is called a strong epistemic system.
So the above theorem becomes as follows

Theorem 6.6.7 The concrete epistemic system (P(S), P(X),{fa}aca) is a strong atomistic epistemic

system.

6.7 Variations on Epistemic Modalities

So far we have only had two unary operators on epistemic propositions and we saw how one can be seen
as a knowledge modality. As discussed in the chapter on algebra, one can get more modalities by asking
the module to be a boolean algebra (as is the case here), or to ask more properties for appearances, or

compose the adjoints. In this section we will do the same construction but in a set-theoretic way.
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Properties of the Module In chapter two we showed how the diamond epistemic modality arises in
a Boolean Algebra. In the boolean setting of a powerset P(.5), each relation R C S x S can be lifted
to a sup-map fr : P(S) — P(S) where fr assigns the image of R to the element of each singleton,

that is as follows
fr({z}) ={y € S| =Ry}
It can easily be seen that fx is union preserving and thus a sup-map and thus it has a Galois right adjoint
denoted as f}, : P(S) — P(5), that is
frA R

Moreover each relation R C S x S has an inverse R~! C S x S, which can also be lifted to a sup map

fr—1. This sup map is called the linear adjoint of fr and denoted as follows
frv = 1 P(S) = P(S).

The boolean setting also provides us with a full classical negation, which is defined using the comple-
ment operation on sets. That is for any subset X C S it negation is defined as X := S\ X. The linear

adjoint and negation give rise to the following proposition:

Proposition 6.7.1 In a Boolean Algebra P(.S), every pair of maps f,g : P(S) — P(S) that form an
adjunction f - g gives rise to another pair of adjoint maps on their linear adjoints f* - g* defined as
fr=g(X)and g* = f(X).

Proof. For P, C S:

fp)y A g(pP)

[P & P Cyg(Q)
Q) (f(P)) & (9(@))° C (P)°
QC(f(P))° & () cP
QCg™(P) & fr(QCcP
frpy 4 gt(p)

O
Thus the linear adjoint £ of a map f is the De Morgan dual of its categorical (Galois) adjoint f*.

Pictorially we have

1#

where
frAfr and  fR(X) = (fR(X))°.
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Using the above proposition we can calculate the linear adjoint to our appearance mops that is f;{,

recall that f4’s were calculated by lifting from accessibility relations, as follows:

fI(P)=(04P%)° = {seS|Vte fa(s),t e PY)°
= {seS|Vte fa(s),t¢ P}
= PS)\{seS|Vte fa(s),t ¢ P}
= {seS|3te fa(P),teP}.

This operation is the Diamond modality of epistemic logic
OaP={seS|3te fa(s),t € P},

If we interpret O 4 P as the past of (all of) proposition P, that is propositions that hold before P holds
now, then we can interpret <4 P as past of part of P (as opposed to past of all of P in O4). We can

similarly calculate the linear adjoint to the box modality, that is DJAK and we get

OAP = fa(P)° = [ J{fals) | s € POY
— s e S1s¢ fa(P}.

The epistemic significance of linear adjoint to epistemic modality f4(P°) is not yet clear to me. It
can be read as all the propositions an agent does not consider true if P does not hold in the real world.
Temporally, it signifies the propositions that do not hold in the future of P°. Note that *future of P’ or
fa(P) and *future of not P’ or f4(P°) might not be distinct f4(P) N fa(P€) # (). That is future of
P¢ is not the complement of the future of P, f4(P¢) # (fa(P))¢. Similarly *future of P” or f4(P) and
"not future of not P’ or (f4(P¢))¢ might have a non-empty intersection f4(P) N (fa(P°)¢) # 0, and
moreover f4(P) # (fa(P<))°.

Properties of Appearance As discussed before, our epistemic modality O 4 has the properties of the
K modality of normal epistemic logics. In the semantics chapter we showed how one gets different
modalities, e.g. 1" and S4, by closure and co-closure properties of f4 maps. In this section we go
through the same constructions but using set-theoretic constructions on accessibility relations. As
mentioned before, the relational properties that are usually asked for accessibility relations, will not
work with our repackaged appearance maps. We need to ask for order properties. For example in the
usual Kripke structures, the transitivity of accessibility relation leads to positive introspection for the
epistemic modality. If we translate the transitivity of the accessibility relation R4 to the appearance

maps f4 derives from it, we get the following

Q C fa(P)AW C fa(Q) = W C fa(P)
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But his does not lead to positive introspection of knowledge, that is
(QC fA(P)AW C fa(Q) = W C fa(P)) # OaP C OA04P.

The reason is that by appearance-knowledge adjunction, 04 P C 0404 P isequivalentto f4(fa(04P)) C
P. So to prove D4 P C O404P it is enough to show f4(fa(04P)) C P, but this cannot be proven
by our transitivity assumptions. As discussed chapter two, the right way to go to prove for example

positive introspection of knowledge, is to assume f 4 is idempotent. That is
fa(fa(P)) C fa(P) = 0P CO404P.

The idempotence of f 4 enables us to say f4(fa(04P)) C Pisequalto f4(04P) C P, which is true

by appearance-knowledge adjunction.

Composition of Adjoints Following the same path as chapter two, we can compose the appearance
map with knowledge to get two more modalities. These composition modalities are defined set theo-

retically as

Oa = fa(@aP) = | J{fa(s) | fa(s) C P}

Ol =0afa(P) = {s€S]fals) C fa(P)}
The second equation can be more simplified to O’y = {s € S | s C P}. Given a proposition P, O’y
returns the states in which P holds. The first composition modality () 4 returns the accessible states

in which P holds. Note that these modalities are both monotone, but neither preserve disjunction or

conjunction of propositions.
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Chapter 7

Appendix:
Sup-Enriched Categorical Semantics

In this appendix we show how sup-enriched categories provide semantics for our epistemic systems.
The theory of quantales and modules in an enriched categorical setting has been studied in [20, 58] and
also investigated in detail in [85]. First, we go over the construction of a tensor product for sup lattices
and show how this tensor makes the category sup a monoidal closed category. By this it follows that
sup is enriched in itself. Then, we recast our epistemic setting in the sup-enriched category sup. There

are two main feature to this categorical semantics:

1. Each agent has his own propositions, updates, facts and kernels. Reality is a fixed agent of the

setting and this encodes real propositions, updates, facts and kernel of actions.

2. Appearance of each agent is the lax sup-enriched natural transformation between reality and each

agent’s propositions.

These features allow us to encode more interesting cases of epistemic scenarios such as muddy children.
For example when the update ability of each child, together with his set of facts are different from that
of other children and also different from reality and this leads to a different reasoning scheme for each
agent. It then becomes very interesting to investigate how these personalized setting affect the problem

of logical omniscience, mentioned in the introduction.

7.1 Sup as a Sup-Enriched Category

Consider two sup-lattices L and M in the category of sup-lattices and join-preserving maps, that is
Sup, and their tensor product L ® M defined in terms of the meet preserving maps In f(L°, M). We

show that this definition of tensor satisfies the universal property:
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LxM-——N

Lo M

where X is a direct product, i.e. cartesian product equipped with point wise order (cf. Coecke and
Moore in [25]). The universal property expressed in this diagram says that given two join-preserving
maps ¢ : L x M — L® M and f : L x M — N, there exists a unique join-preserving map
f : L ® M — N that makes the above diagram commute. In the other direction, given ¢ and any
join-preserving map f from L ® M to N, the composition ¢; f provides us with a map from L x M to
N.

For L ® M = Inf(L°P, M) the ¢ map defined below inputs a pair (a,b) € L x M and outputs a
meet-preserving map ¢(a,b) € L ® M:

T T
¢(a,b) : L — M :: {Ta}\ {1} — b (7.1)
{Ta}®— L

Note that ¢(a, b) is a mapping that lives in L ® M and maps the empty meet A() = T in L°? to T
in M, so it preserves the empty meet in L°P. It can be shown that it also preserves all other meets. On
the other hand, ¢ should preserve all joins including the empty ones in both arguments. That is, it has
to map both (L, b) and (a, L) to the smallest map in L ® M, which sends T to T and everything else to
L. Itis easy to verify that ¢ preserves the empty joins in both arguments and that it is order preserving.

For a given f, the unique f : L ® M — N is derived by g — Vaer f(a, g(a)). It can be shown
that f(a,b) = \/ ¢ f(x, #(a,b)(x)) and this makes the above diagram commute by replacing ¢(a, b)
for g. The uniqueness of f can be shown by proving that all other maps g in L ® M \ Img(¢) can be
written in terms of ¢ using the equation g = \/,.; ¢(a, g(a)).

Using the universal property of tensor and observing that direct product (point wise cartesian prod-
uct) of sup-lattices is the categorical product in Sup, it can be shown that ® is a symmetric monoidal
tensor in Sup with I = 2 (the lattice with two elements L and T) equipped with two morphisms
l:IT®QM — M andr : M ® I — M that correspond to the isomorphism M ® I =2 M and satisfy co-
herence axioms. Each morphism 2 — M sends L to L and T to an arbitrary element in M. Moreover
and by using the universal property and closedness of direct product, it can be shown that L — M,
defined as Sup(L, M), is the co-tensor and thus Sup(L ® M, N) = Sup(L, M — N). The morphism
(L — M) ® L — M is the evaluation morphism of [20] denoted as evr, p. By the isomorphism
(Inf(L°P, M°P))°P = Sup(L, M) we get L —o M = (L ® M°P)°P and thus the *-autonomy of Sup.
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It has to be noted that all these hold by taking L ® M = Gal(L, M) defined in [71].

Since Sup is monoidal closed, it is enriched in itself [20]. Closedness of sup can be seen by
observing that for all objects L, M in Sup, L —o M = Sup(L, M) is also a sup-lattice and thus an
object of Sup (the object of morphism ). For all L, M, N in Sup, the composition morphism

Supr mN = Sup(L, M) ® Sup(M, N) — Sup(L,N)

can be rewritten as
(L—oM)® (M —oN)— (L—N),

By adjunction and symmetry, this corresponds to the following composite
(L—OM)@L@(M*ON)HM@(M*ON)—)N.

For each L in Sup, the identity morphism on L is uy, : I — Sup(L, L) and by adjunction corresponds

to the isomorphism I @ L = L.

7.2 Quantale as a One-Object Sup-Enriched Category

Consider a one object sup-enriched category () and its only object *. The morphism object in Sup

Q(*, *) corresponds to the elements of a quantale ). The composition morphism

Quex + Q%) @ Q(%, %) — Q(x, %)

corresponds to the quantale multiplication (q,q") — ¢ e ¢’ by the universal property of tensor. The
identity morphism on * i.e. u, : 2 — Q(x,x) picks the unit of quantale from Q(x,*) and makes

the following diagram (interaction between unit of quantale and unit of Sup ) and a similar one for r

commute:
2@ Q%) 2R Q) @ Qo 1)
l Sup.0,0
Qlx, %) Q(x, %)

Note that u, € Sup(2,Q), which is also isomorphic to @). To see this recall 2 = 2°° and
(Sup(2°P,Q))°P = Inf(2,Q°) = QP and thus Sup(2, Q) = Q.
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7.3 Modules as Sup-Enriched Functors

A right module M over a quantale () with the right action ¢ : M ® (Q — M is a sup-enriched functor
M : @ — Sup. It assigns to x a sup-lattice M(x) = M € Sup and a sup-morphism

M2 Q(*, %) — Sup(M(x), M(x)).

That is to say each element ¢ of the quantale is sent to a map ¢(—, q) € Sup(M, M). These data are

required to make the following diagram commute,

Q(*7 *) ® Q(*v *) —_— Sup(M7 M) ® Sup(Ma M)
Sup*,*,* SUPM7M,M
Q(x, *) Mo Sup(M, M)

This diagram corresponds to the module equation ¢(m, g e ¢') = ¢(d(m, q),q"). We should also have
that u, o M. « = upy(x), Which corresponds to the other module equation ¢(m, 1) = m. Diagrammat-

ically, the following should commute

s Q%)

< M
.17 *,%

e
Sup(M, M) .
A system (M, Q) can now be depicted as
M
Q Sup

where () is a one object sup-enriched category, and M is a sup-enriched functor.

7.4 Appearances as Sup-Enriched Natural Transformations

In previous chapters we showed how epistemic actions form a quantale () and epistemic propositions
form a Q-right module M and that the action of the module is the epistemic update of a proposition.
This setting is based on the same update for all the agents. However, it is very reasonable to consider

different update schemes for different agents. Moving to the categorical setting equips us with a better
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mean to personalize the update of each agent!. This is done by considering different sup-enriched
functors M 4, M p, - - - for each agent. For example, a functor M 4 results in propositions that are true
in agent A’s mind, that is M 4 (%) = M 4 together with her personal updates M 4(q) = ¢4(—, q). The
inequality M 4(q) < M(q’) says that the update by g is stronger than the update by ¢’ in the sense
than the latter is implied by the former (the passage is contravariant) i.e. ¢p4(ma,q) < ¢pa(ma,q’). In
the same way the update that implies and implied by top ¢ 4(m 4, q) = T in M4 is the weakest update.
Similarly m4 < ¢4(ma4,q) means a negative update, since the proposition after update is derivable

even before update.

We fix an agent R to metaphorically represent the reality and Mg stands for the ‘real world’,
that is the real propositions and updates. The appearance maps of agents can be seen as the way
real propositions and updates appear to each agents. The connection between real and each agent’s
propositions is established through a sup-enriched natural transformation for each agent v4 : Mp =
My

Mp
Q o Sup.

Mgy

This natural transformation consists in giving for * € @, a morphism o : 2 — Sup(Mpg, My) in
Sup, which satisfies the axiom of naturality [20]. The lax such natural transformation expresses our
appearance-update inequality, where the appearance of real update ¢r(—, ¢) to agent A is stronger than
the agent A’s personalized update ¢ 4(—, ¢) on his own appearances. Abusing the notation, the instance

o’y of natural transformation will be noted as the natural transformation itself cv4. So we have

Mp(q);aa < ax; Mal(q)

that is
aa(dr(mr,q)) < dpalaa(mg),q).

This corresponds to the following lax diagram

M) M
oA > oA
Ma(*) Ml A(*).

Two times pasting the laxity diagram results in an inequality for the appearance of update with sequen-

"This can also be done in the algebraic setting, by assuming a family of updates {4} ac.4 one for each agent, making the
setting rather crowded.
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tial composition of actions

MEg(q @ q);an < ax;Ma(d o q).

or diagrammatically

Mer(q) Mr(q)

MER(*) MR (*) Mg

Q
N
%
v
Q
N

M (%) 4>MA(q) M

The meet-preserving Galois right adjoint to the appearance of each agent v 4 aL is itself a natural
transformation in Inf(Mpg, M4). The composition O‘ix o a4 of this adjoint natural transformation
pair (a4, aL) enables us to compare the appearance of each agent to reality. One can think of this
composition as knowledge of the agent. For example the extreme case when a4 and 042 are inverses,
we have that aL(a A(mpg)) = mp, which expresses agent A’s certain knowledge of reality. In another
extreme case where aTA(a A(mg)) = Ty, agent A has no knowledge of what is really going on!
Another interesting case is when agent A is deceived about the reality. In this case mpr % m/, but
aL (aa(mp)) < aTA(a A(mp)). This composition should indeed be, as it is in these cases, consistent

with the adjoint inequalities

aA(ozTA(mA)) <mgy and ma SaL(aA(mA)).

We can compare this composition for different agents and compare knowledge of these agents. For

example aTA(a Aalmpg)) < a%(a B(mpg)) says that agent A has more knowledge of reality than agent

B. In the same way, we can talk about the way agent A appears to agent B and the other way around
(how B appears to A) by looking at natural transformations between the modules of the two, that is

aap: My = Mpand apy : Mp = M4 both satisfying similar update inequalities

aap(pa(ma,q)) < ¢p(aap(ma),q) and apa(¢p(ms,q)) < dalapa(ms),q).

Facts are also personalized, so the ’real facts’ are

Fr={fr € Mg |VYq € Sup(Q,Q),¢r(fr,q) = fr}-

Each agent has its own set of facts (we can call these dogmas) stable under his own updates

Fa={fa€ My|Vqe Sup(Q,Q),pa(fa,q) = fa}.
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We have the following, by the fact equality for real facts and the lax natural transformations

aA(fr) = aa(ér(fr.q)) < dalaa(fr),q)

One can establish some consistencies between the real and personalized facts. For example, if we ask
as(fr) € Fa then we get pa(aa(fr),q) = fa and thus a4 (fr) = fa. This means that appearance
of real facts to agents are a subset of the facts of the agents and so appearance preserve real facts. The

kernels of each action can also be personalized for each agent

kera(q) ={ma € Ma | pa(ma,q) =L}

Using the laxity diagram we can show

as(mp) € kera(q) implies «aa(dr(mp,q)) = L.

On the other hand,
m ¢ kerr(q) implies aa(m) ¢ kera(q) .

This is due to the strict inequality L. < Mpg(q)(m), order preservation of o, i.e. a(l) = L <
Mpr(q); aa and the laxity Mp(q); aa < as;Ma(q). Thatis Ma(q)(aa(m)) # L. It can also be
shown that

m<m’ and m' € kera(q) implies m € kera(q).

Based on this, aA(aL(m)) and ozA(aL(m’)) are also in ker4(q). So some consistency between the

real and personalized kernels follows.

To conclude, the categorical semantics establishes agents as different types and distinguishes be-
tween their abilities. This provides us with more room in the formalism. The extra room can be used
to model reasoning of non-uniform agents in multi-agent systems, and thus makes us get closer to real

life scenarios. Further contemplation on and implementation of these issues constitutes future work.
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