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Abstract  We describe the design of FloodNet, a flood warning system, which uses a grid-based flood predictor model
developed by environmental experts to make flood predictions based on readings of water level collected by a set of sensor
To optimize battery consumption, the reporting frequency of sensor nodes is required to be adaptive to local
conditions as well as the flood predictor model. We therefore propose an energy aware routing protocol which allows sensor
nodes to consume energy according to this need. This system is notable both for the adaptive sampling regime and the
methodology adopted in the design of the adaptive behavior, which involved development of simulation tools and very close

nodes.

collaboration with environmental experts.

Keywords
1 Introduction

Pervasive computing devices provide exciting new
opportunities for intelligent sensing and monitoring the
natural environment, such as measuring water levels and
air pollution. Significantly, these technologies make it
possible to deploy more devices in order to obtain more
data more often, and this greater richness of data is set
to create a powerful impact on environmental monitor-
ing and decision-making. Traditional solutions involve
data loggers from which data is collected periodically in
person or via telemetry. With wireless communications
and energy drawn from local sources such as solar cells,
devices can be deployed without the constraints of hav-
ing to wire them up or make them accessible, and data
can be conveyed when needed.

Achieving these benefits within the natural environ-
ment brings a number of technological challenges. It is
often also the case that deployment is expensive and it
may be difficult or impossible to access the devices again
later, in contrast to working with handheld pervasive de-
Devices need to withstand harsh environmental
conditions. There may also be large numbers of nodes
and they need to have coordinated behavior, but at the
same time we have to assume that node failure, tem-

vices.

porary or permanent, is likely to occur — the natural
environment is a place of change.

One of the most substantial challenges, and our focus
here, is optimizing the consumption of electrical power.
At times when stored power is not being fully replen-
ished, the more often data is sent then more likely it is
that the device will not have sufficient power to continue
its function.

In this paper we describe a flood early warning sys-
tem, FloodNet. Flood damage represents a major on-

adaptive sampling, communication system routing, energy awareness, environmental sensor networks

going cost and risk may be increasing due to land-use

change, climate change and flood-prone investment.
When a flood occurs, the cost of damage has a clear
correlation with both the depth of the flooding and the
time in advance at which warning is given. By apply-
ing pervasive computing technologies on the floodplain
we have the potential to obtain better data from which
to make predictions, and we can do this in a timely
manner in order to improve warning times. Such sys-
tems provide an excellent illustration of the benefits and
challenges of pervasive computing in the environment.
Deployment is facilitated by wireless technologies but we
have issues of power for the devices and the need for very
long unattended periods of operation. This scenario also
emphasizes the energy optimization challenge, because
the data is most important during flood conditions and
this is when solar energy is typically least available.
The fundamental tradeoff between the need for
timely data and the need to conserve energy is the re-
search focus of the project. The goal is to make the sys-
tem adaptive so that the sampling and reporting rates
of the devices vary according to need, conserving power
and minimizing the data volume required. Some intel-
ligence is required in this adaptation, because the im-
portance of a device at a given moment will depend
upon both its environmental context and its role in re-
laying data from other devices, each of which will vary
dynamically according to circumstances. The key ele-
ment of our strategy is the use of a centralized flood
predictor model (see Section 2) which was developed
by environmental experts. From this the priorities for
collecting samples from each sensor can be determined.
Reducing activity of individual sensor nodes and mini-
mizing the data volume required help prolong network
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lifetime; i.e., the time until the network fails®. The
use of the predictor model within this adaptive sam-
pling regime is a distinctive feature of this work. This
new technology in the field makes new demands on the
back-end processing. The higher temporal and spatial
density of data, and faster turnaround times, present
a significantly greater computational task in the flood
modelling. For this reason we turn to Grid computing
for the back-end processing. This combination of Grid
and Pervasive computing is another distinctive feature.
The system is illustrated in Fig.1, which also shows
the possible control loops in the adaptive sampling
regime. The outermost loop enables the flood predic-
tions to influence the reporting rates of individual nodes,
so that closer monitoring can be achieved in anticipation
of a possible flooding event. The inner loop is the peer-
to-peer behavior of a set of nodes which can communi-
cate with each other but have no external coordination
and are therefore described as self-managing or auto-
nomic (a word borrowed from the notion of the auto-
nomic nervous system). Other possibilities include one
node, such as the gateway, taking a coordinating role.

The “Inner Loop & Subscribers Simulated
Peer-to-Peer Computing E { Users Nodes
Gatewa /ﬂ
L _
vV'y GPRS | Broker (¥ (et g
vSens%r Nodesv vv Live Data Flood Prediction ’
\% VVV v Informs
Vv v \Y Predictions DD@DDD

Meteorological
The “Outer Loop” Doy

Fig.1. Adaptive sampling control loops.

Predictions Influence
Sampling and Reporting Rates

Obtaining the required behavior from a system of
this complexity is a challenge. Our third distinctive is
our methodology for designing the adaptive sampling
behaviors in this hybrid Grid-Pervasive system. We
worked closely with environmental scientists in order to
understand the data prioritization — this is non-trivial,
because the significance of the data reported by a node
is a function of its location and varies depending on
the conditions reported by other nodes locally and from
other sites. Rather than adopting established energy-
conservation protocols, the adaptive sampling behavior
in our system is the result of an extensive co-design ex-
ercise with environmental experts.

In the next section we outline the FloodNet project.
We then describe the energy aware, adaptive routing
in FloodNet in Section 3 and in Section 4 we present
the evaluation methodology and results. The review of
related work on adaptive sampling and energy aware
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routing is given in Section 5. We close by reflecting on
the lessons learned in Section 6.

2 Project Background

The FloodNet project has deployed a set of intelli-
gent sensor nodes around a stretch of the River Crouch
(Essex, UK). This site was chosen for its tidal behavior
so that, for test purposes, there are regular variations
in water level. The nodes are powered by solar cells in
conjunction with batteries and each node communicates
with its neighbors using wireless Ethernet. A special
node, the gateway, relays the data back to base using
GPRS (General Packet Radio Service). This is an ad
hoc network, with nodes relaying information across the
network to ensure data delivery to the gateway. Various
parties can subscribe to the incoming data stream. As
well as being stored in a GIS (Geographical Information
System), the data is used to inform flood simulations
which are used to make flood predictions. The topol-
ogy of the sensor network is depicted in Fig.2. One can
envisage a number of such deployments at different lo-
cations in the river, each reporting back in this way —
the current deployment enables us to explore the issues
of working with this spatial density of data.

Fig.2. FloodNet sensor network.

The process of adaptive sampling is mediated by
the use of a flood predictor modell*! which comprises
a stochastic one-dimensional numerical hydraulic model
(ISIS) coupled to an ensemble Kalman filter. The model
allows for the real-time collection of water depth data
to update the flood predictions regularly with refreshed
data. When the model-based probability of the water
level exceeding a threshold at a validation location is
less than 5%, the requirement for transmission of data
from the sensor node at the validation location is low-
ered. Otherwise, the requirement for transmission of
data will arise. The degree of the model requirement is
represented by means of data importance. The predic-
tor model is required to carry out extensive processing
in a short period of time (currently 1 hour) to produce

@In the context of FloodNet, the network failure means that data messages cannot be generated by sensor nodes or cannot be

retransmitted due to energy depletion.
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the data importance for sensor nodes during the follow-
ing iteration. Upon each model iteration the network
changes its behavior, altering the reporting rate (derived
from the data importance using a conversion function
specified by the environmental experts) of each individ-
ual node according to the data importance placed upon
it by the predictor model (see Fig.3). In the broadest
sense the nodes that first experience a flood event will
have a high initial demand. This demand will ease as
the model develops a sufficient level of confidence in the
prediction for this particular node and as the flood event
itself penetrates into surrounding areas, raising the data
demand from these areas. With time the more disparate
nodes become more active. As such a wave of activity
passes from the sensor nodes in the main channel out to
the floodplain areas.

Flood Predictor Model

Data Importance i TSensor Readings

— Gateway
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Distance,
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Fig.3. Information flow.

3 FloodNet Adaptive Routing

To extend the lifetime of wireless sensor networks,
many routing protocols have been proposed with en-
ergy awareness being an essential design consideration.
These schemes involve selecting the optimal path be-
tween a data originator and a data collecting unit. The
selection criteria take into account the available power
in the nodes or the energy required for transmission in
the links along the path[?. Some other conventional
optimality criteria include hop count, delay, forwarding
cost on the link, etc. Unlike others (see Section 5), in
FloodNet the flood predictor model influences the node
reporting frequency. We take this feature into considera-
tion during protocol design. The resulting energy aware
routing for FloodNet has more complex optimality crite-
ria for path selection, coupling application requirements
with energy conditions in the network.

Here we provide an overview of the FloodNet adap-
tive routing (FAR), consisting of interest diffusion,
neighbor status maintenance and the adaptive routing

algorithm. In our study, nodes are not mobile and the
network topology is static. We assume constant trans-
mission power for sensor nodes.

3.1 Interest Diffusion

The predictor model requirement (aka interest), is
diffused through the network from the gateway using
a flooding technique on an hourly basis (see Fig.2).
This process helps establish neighbor tables at individ-
ual nodes, which capture neighbor information for these
nodes.

The description of an interest consists of a list of data
importance placed upon each node the value of which
is within range [0, 1]. An interest message comprises
the following fields: the unique identifier and the resid-
ual battery power of the sender, the message type, the
message timestamp, the distance of the message recipi-
ent from the gateway, and the data importance for each
node. The data importance will be converted locally by
its associated sensor node to one of the three reporting
rates (currently once, twice and three times per model
iteration) allowed.

If an incoming message is regarding a fresh interest,
then a sensor node keeps a copy in its interest cache. For
messages regarding the same interest but from distinct
senders, the node extracts related information to fill in
its neighbor table (see Table 1), replaces the sender iden-
tifier and residual battery power in the message with
its own information, and increases the distance in the
message by 1. Then, the node only broadcasts the first
message of an interest to others within its wireless trans-
mission range. This process is carried out recursively to
ensure that each node will be notified of such an inter-
est. Table 1 illustrates the neighbor table of node s;
in which the information about its neighbors has been
filled in. The residual battery power of neighbors will be
regularly updated through neighbor status maintenance
as presented in the following section. The link cost is as-
sumed to be known to the involved pair of sensor nodes.

Table 1. Neighbor Table of Node s7

Node . Residual Data Link
Identifier Distance Battery Importance  Cost
510 1 0.91 0.70 €7,10

s3 2 0.93 0.85 er,3

S12 2 0.95 0.90 e7,12
s11 3 0.98 0.90 €711

3.2 Neighbor Status Maintenance

The neighbor status comprises the unique identi-
fier, the distance from the gateway, the residual battery
power and the data importance of a neighbor. Sensor
nodes maintain this information in neighbor tables to
assist data message forwarding. As mentioned earlier,
the neighbor table is set up and populated by extract-
ing the neighbor information from the interest message
at the start of each model iteration. During each model
iteration, among others, only the residual battery power
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may be changing and hence information about it needs
to be refreshed to remain up-to-date.

The frequency on which a sensor node broadcasts its
up-to-date information is a protocol design parameter
that is determined by the accuracy requirement of the
component that will utilize the information. As pre-
sented later in Subsection 3.3 the adaptive routing al-
gorithm will take into account the neighbor status to
decide the optimal path for routing, the frequency of
local broadcast should therefore correspond with the re-
porting rate of nodes because routing decision needs to
be made once reporting activities commence.

The three reporting rates allowed for FloodNet sen-
sor nodes indicate that reporting could occur at the
20th, 30th, 40th, and 60th minute of each model itera-
tion (lasts for 1 hour), and local broadcast of neighbor
status is triggered prior to the start of any reporting

activity @, Sensor nodes receive updates of neighbor
status and modify their neighbor tables wherever neces-
sary.

3.3 Adaptive Routing Algorithm

The adaptive routing algorithm we proposed is used
for making a decision on which neighbor a sensor node
should forward a data message to. We use a metric, pri-
ority, to denote the degree that a sensor node should be
chosen to forward the data message. Ideally, the greater
the priority of a node is, the more likely the node would
be selected. The priority of sensor node s; with respect
to so has the following form:

by

1
p =
0 ep,1 x Bi

where b; represents the residual battery power of 51, eg 1
is the link cost, i.e., the energy required for transmission
on link sy < s1, t; denotes the data importance of s1,
and 8 (> 1) is a tunable parameter .

In the cases where a few sensor nodes share the same
priority the following rules should be applied:

If nodes have the same priority and different data importance,
then sg shall choose the one with the least importance;

else if nodes have the same priority and the same data impor-
tance, then sg shall choose the one with the least distance;

else if nodes have the same priority, data importance and
distance, then sg shall randomly choose one.

We present the details of the adaptive routing algo-
rithm as follows.

1) A sensor node sends a data message to a neighbor
with the highest priority among all neighbors closer to
the destination.

2) If no such neighbors exist, the node sends the data
message to a neighbor with the highest priority among
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all neighbors that are of the same distance from the des-
tination.

3) If all neighbors are farther from the destination,
the node sends the data message to a neighbor with
the highest priority among all neighbors; otherwise, the
data message is dropped.

4) Steps 1, 2 and 3 are repeated until the data mes-
sage reaches the gateway, or is dropped out.

Each data message carries the following information:
the sender and the receiver identifiers, the message type,
the message timestamp, the sensor readings and a list
of visited nodes. Hence, forwarding loops are prevented
as a sender will always check the list of visited nodes in
the data message before retransmitting it.

The priority function has been carefully chosen to
conserve the battery power of nodes with more impor-
tant data. It produces a higher priority, which means
more chances of being used as a router for data trans-
mission, for sensor nodes with ample battery power and
a light reporting task, whilst giving a lower priority to
those with a lower level of battery power and a heavy re-
porting task. Furthermore, the function can prevent the
battery power of some nodes from being drained much
earlier than that of others, thus delaying the occurrence
of energy depletion which leads to data loss. Suppose sg
has two neighbors s; and sy with t; < ts. Let ¢; = el;—ll.
If ¢c5 is far greater than cy, i.e., co — €1 > Cihreshold, it is
reasonable to choose sy as the next-hop node especially
when s; has very little residual energy or s; is associated
with a very high link cost. With the priority function,
so will be selected as the next-hop node if the following
inequality holds:

co >c1 X ﬂtzitl >cy.

In the FloodNet adaptive routing, delivery of data
messages has no dependency on any specific node, as
each sensor node maintains a neighbor table listing
pointers to multiple neighbors which can further relay
data back to the destination, and the optimal path is
computed on demand. Hence, the adaptive routing pro-
tocol is robust to topological changes due to transient
node and link failure.

4 Performance Evaluation

4.1 Use of Simulators

The fundamental purpose of the sensor network is
to provide information to the appropriate quality de-
manded by the users. Hence in designing the system
we focused on the requirements of the users of the in-
formation, and in particular with those familiar with
the site. Through observing discussions with the users

®During interest diffusion, neighbor status has been updated through interest messages. Hence, local broadcast of neighbor status
within the model iteration would only need to occur prior to the 30th, 40th and 60th minute.

® The discussion about the best value range for B can be referred to in Subsection 4.2.
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we noted that they were expressing a considerable de-
gree of knowledge about the environmental situation of
each node, about priorities and redundancy of data, and
about desired behaviors in a range of different circum-
stances. It was evident that they sought a very sophis-
ticated behavior from the system and brought consid-
erable knowledge. To capture this knowledge and to
evaluate the designed system, we constructed two sim-
ulation tools.

4.1.1 High-Level Simulator

The first was a high-level tool which allowed us to ex-
press behaviors at a similar level to the statements that
the users were making — essentially capturing rules.
This enabled us to establish the essential features of
the adaptive routing protocol (see Section 3). Although
we experimented with an expert-system approach (us-
ing JESS, the Java Expert System Shell), we found it
useful to build a custom design tool in Schemel®. This
was effectively an exercise in metalinguistic abstraction;
i.e., we created a small language which was as close as
possible to the ways in which we found the users were
describing adaptive sampling behaviors.

The simulation approach was based on [4], with a
small number of primitive operations to capture the
essence of the sensor network and thereby raise the rel-
evant issues. A node was defined to have a number
of local state variables and to be able to communicate
through a simple broadcast to neighbors within a spec-
ified radius and with a specified probability of success.
The nodes were required to bootstrap themselves from
an initial situation in which they had no knowledge of
their neighbors. Behavior was expressed as a set of rules
which are triggered on incoming messages according to
local state. The basic inter-node messages were:

HELO: a null message for anyone who is listening so
that they know they are receiving from this node iden-
tifier;

HOP: announces to neighbors the number of hops
from this node to the gateway;

STATUS: announces to neighbors the node status,
with parameters including battery level and data im-
portance;

LEVEL: relayed message which carries sensor read-
ings.

Some of the “intelligence” was encoded in a route
function which describes the next node to which an in-
coming message is to be relayed based on a local neigh-
bor table which is updated according to incoming mes-
sages. Constructing this simulator and performing ex-
periments with it give insights into engineering a more
comprehensive discrete-event simulator described in the
following section.

4.1.2 Discrete-Event Simulator

A second simulator was used to conduct a full simula-
tion of the deployed network. The simulator was imple-
mented in Java and deployed on a single machine. Each

sensor node was effected as an object and communicated
with each other through message passing mechanisms.
The simulator provided an input message queue to host
the incoming messages of all nodes to be processed and
a simulator clock to capture the advance of simulation
time at each node. All the messages were stored and
processed in non-decreasing order of their timestamps.

FAR is an upper layer (network) protocol that as-
sumes a collision-free, multiple retry MAC layer. The
simulator implemented the basic FAR protocol. In ad-
dition to a number of parameter choices in the routing
protocol, we can also vary certain factors in simulation
such as the number of sensor nodes, the pattern of power
consumption of sensor nodes, and the frequency of re-
porting activities of sensor nodes. The simulator en-
abled us to explore various “what-if scenarios”, and to
address questions of scalability. It also validated the
algorithm ready for deployment.

4.2 Experimental Settings

The FAR performance was evaluated through simula-
tion, using the second simulator described in Subsection
4.1.2. The basic simulation parameters were chosen to
model an ad hoc network which consists of 12 sensor
nodes with 1 of them residing on the gateway. The ini-
tial battery power for all nodes is 1 unit. The exception
to this is s1 on the gateway which was assumed to have
ample energy at all times. We assumed constant trans-
mission power for sensor nodes. The energy consump-
tion during idle time was not included in the design and
the simulation as we assume a situation under which the
energy consumption due to interest diffusion, neighbor
status maintenance and data message delivery is domi-
nant. The battery consumptions of full power transmit-
ting and receiving are 0.005 unit and 0.0005 unit. The
data importance for each node is randomly distributed
over [0, 1]. Each model iteration is simulated to last for
1 hour. Having different reporting rates, sensor nodes
may generate and send data messages at the 20th, 30th,
40th and 60th minute of each model iteration which cor-
respond to the 4 time units of one simulated hour.

The simulator implemented another protocol we re-
fer to as the minimum energy consumption forwarding
(MECF) for comparison purposes. The distinction be-
tween FAR and MECF is that MECF only forwards data
messages to a neighbor which leads to a minimum en-
ergy consumption path, i.e., the priority in MECF is
calculated on the basis of the distance of neighbors and
the associated link cost. We anticipate to see the im-
provements that FAR brings to its performance by tak-
ing into account the residual battery power and the data
importance of sensor nodes.

Moreover, the simulator implemented the Energy
Aware Routing protocoll® which aimed to increase the
survivability of network. The weighting factors used in
the experiments on EAR are a = 1 and § = 50, as used
in [5].
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Table 2. Comparison Between MECF and FAR with Different 8 in FloodNet Topology

MECF FAR (1.0) FAR (1.0001) FAR (1.001) FAR (1.01) FAR (1.1) FAR (1.5)
NL 30.65 32.35 32.55 32.00 32.35 31.90 31.55
NOT 30.20 31.95 32.25 31.85 31.95 31.60 31.40
Table 3. Comparison Between MECF and FAR with Different 8 in Random Topologies
MECF FAR (1.0) FAR (1.0005) FAR (1.005) FAR (1.05) FAR (1.5)
NL 38.95 41.10 41.70 41.30 41.20 40.85
NOT 38.85 41.05 41.35 40.95 40.90 40.40
Table 4. Network Lifetime and Node Operational Time for FAR (8 = 1.0005) and EAR
# Nodes 12 24
Topology FloodNet Random FloodNet-Like Random
Protocol EAR FAR EAR FAR EAR FAR EAR FAR
NL 29.75  32.55 39.20 41.70 15.85  16.20 26.65 30.30
NOT 29.45  32.25 38.85 41.35 15.80 16.20 26.05  29.80

To study the performance increase of FAR over EAR
as a function of network density, we also generated sen-
sor fields (30 units by 30 units) in which different num-
bers of nodes are randomly placed. The number of sen-
sor nodes ranginges from 8 to 24 nodes in increments of
4 nodes and each node has a transmission range of 15
units.

We measured the success ratio which is defined as
the ratio between the number of data messages success-
fully received by the gateway to the total number of data
messages that should be generated by all sensor nodes in
the field. We also measured the network lifetime which
we define as the fist time unit at which data messages
cannot be generated by sensor nodes or get lost due to
insufficient energy. The node operational time is defined
as the first time unit at which energy of any of the sen-
sor nodes is depleted. For exploring the robustness of
FAR, link failure was simulated by a probability of fail-
ing links that occur randomly in each model iteration.
We executed 20 runs of the simulator for each of dif-
ferent protocols and of a number of different tunable

weight 8 (in FAR) in the simulated ad hoc network @.

4.3 Results

The comparison between MECF and FAR with dif-
ferent 0 in the FloodNet topology is shown in Table 2.
It can be observed that FAR outperforms MECF in all
cases by producing a longer network lifetime (NL) and
a longer node operational time (NOT). We believe, by
carefully choosing a neighbor to forward data messages,
FAR enables the energy of sensor nodes to be consumed
according to need whilst striking a balance between min-
imizing the overall energy consumption and maximizing
the minimum residual battery power in sensor nodes.
Hence, it extends NL and NOT.

Also, we carried out experiments on MECF and FAR
in a number of random topologies (> 20) and Table 3 re-

veals the result. Both MECF and FAR deliver a better
performance in random topologies than in the Flood-
Net topology. FAR achieves its best performance in the
FloodNet topology with 8 = 1.0001 and in the random
topologies with 8 = 1.0005, which demonstrates that
such small values for 8 can prevent the energy of some
nodes being depleted far earlier than that of others. The
best value for 3, however, may need to be tuned to the
particular example scenario.

Table 4 © presents the network lifetime and the node
operational time that FAR (8 = 1.0005) and EAR
can achieve respectively. FAR outperforms EAR in all
cases that differ in the number of nodes in the network
and/or the network topology. In the FloodNet topol-
ogy with 12 nodes, FAR extends NL by 9.4% and NOT
by 9.5% over EAR. Both protocols deliver a longer NL
and a longer NOT in the random topologies than in
the FloodNet topology. The reason for this is that in
random topologies the outgoing links are more evenly
distributed among sensor nodes than in the FloodNet
topology and consequently, the probability that the en-
ergy of the nodes closer to the gateway is depleted much
earlier than that of others, is reduced. As the number
of sensor nodes increases, FAR produces less increase
in NL and NOT over EAR. The corresponding result
on the success ratio is depicted in Fig.4. FAR outper-
forms EAR by delivering a higher success ratio in all the
topologies involved. Furthermore, as the number of the
sensor nodes increases, both NL and NOT are reduced
(see Table 4), thus leading to a lower success ratio.

Fig.5 plots the success ratio as a function of the link
failure rate in an ad hoc network of different topolo-
gies. FAR delivers a higher success ratio in the random
topologies than in the FloodNet topology. In the Flood-
Net topology, the success ratio is above 90% for the link
failure rate up to 28%. In a small-sized ad hoc network
like FloodNet, the functioning of certain links such as
Sp ¢ 8 and sy < S10, is more crucial to a high success

@1t should be noted that being situated on the gateway, sj is treated differently from others and all simulation results presented

in this section do not include data of sj.

®The FloodNet-like topology with 24 nodes corresponds to a combination of two 12-node FloodNet topologies as in Fig.2.
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ratio than that of others, as no data messages can be
successfully delivered to the gateway if they both fail.
In the random topologies, when 39% links fail, the suc-
cess ratio remains above 90%. We believe the robustness
of FAR is attributed to its routing algorithm as the lat-
ter always tries to find alternative forwarding neighbors
even if there is a hole (i.e., no nearer neighbor exists)
that could be caused by the failure of either links or
nodes.
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over EAR in random topologies.

Fig.6 shows the effect of network density on the per-
formance increase of FAR over EAR in random topolo-
gies. FAR achieves a little increase (around 4%) in both
NL and NOT in a low density network (with 8 nodes).
As the network density becomes higher, FAR will de-
liver a better performance. An increased network den-
sity means more neighbors per node on average. Hence,
FAR will have more candidate nodes to choose from to
determine a desirable routing path. By examining the
simulation traces we found that the improved perfor-
mance by FAR was obtained at the cost of more overall
energy consumption. This is because the routing de-
cision may have to involve a longer path in order to
extend network lifetime whilst satisfying the predictor
model requirement.

4.4 Discussion

We employed a flooding technique in FAR to prop-
agate the predictor model requirement in the sensor
network, which resembles interest diffusion in directed
6], In directed diffusion, the sink is required
to periodically refresh the interest to increase delivery
reliability. We acknowledge that the successful delivery
of interest messages in our scenario is very important
and there are existing methods (e.g., [7]) which guaran-
tee the delivery of messages and might be suitable for
FloodNet. However, as interest diffusion is mainly in-
tended to find the distance information for each node,
applying those techniques for guaranteed delivery may
require non-trivial modifications to accommodate this
requirement. We found through simulation that flood-
ing is sufficient for interest diffusion in FloodNet of its
current scale and form. Definitely, we will need to in-
vestigate the issue of guaranteed delivery as FloodNet
evolves. Note that due to the inherent nonscalability
of the flooding technique and the neighbor table driven
approach, the proposed solution may not be scalable
enough for direct application to large scale sensor net-
works.

diffusion!

As a reactive routing protocol, FAR computes routes
on demand and only needs to maintain routes to sen-
sor nodes required. It was mentioned earlier that sen-
sor nodes in the FloodNet scenario were deployed at a
stretch of river, and thus (moving) obstacles in the sig-
nal path may lead to the loss of communication links.
Also, some nodes may be temporarily inactive. We be-
lieve it is better to use a reactive protocol in FloodNet
since proactive routing protocols require the knowledge
of node activity to make decisions.

FAR relies on the concept of localized routing
algorithms[® in which sensor nodes only communicate
with nodes within some neighborhood. Routing deci-
sions are made on the basis of the priority derived from
local information and the model requirement. Achieving
a desirable global objective is essential for the success of
such algorithms. Unlike many other energy aware pro-
tocols, FAR takes into consideration the requirement
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that the reporting frequency of nodes should be adap-
tive to both local conditions and the predictor model as
needed by FloodNet. Hence, the criteria for determin-
ing the best routing path should not depend upon the

energy consumption on the path only ®. This also ex-
plains why our definition for the network lifetime differs
from that of others, for example [10] defined it as the
time until the network partition occurs due to battery
depletion whilst [11] modelled it as the earliest time that
a message cannot be sent.

Singh et al.[’! argued that it may be a better solution
to route packets along nodes having sufficient energy, or
nodes under light loads, to increase node and network
life. This implies that an optimal path in terms of energy
awareness is not necessarily the shortest-hop path. As
mentioned in Subsection 4.3 we did observe that routing
in FloodNet occasionally takes a longer route, which po-
tentially increases the energy consumption. Essentially,
our approach trades off the overall energy consumption
for energy aware, adaptive behaviors of sensor nodes.
This is why although link cost between sensor nodes is
considered in the priority function, it is not as signifi-
cant as other factors, such as the residual energy, the
data importance, and the distance, in contributing to
the selection of the next-hop node for data delivery.

5 Related Work

5.1 Adaptive Sampling

In view of the limited resources in wireless sensor net-
works, adaptive sampling has been introduced to handle
this issue by making the data collection rate dynamic
and adaptable to the environment. We briefly review
some of the related work in this section.

Willett et al.['?] proposed a backcasting approach to
reduce energy consumption whilst maintaining highly
accurate measurements of sensors. Initially, a subset
of the sensor nodes communicate their information to
a fusion center. This provides an estimate of the envi-
ronment being sensed, indicating some sensors may not
be required to achieve a desired level of accuracy. The
fusion center then backcasts information based on the
estimate to the network at large and selectively acti-
vates additional sensors to obtain a target error level.
In this approach, adaptive sampling can save energy by
only activating a fraction of the available sensors.

Marbini and Sacks presented in [13] a feedback con-
trol mechanism which makes the rate at which each sen-
sor collects readings from the environment dynamic and
adaptable. The sampled data are compared against a
model that represents the environment. An error value
is calculated based on this comparison. If the error value
is more than the predefined margin of error, then the
sensor node will collect data at a higher sampling rate;
otherwise, the sampling rate will be decreased. Sensor
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nodes are completely autonomous in adapting the sam-
pling rate.

Jain and Chang['¥ developed an adaptive sampling
scheme which adjusts data collection rate in response
to the characteristics of the streaming data. A Kalman
filter is used at each sensor to make predictions of fu-
ture values of a data stream based on those seen. The
sampling interval (SI) is adjusted based on the predic-
tion error. If the modification in SI exceeds that allowed
by the specified Sampling Interval Range (SIR), a new
SI is requested from the server. At the central server,
new Sls are allocated to requesting sensors according to
available bandwidth, network congestion and streaming
source priority. Sensors that monitor objects showing
increased activity will have low SI whilst those with re-
duced activity will have high SI.

5.2 Energy Aware Routing

In this subsection, we describe and compare existing
energy aware routing protocols with FAR. To the best of
our knowledge, none of the related work described here
examines the impact that the distinct reporting rates
have on the protocol design.

Stojmenovi¢ and Lin['%! proposed power-aware lo-
calized routing which only requires localized routing in-
formation to minimize the energy consumption and ex-
tend battery’s worse case lifetime. However, the perfor-
mance of their method was demonstrated in networks
with high connectivity. Further, the FloodNet sensor
nodes are not equipped with any mechanisms to pro-
vide location information, the GPS (Global Positioning
System) receivers for example. Hence we are unable
to directly apply their approach to FloodNet. Other
energy aware routing protocols using the location infor-
mation of nodes include GEAR!!®! which achieves longer
network lifetime by balancing energy usage across the
network. GEAR uses energy aware and geographically
informed neighbor selection heuristics to forward a data
packet towards the target region and applies recursive
geographic forwarding or restricted flooding to dissemi-
nate the data packet within the region.

To maximize the network lifetime, Chang and
Tassiulas!'® proposed formulating the routing problem
in wireless sensor networks consisting of static nodes as
a linear programming problem for constant data rates
as well as arbitrary processes. The major assumption in
their work is that global network information is available
for decision making on routing. This assumption is also
shared by [11]. Hence, each origin node of a commodity
can calculate the shortest cost path to its destination
node. This is, however, not suitable for the FloodNet
scenario in which each node only has a local knowledge
of the global network.

LEACH!', PEGASIS'8! and the Energy Aware
Routing protocol® extend network lifetime by evenly
distributing the energy load among all the nodes in the

®A set of different power aware metrics to determine the optimal paths in mobile ad hoc networks were presented in [9].
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network. They assume that nodes have a fixed sampling
and reporting rate. Moreover, LEACH and PEGASIS
assume that nodes are able to transmit with enough bat-
tery power to reach the base station. Although there are
superficial similarities between LEACH and FAR, and
specifically LEACH also considers non-uniform energy
consumption of nodes, e.g., cluster-heads often consume
more energy for data forwarding, LEACH essentially
achieves a longer network lifetime by evenly dissipating
energy among all nodes whilst FAR does this by en-
abling nodes to consume energy according to need (see
Section 1).

Schurgers et al.'®! proposed using topology manage-
ment techniques to coordinate the sleep transitions of
all nodes whilst ensuring adequate network connectiv-
ity. The sensor network was assumed to be in the mon-
itoring state during most of its lifetime. Power savings
were achieved at the cost of an increased path setup
latency. This scenario also motivated [20], an energy-
efficient MAC protocol which tries to reduce the waste
of energy from collision, overhearing, control package
overhead and idle listening. In contrast, sensor nodes
in FloodNet are required to report data at different but
more frequent rates and thus these methods are not ap-
propriate for solving the FloodNet problem.

The Pulse protocol?!] was designed for multi-hop
wireless infrastructure access to mobile users which uti-
lizes a periodic flood initiated at the gateways to pro-
vide the routing and synchronization information to the
network. Substantial energy savings can be achieved
by using the synchronization information to allow idle
nodes to power off their radios for a majority of the time
when they are not required for packet forwarding. The
Pulse flood proactively maintains a route from all nodes
in the network to the infrastructure access node. This is
in contrast with FAR which selects the routing path on-
the-fly as data messages traverse the network and thus
is robust to temporary failure.

6 Conclusions and Future Work

FloodNet effectively demonstrates the potential of us-
ing pervasive computing in the environment and high-
lights solutions to important issues, such as adaptive
sampling for prioritized data gathering and energy con-
servation. It has enabled innovation within the environ-
mental application and has also provided an important
case study to explore the relevant research and develop-
ment issues in the computer science field. This project
brings together two significant trends in the evolution of
computing — pervasive computing and Grid computing
— to build a sensor network application using a design
methodology that might be called “extreme protocol de-
sign”. This has led to an interesting energy aware pro-
tocol with demonstrable benefits over other solutions.

At the time of writing, a second phase of nodes is
about to be deployed. The completion of our experiment
will be when we have collected sufficient environmental

data across varying conditions that we can confirm with
the expert end-users that the adaptive sampling is per-
forming as required. We will report this aspect of the
work in a future paper.

Although nodes have well-defined local behavior (in-
ner loop) and participate in the outer control loop, we
have not explored node behaviors in which coordinated
decisions are made across subsets of nodes which are iso-
lated from the outer control loop; for example, through
leader election. This is a topic which we are able to
explore through the simulator.

We also need to conduct further work on isolation of
nodes which have a disruptive behavior. One approach
which we are able to explore through simulation is for a
set of nodes to isolate a disruptive node by agreeing to
communicate at different times.
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