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#### Abstract

A bilinear multivariate errors-in-variables model is considered. It corresponds to an overdetermined set of linear equations $A X B=C, A \in \mathbb{R}^{m \times n}$, $B \in \mathbb{R}^{p \times q}$, in which the data $A, B, C$ are perturbed by errors. The total least squares estimator is inconsistent in this case.

An adjusted least squares estimator $\hat{X}$ is constructed, which converges to the true value $X$, as $m \rightarrow \infty, q \rightarrow \infty$. A small sample modification of the estimator is presented, which is more stable for small $m$ and $q$ and is asymptotically equivalent to the adjusted least squares estimator. The theoretical results are confirmed by a simulation study.
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## 1 Introduction

Many linear parameter estimation problems [VV91] can be reduced to solving an overdetermined set of linear equations

$$
\begin{equation*}
A X \approx B \tag{1}
\end{equation*}
$$

Whenever all measurements in both matrices $A$ and $B$ are affected by errors, the popular ordinary least squares estimator gives biased estimates. Measurement error models [Ful87], also called errors-in-variables models, should be considered in order to derive consistent estimators. If the errors are noncorrelated and equally sized, the total least squares (TLS) method [VV91, GV80] provides a consistent estimate of the unknown parameter $X$. This method, better known as orthogonal regression in the statistical literature,
computes correction matrices $\Delta A$ and $\Delta B$ of minimal Frobenius norm in order to make the corrected set of equations

$$
(A-\Delta A) X=B-\Delta B
$$

compatible and has become very popular in engineering since the early eighties due to the existence of computationally attractive algorithms based on the singular value decomposition (SVD) [GV80, VV91].

Since then several generalizations of the TLS estimator have been presented. In particular, we mention the generalized TLS estimator, based on the generalized SVD, which provides consistent estimates of $X$ provided the measurement errors in $\left[\begin{array}{ll}A & B\end{array}\right]$ are row-wise i.i.d. with zero mean and same covariance matrix, known up to a factor of proportionality.

In this paper we generalize the linear model in (1) to a bilinear model, represented as

$$
\begin{equation*}
A X B \approx C \tag{2}
\end{equation*}
$$

This model can be considered as a special case of a polynomial model, namely a quadratic measurement error model [Ful87, CRS95].

It should be noted that the TLS principle can no longer be applied to model (2) in order to provide consistent estimates. Indeed, as mentioned in [Ful87], adding correction matrices $\Delta A, \Delta B$ and $\Delta C$ of minimal Frobenius norm in order to make $(A-\Delta A) X(B-\Delta B)=C-\Delta C$ compatible results in biased estimates for the parameter $X$. In this paper an adjusted least squares (ALS) estimator [CRS95, CS98] of $X$ is presented and shown to be consistent.

Next we give two examples where the bilinear measurement errors model (2) arises.

Example 1 (Total production cost model). Assume that $r$ production inputs (materials, parts, labor, etc.) are combined to make $n$ products. Let $b_{k}$ be the price per unit of the $k$-th production input and $x_{j k}$ be the number of units of the $k$-th production input, required to produce one unit of the $j$-th product. The production costs per unit of the $j$-th product is the $j$-th element of the vector

$$
y=X b
$$

Let $a_{j}$ be a required quantity to be produced of the $j$-th product. The total quantity of the $k$-th production input needed is the $k$-th element of the vector

$$
z=X^{T} a
$$

The total production cost $c$ is $z^{T} b$, which gives a "single measurement" $A X B=C$ model

$$
a^{T} X b=c
$$

A situation in which we have multiple measurements could be: given is a set of (approximate) quantities to be produced of the $n$ products, $a^{1}, \ldots, a^{m}$, (approximate) prices per unit of the production inputs, $b^{1}, \ldots, b^{q}$,
and (approximate) total costs $c^{i l}$, corresponding to all combinations of the given quantities to be produced and prices. Then the model is

$$
\underbrace{\left[\begin{array}{c}
\left(a^{1}\right)^{T} \\
\vdots \\
\left(a^{m}\right)^{T}
\end{array}\right]}_{A} X \underbrace{\left[b^{1} \ldots b^{q}\right]}_{B}=\underbrace{\left[\begin{array}{ccc}
c^{11} \ldots c^{1 q} \\
\vdots & \vdots \\
c^{m 1} \cdots c^{m q}
\end{array}\right]}_{C} .
$$

Estimation of $x_{j k}$ in the model $A X B=C$, can be interpreted as: estimate the number of units of the $k$-th production input, required to produce one unit of the $j$-th product.

Example 2 (Estimation of the fundamental matrix [MM98]). Two images are captured by a mobile camera and $m$ matching pixels are located. Let

$$
u_{i}=\left[\begin{array}{c}
u_{i}(1) \\
u_{i}(2) \\
1
\end{array}\right] \quad \text { and } \quad v_{i}=\left[\begin{array}{c}
v_{i}(1) \\
v_{i}(2) \\
1
\end{array}\right], \quad i=1, \ldots, m
$$

represent the homogeneous pixel coordinates in the first and second image respectively. The so called epipolar constraint relates the corresponding pixel coordinates by the model

$$
\begin{equation*}
v_{i}^{T} F u_{i}=0, \quad i=1, \ldots, N, \tag{3}
\end{equation*}
$$

where $F \in \mathbb{R}^{3 \times 3}, \operatorname{rank}(F)=2$ is the fundamental matrix which is identical for all pairs of corresponding vectors $u_{i}, v_{i}, 1 \leq i \leq N$. Estimation of $F$ from the given noisy data is called structure from motion problem and is a central problem in computer vision.

In [KMV01] we modified the adjusted least squares estimator derived in this paper for the model (3).

The notation we use is standard. For any matrix $T, t_{i j}$ denotes the $i, j$-th element of $T$. The bold symbol $\mathbf{E}$ denotes mathematical expectation. It acts on the expression on the right up to an addition or subtraction sign. Conditional expectation of $x$, conditioned on $C$, is denoted by $\mathbf{E}[x \mid C]$. The notation $\operatorname{cov}(x)$ denotes the covariance matrix $\mathbf{E} x^{T} x-\mathbf{E} x^{T} \mathbf{E} x$ and $A^{\dagger}$ denotes the pseudo-inverse of $A$. In the formulas "const" denotes any constant value (for example, we can write const ${ }^{2}=$ const).

The paper is organized as follows. Section 2 introduces the model and the global assumptions. In Section 3, an ALS estimator for the bilinear model (2) is derived. In Section 4, weak and strong consistency of the ALS estimator is stated. In Section 5, a bound on the rate of convergence is derived. In Section 6, asymptotic normality is shown. In Section 7, a small sample correction of the ALS estimator is derived. Section 8 gives numerical results and Section 9 concludes and discusses future work. Technical proofs are presented in the Appendix.

## 2 The model

We consider the model

$$
\begin{equation*}
A X B=C \tag{4}
\end{equation*}
$$

Here $A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{p \times q}, C \in \mathbb{R}^{m \times q}$ are observations and $X \in \mathbb{R}^{n \times p}$ is a parameter of interest. We suppose that

$$
\begin{equation*}
A=A_{0}+\tilde{A}, \quad B=B_{0}+\tilde{B}, \quad C=C_{0}+\tilde{C}, \tag{5}
\end{equation*}
$$

and that there exists $X_{0} \in \mathbb{R}^{n \times p}$ such that

$$
A_{0} X_{0} B_{0}=C_{0}
$$

Here $A_{0}, B_{0}$, and $C_{0}$ are nominal or true values and $\tilde{A}, \tilde{B}$, and $\tilde{C}$ are errors. The matrix $X_{0}$ is the nominal or true value of the parameter. From the point of view of errors-in-variables models, $\tilde{C}$ represents the equation error, while $\tilde{A}$ and $\tilde{B}$ represent the measurement errors.

Looking for asymptotic results in the estimation of $X$ in the model (4), we fix the dimensions of $X, n$ and $p$, and let the number of measurements, $m$ and $q$, increase. The measurements are represented by the rows of $A$, the columns of $B$ and the elements of $C$. For the whole paper we denote

$$
V_{\tilde{A}} \triangleq \mathbf{E} \tilde{A}^{T} \tilde{A}, \quad V_{\tilde{B}} \triangleq \mathbf{E} \tilde{B} \tilde{B}^{T}
$$

The matrices $V_{\tilde{A}}$ and $V_{\tilde{B}}$ are supposed to be known, while the variances of the entries of $\tilde{C}$ are unknown.

Specific notation is set in the course of exposition. The assumptions used in the paper are enumerated. Global assumption for the paper is assumption (i).
(i). The errors $\left\{\tilde{a}_{i j}, i \geq 1,1 \leq j \leq n\right\},\left\{\tilde{b}_{k l}, 1 \leq k \leq p, l \geq 1\right\}$ and $\left\{\tilde{c}_{i l}, i \geq 1\right.$, $l \geq 1\}$ form three independent arrays of r.v., which are centered and possess finite second order moments.

More assumptions are stated where necessary.
The model (4-5) is a bilinear regression measurement error model. In a scalar form it can be written as

$$
\begin{align*}
c_{i l} & =\sum_{j, k} \tilde{a}_{i j}^{0} x_{j k} \tilde{b}_{k l}^{0}+\tilde{c}_{i l}, \quad 1 \leq i \leq m, 1 \leq l \leq q \\
a_{i j} & =a_{i j}^{0}+\tilde{a}_{i j}, \quad 1 \leq i \leq m, 1 \leq j \leq n  \tag{6}\\
b_{k l} & =b_{k l}^{0}+\tilde{b}_{k l}, \quad 1 \leq k \leq p, 1 \leq l \leq q
\end{align*}
$$

Here the design points $a_{i j}^{0}$ and $b_{k l}^{0}$ are unobservable non-stochastic variables and the true value $c_{i l}^{0}$ is a nonlinear function of $A_{0}$ and $B_{0}$.

It is known that orthogonal regression is inconsistent for nonlinear measurement error models, see comments in [Ful87] and a mathematical proof of inconsistency in [KZ96]. The orthogonal regression estimator is a (weighted) TLS estimator [GV80, VV91], therefore due to nonlinearity of the model (4), the TLS estimator is inconsistent in this case.

The model (6) is a particular case of a quadratic model; it is bilinear with respect to the compound nuisance parameters $\left[\begin{array}{ll}A_{0} & B_{0}\end{array}\right]$. For polynomial errors-in-variables models an ALS estimator is proposed in [CS98]. It is consistent. In [CRS95, Chapter 6], the method of corrected score functions is presented and in [Bar00] it is mentioned that an ALS estimator in a polynomial model is generated by the method of corrected score functions.

## 3 The score equation and an ALS estimator

We start with the LS objective function

$$
\begin{equation*}
q_{\mathrm{Ls}}(X, A, B, C) \triangleq\|A X B-C\|_{F}^{2} . \tag{7}
\end{equation*}
$$

In the space of matrices $\mathbb{R}^{n \times p}$, we introduce a scalar product

$$
\langle T, S\rangle \triangleq \operatorname{tr}\left(T S^{T}\right), \quad T, S \in \mathbb{R}^{n \times p}
$$

The derivative $\partial q_{\mathrm{Ls}} / \partial X$ is a linear functional on $\mathbb{R}^{n \times p}$. It acts on $H \in \mathbb{R}^{n \times p}$ according to the rule

$$
\begin{align*}
\frac{1}{2} \frac{\partial q_{\mathrm{Ls}}}{\partial X}(H) & =\operatorname{tr}\left((A X B-C)(A H B)^{T}\right)=\operatorname{tr}\left(A^{T}(A X B-C) B^{T} H^{T}\right) \\
& =\left\langle A^{T}(A X B-C) B^{T}, H\right\rangle \tag{8}
\end{align*}
$$

We can identify the derivative $\partial q_{\mathrm{Ls}} / \partial X$ with a matrix, which represents it in the equality (8). Thus it is redefined as

$$
\frac{1}{2} \frac{\partial q_{\mathrm{LS}}}{\partial X}=\left(A^{T} A\right) X\left(B B^{T}\right)-A^{T} C B^{T}
$$

In the absence of measurement errors, i.e. when $\tilde{A}=0$ and $\tilde{B}=0$, see (5), the LS estimator is obtained by minimizing (7) or (what is asymptotically equivalent) via the score equation $\frac{1}{2} \partial q_{\mathrm{LS}} / \partial X=0$. Thus the score function for the LS method is

$$
\psi_{\mathrm{LS}}(X, A, B, C) \triangleq\left(A^{T} A\right) X\left(B B^{T}\right)-A^{T} C B^{T}
$$

and the LS estimator is consistent in the absence of measurement errors.
Now, we are looking for a corrected score function $\psi$, such that

$$
\mathbf{E}\left[\psi\left(X, A_{0}+\tilde{A}, B_{0}+\tilde{B}, C\right) \mid C\right]=\psi_{\mathrm{LS}}\left(X, A_{0}, B_{0}, C\right) \quad \text { for all } X, A_{0}, B_{0}, C .
$$

We seek $\psi$ in the form $\psi=\psi_{\mathrm{LS}}-\psi_{1}$. We have by assumption (i)

$$
\begin{aligned}
& \mathbf{E}\left[\psi_{\mathrm{LS}}\right. \\
& \left.\left(X, A_{0}+\tilde{A}, B_{0}+\tilde{B}, C\right) \mid C\right] \\
& \quad=\psi_{\mathrm{LS}}\left(X, A_{0}, B_{0}, C\right)+\mathbf{E} \tilde{A}^{T} \tilde{A} X B_{0} B_{0}^{T}+\mathbf{E} A_{0}^{T} A_{0} X \tilde{B} \tilde{B}^{T}+V_{\tilde{A}} X V_{\tilde{B}} \\
& \quad=\psi_{\mathrm{LS}}+\psi_{11}\left(B_{0}\right)+\psi_{12}\left(A_{0}\right)+V_{\tilde{A}} X V_{\tilde{B}},
\end{aligned}
$$

with

$$
\begin{aligned}
& \psi_{11}\left(B_{0}\right) \triangleq V_{\tilde{A}} X B_{0} B_{0}^{T} \\
& \psi_{12}\left(A_{0}\right) \triangleq A_{0}^{T} A_{0} X V_{\tilde{B}}
\end{aligned}
$$

To find a proper correction term $\psi_{1}$ we consider

$$
\begin{align*}
& \mathbf{E} \psi_{11}\left(B_{0}+\tilde{B}\right)=V_{\tilde{A}} X B_{0} B_{0}^{T}+V_{\tilde{A}} X V_{\tilde{B}}, \\
& \mathbf{E} \psi_{12}\left(A_{0}+\tilde{A}\right)=A_{0}^{T} A_{0} X V_{\tilde{B}}+V_{\tilde{A}} X V_{\tilde{B}} . \tag{9}
\end{align*}
$$

Therefore

$$
\psi_{1}(A, B)=\psi_{11}(B)+\psi_{12}(A)-V_{\tilde{A}} X V_{\tilde{B}}
$$

and

$$
\begin{aligned}
\psi(X, & A, B, C) \\
& =\left(A^{T} A\right) X\left(B B^{T}\right)-A^{T} C B^{T}-V_{\tilde{A}} X\left(B B^{T}\right)-\left(A^{T} A\right) X V_{\tilde{B}}+V_{\tilde{A}} X V_{\tilde{B}} \\
& =\left(A^{T} A-V_{\tilde{A}}\right) X\left(B B^{T}-V_{\tilde{B}}\right)-A^{T} C B^{T} .
\end{aligned}
$$

The ALS estimator $\hat{X}$ is defined from the equation

$$
\begin{equation*}
\psi(X, A, B, C)=0 . \tag{10}
\end{equation*}
$$

As an estimator we can take

$$
\begin{equation*}
\hat{X} \triangleq\left(A^{T} A-V_{\tilde{A}}\right)^{\dagger}\left(A^{T} C B^{T}\right)\left(B B^{T}-V_{\tilde{B}}\right)^{\dagger} . \tag{11}
\end{equation*}
$$

If $A^{T} A-V_{\tilde{A}}$ and $B B^{T}-V_{\tilde{B}}$ are non-singular, then (11) satisfies (10). Later on we shall show that these matrices are non-singular with probability tending to one as the number of measurements (rows of $A$ and columns of $B$ ) is tending to infinity. Observe that (11) reduces to the generalized TLS estimator [VV89, Gal82], in the case $B=I_{p}, \tilde{B}=0$ under the assumption (i).

## 4 Weak and strong consistency

We introduce further assumptions.
(ii). The rows of $\tilde{A}$ are independent, i.e. $\left(\tilde{a}_{i j}, i \geq 1,1 \leq j \leq n\right)$ are independent, the columns of $\tilde{B}$ are independent, i.e. ( $\tilde{b}_{k l}, 1 \leq k \leq p, l \geq 1$ ) are independent, and all elements of $\tilde{C}$ are independent, i.e. $\left(\tilde{c}_{i l}, i \geq 1, l \geq 1\right)$ are independent.
(iii). $\mathbf{E} \tilde{a}_{i j}^{4} \leq$ const, $\mathbf{E} \tilde{b}_{k l}^{4} \leq$ const, and $\mathbf{E} \tilde{c}_{i l}^{2} \leq$ const.
(iv). We denote

$$
V_{A_{0}} \triangleq A_{0}^{T} A_{0}, \quad V_{B_{0}} \triangleq B_{0} B_{0}^{T}
$$

and assume that

$$
\frac{\lambda_{\max }\left(V_{A_{0}}\right)+m}{\lambda_{\min }^{2}\left(V_{A_{0}}\right)} \rightarrow 0 \quad \text { as } m \rightarrow \infty, \quad \text { and } \quad \frac{\lambda_{\max }\left(V_{B_{0}}\right)+q}{\lambda_{\min }^{2}\left(V_{B_{0}}\right)} \rightarrow 0 \quad \text { as } q \rightarrow \infty
$$

The assumption (iv) corresponds to the condition of weak consistency, given in [Gal82] for the maximum likelihood estimator in the model (1).

Theorem 1 (Weak consistency). Assume that assumptions (i) to (iv) hold. Then the estimator $\hat{X}$ given in (11) converges to $X_{0}$ in probability, as $m \rightarrow \infty$ and $q \rightarrow \infty$.

Proof. Denote

$$
\begin{equation*}
U_{A} \triangleq A^{T} A-V_{\tilde{A}}, \quad U_{B} \triangleq B B^{T}-V_{\tilde{B}} \tag{12}
\end{equation*}
$$

By assumption (iv), $V_{A_{0}}$ is non-singular for $m \geq m_{0}$ and $V_{B_{0}}$ is non-singular for $q \geq q_{0}$ for some fixed $m_{0}$ and $q_{0}$. For $m \geq m_{0}, q \geq q_{0}$, we rewrite equation (10) in the form

$$
\begin{equation*}
V_{A_{0}}^{-1} U_{A} X U_{B} V_{B_{0}}^{-1}=V_{A_{0}}^{-1}\left(A^{T} A_{0} X_{0} B_{0} B^{T}+A^{T} \tilde{C} B^{T}\right) V_{B_{0}}^{-1} . \tag{13}
\end{equation*}
$$

For consistency, it is enough to show that

$$
\begin{align*}
& V_{A_{0}}^{-1} U_{A} \xrightarrow{\mathrm{P}} I_{n} \quad \text { and } \quad U_{B} V_{B_{0}}^{-1} \xrightarrow{\mathrm{P}} I_{p},  \tag{14}\\
& V_{A_{0}}^{-1}\left(A^{T} A_{0}\right) \xrightarrow{\mathrm{P}} I_{n} \quad \text { and } B_{0} B_{0}^{T} V_{B_{0}}^{-1} \xrightarrow{\mathrm{P}} I_{p},  \tag{15}\\
& V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1} \xrightarrow{\mathrm{P}} 0 . \tag{16}
\end{align*}
$$

The proofs of (14)-(16) are given in the Appendix.
The main probabilistic tool to prove the strong consistency is the following matrix analogue of the Rosenthal inequality, see [Ros70].

Lemma 1. Let $\left\{\eta_{i}, i \geq 1\right\}$ be a sequence of independent r.v., $\mathbf{E} \eta_{i}=0, i=1,2, \ldots$ Then for any real number $t \geq 2$, and for all $m \geq 1$

$$
\mathbf{E}\left|\sum_{i=1}^{m} \eta_{i}\right|^{t} \leq c(t) \max \left(\sum_{i=1}^{m} \mathbf{E}\left|\eta_{i}\right|^{t},\left(\sum_{i=1}^{m} \mathbf{E} \eta_{i}^{2}\right)^{t / 2}\right)
$$

where $c(t)$ depends on $t$, but it does not depend on $m$.
We strengthen assumptions (iii) and (iv).
(v). For fixed real number $r \geq 2, \mathbf{E}\left|\tilde{a}_{i j}\right|^{2 r} \leq$ const, $\mathbf{E}\left|\tilde{b}_{k l}\right|^{2 r} \leq$ const, and $\mathbf{E}\left|\tilde{c}_{i l}\right|^{2 r} \leq$ const.
(vi). For fixed $m_{0} \geq 1$,

$$
\sum_{m=m_{0}}^{\infty}\left(\frac{m^{r / 2}}{\lambda_{\min }^{r}\left(V_{A_{0}}\right)}+\frac{\lambda_{\max }^{r}\left(V_{A_{0}}\right)}{\lambda_{\min }^{2 r}\left(V_{A_{0}}\right)}\right)<\infty,
$$

and for fixed $q_{0} \geq 1$

$$
\sum_{q=q_{0}}^{\infty}\left(\frac{q^{r / 2}}{\lambda_{\min }^{r}\left(V_{B_{0}}\right)}+\frac{\lambda_{\max }^{r}\left(V_{B_{0}}\right)}{\lambda_{\min }^{2 r}\left(V_{B_{0}}\right)}\right)<\infty
$$

where $r$ is defined in assumption (v).
Theorem 2 (Strong consistency). Assume that assumptions (i), (ii), (v) and (vi) hold. Then the estimator $X$ given in (11) converges to $X_{0}$ a.s., as $m \rightarrow \infty$, $q \rightarrow \infty$.

Proof. See Appendix.

## 5 Rate of convergence

Let the assumptions of Theorem 1 hold. With probability tending to 1 we have

$$
\begin{equation*}
\left(A^{T} A-V_{\tilde{A}}\right) \hat{X}\left(B B^{T}-V_{\tilde{B}}\right)=A^{T} C B^{T} . \tag{17}
\end{equation*}
$$

We set $\hat{X} \triangleq X_{0}+\hat{\Delta}$ and consider $m \geq m_{0}, q \geq q_{0}$, for which $V_{A_{0}}$ and $V_{B_{0}}$ are non-singular. From (17) we have

$$
\begin{align*}
\left(A^{T} A-V_{\tilde{A}}\right) \hat{\Delta}\left(B B^{T}-V_{\tilde{B}}\right)= & A^{T}\left(A_{0} X_{0} B_{0}+\tilde{C}\right) B^{T} \\
& -\left(A^{T} A-V_{\tilde{A}}\right) X_{0}\left(B B^{T}-V_{\tilde{B}}\right) \tag{18}
\end{align*}
$$

Using the notations (12) we have

$$
\begin{align*}
V_{A_{0}}^{-1} U_{A} \hat{\Delta} U_{B} V_{B_{0}}^{-1}= & V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1}+V_{A_{0}}^{-1}\left(A^{T} A_{0} X_{0} B_{0} B^{T}\right. \\
& \left.-\left(A^{T} A-V_{\tilde{A}}\right) X_{0}\left(B B^{T}-V_{\tilde{B}}\right)\right) V_{B_{0}}^{-1} \triangleq R_{1}+R_{2} . \tag{19}
\end{align*}
$$

By (14), the LHS of (19) equals

$$
\begin{equation*}
\mathrm{LHS}=\left(I_{n}+\mathrm{o}_{\mathrm{p}}(1)\right) \hat{\Delta}\left(I_{p}+\mathrm{o}_{\mathrm{p}}(1)\right) \tag{20}
\end{equation*}
$$

Next, see Section 4,

$$
\begin{align*}
R_{1} & =V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1} \\
& =\frac{\sqrt{\lambda_{\max }\left(V_{A_{0}}\right)+m}}{\lambda_{\min }\left(V_{A_{0}}\right)} \cdot \frac{\sqrt{\lambda_{\max }\left(V_{B_{0}}\right)+q}}{\lambda_{\min }\left(V_{b_{0}}\right)} \cdot \mathrm{O}_{\mathrm{p}}(1) \tag{21}
\end{align*}
$$

We decompose $R_{2}=R_{21}-R_{22}$.

$$
\begin{align*}
& R_{21}=V_{A_{0}}^{-1}\left(A^{T} A_{0} X_{0} B_{0} B^{T}-V_{A_{0}} X_{0} V_{B_{0}}\right) V_{B_{0}}^{-1} \\
& \quad=\left(I_{n}+\frac{\sqrt{\lambda_{\max }\left(V_{\left.A_{0}\right)}\right.}}{\lambda_{\min }\left(V_{A_{0}}\right)} \mathrm{O}_{\mathrm{p}}(1)\right) X_{0}\left(I_{p}+\frac{\sqrt{\lambda_{\max }\left(V_{B_{0}}\right)}}{\lambda_{\min }\left(V_{B_{0}}\right)} \mathrm{O}_{\mathrm{p}}(1)\right)-X_{0},  \tag{22}\\
& \left\|R_{21}\right\|_{F}=\left(\frac{\sqrt{\lambda_{\max }\left(V_{A_{0}}\right)}}{\lambda_{\min }\left(V_{A_{0}}\right)}+\frac{\sqrt{\lambda_{\max }\left(V_{B_{0}}\right)}}{\lambda_{\min }\left(V_{B_{0}}\right)}\right) \mathrm{O}_{\mathrm{p}}(1) \tag{23}
\end{align*}
$$

and

$$
\begin{align*}
& R_{22}= V_{A_{0}}^{-1}\left(A^{T} A-V_{\tilde{A}}\right) X_{0}\left(B B^{T}-V_{\tilde{B}}-V_{A_{0}} X_{0} V_{B_{0}}\right) V_{B_{0}}^{-1} \\
&=\left(I_{n}+\frac{\sqrt{m}+\sqrt{\lambda_{\max }\left(V_{A_{0}}\right)}}{\lambda_{\min }\left(V_{A_{0}}\right)} \mathrm{O}_{\mathrm{p}}(1)\right) X_{0} \\
&\left(I_{p}+\frac{\sqrt{q}+\sqrt{\lambda_{\max }\left(V_{B_{0}}\right)}}{\lambda_{\min }\left(V_{B_{0}}\right)} \mathrm{O}_{\mathrm{p}}(1)\right)-X_{0},  \tag{24}\\
&\left\|R_{22}\right\|_{F}=\left(\frac{\sqrt{m}+\sqrt{\lambda_{\max }\left(V_{A_{0}}\right)}}{\lambda_{\min }\left(V_{A_{0}}\right)}+\frac{\sqrt{q}+\sqrt{\lambda_{\max }\left(V_{B_{0}}\right)}}{\lambda_{\min }\left(V_{B_{0}}\right)}\right) \mathrm{O}_{\mathrm{p}}(1) . \tag{25}
\end{align*}
$$

Therefore from (19), (20), and (21) to (25) we obtain

$$
\begin{equation*}
\left\|\hat{X}-X_{0}\right\|_{F}=\left(u_{m}+v_{q}\right) \mathrm{O}_{\mathrm{p}}(1) \tag{26}
\end{equation*}
$$

where

$$
\begin{equation*}
u_{m} \triangleq \frac{\sqrt{m}+\sqrt{\lambda_{\max }\left(V_{A_{0}}\right)}}{\lambda_{\min }\left(V_{A_{0}}\right)}, \quad v_{q} \triangleq \frac{\sqrt{q}+\sqrt{\lambda_{\max }\left(V_{B_{0}}\right)}}{\lambda_{\min }\left(V_{B_{0}}\right)} . \tag{27}
\end{equation*}
$$

## 6 Asymptotic normality

### 6.1 Expansion for $\hat{\Delta}$

Now, we strengthen assumption (iv).
(vii). $\frac{1}{m} V_{A_{0}} \rightarrow V_{A \infty}$ as $m \rightarrow \infty$, and $\frac{1}{q} V_{B_{0}} \rightarrow V_{B \infty}$ as $q \rightarrow \infty$, where $V_{A \infty}$ and $V_{B \infty}$ are positive definite matrices.

Under (vii), $\frac{1}{m} \lambda_{\max }\left(V_{A_{0}}\right) \rightarrow \lambda_{\max }\left(A_{A \infty}\right)>0$, and $\frac{1}{m} \lambda_{\min }\left(V_{A_{0}}\right) \rightarrow \lambda_{\min }\left(A_{A \infty}\right)>$ 0 , similarly for $V_{B_{0}}$, therefore (vii) implies (iv).

We shall assume (i) to (iii) and (vii), and in the process of establishing asymptotic normality, we shall set some more assumptions.

From (19), (20) and (21) we have now

$$
\begin{equation*}
\left(I_{n}+\mathrm{o}_{\mathrm{p}}(1)\right) \hat{\Delta}\left(I_{p}+\mathrm{o}_{\mathrm{p}}(1)\right)=\frac{1}{\sqrt{m q}} \mathrm{O}_{\mathrm{p}}(1)+R_{21}-R_{22} . \tag{28}
\end{equation*}
$$

$$
\begin{aligned}
R_{21} & =\left(I_{n}+V_{A_{0}}^{-1} \tilde{A}^{T} A_{0}\right) X_{0}\left(I_{p}+B_{0} \tilde{B}^{T} V_{B_{0}}^{-1}\right)-X_{0} \\
& =V_{A_{0}}^{-1} \tilde{A}^{T} A_{0} X_{0}+X_{0} B_{0} \tilde{B}^{T} V_{B_{0}}^{-1}+\frac{1}{\sqrt{m q}} \mathrm{O}_{\mathrm{p}}(1),
\end{aligned}
$$

see (22). Next, see (24),

$$
\begin{aligned}
R_{22}= & \left(I_{n}+V_{A_{0}}^{-1}\left(\tilde{A}^{T} A_{0}+A_{0}^{T} \tilde{A}+\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right)\right) X_{0} \\
& +\left(I_{p}+\left(\tilde{B} B_{0}^{T}+B_{0} \tilde{B}^{T}+\tilde{B} \tilde{B}^{T}-V_{\tilde{B}}\right) V_{B_{0}}^{-1}\right)-X_{0} \\
= & V_{A_{0}}^{-1}\left(\tilde{A}^{T} A_{0}+A_{0}^{T} \tilde{A}+\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right) X_{0} \\
& +X_{0}\left(\tilde{B} B_{0}^{T}+B_{0} \tilde{B}^{T}+\tilde{B} \tilde{B}^{T}-V_{\tilde{B}}\right) V_{B_{0}}^{-1}+\frac{1}{\sqrt{m q}} \mathrm{O}_{\mathrm{p}}(1),
\end{aligned}
$$

and

$$
\begin{equation*}
R_{21}-R_{22}=-V_{A_{0}}^{-1} L_{1} X_{0}-X_{0} L_{2} V_{B_{0}}^{-1}+\frac{1}{\sqrt{m q}} \mathrm{O}_{\mathrm{p}}(1) \tag{29}
\end{equation*}
$$

Here

$$
\begin{equation*}
L_{1} \triangleq A_{0}^{T} \tilde{A}+\left(\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right), \quad L_{2} \triangleq \tilde{B} B_{0}^{T}+\left(\tilde{B} \tilde{B}^{T}-V_{\tilde{B}}\right) \tag{30}
\end{equation*}
$$

Thus

$$
\begin{align*}
-\left(I_{n}+\right. & \left.\mathrm{o}_{\mathrm{p}}(1)\right) \hat{\Delta}\left(I_{p}+\mathrm{o}_{\mathrm{p}}(1)\right) \\
= & \left(\left(\frac{1}{m} V_{A_{0}}\right)^{-1} \frac{L_{1}}{\sqrt{m}} X_{0}\right) \frac{1}{\sqrt{m}}+\left(X_{0} \frac{L_{2}}{\sqrt{q}}\left(\frac{1}{q} V_{B_{0}}\right)^{-1}\right) \frac{1}{\sqrt{q}} \\
& +\frac{1}{\sqrt{m q}} \mathrm{O}_{\mathrm{p}}(1) \tag{31}
\end{align*}
$$

By assumption (vii), $\frac{1}{m} V_{A_{0}}$ and $\frac{1}{q} V_{B_{0}}$ converge to the corresponding positive definite matrices $V_{A \infty}$ and $V_{B \infty}$. Random matrices $L_{1}$ and $L_{2}$ are independent by (i). We need an assumption which ensures the convergence in distribution of $\frac{1}{\sqrt{m}} L_{1}$ and $\frac{1}{\sqrt{q}} L_{2}$.

### 6.2 Behavior of $\frac{1}{\sqrt{m}} L_{1}$

We denote by $\tilde{a}_{i}^{T}, a_{i}^{0 T}$ and $a_{i}^{T}, i \geq 1$, the rows of $\tilde{A}, A_{0}$ and $A$ respectively.

$$
\tilde{A}=\left[\begin{array}{c}
\tilde{a}_{1}^{T} \\
\vdots \\
\tilde{a}_{m}^{T}
\end{array}\right], \quad A_{0}=\left[\begin{array}{c}
a_{1}^{0 T} \\
\vdots \\
a_{m}^{0 T}
\end{array}\right], \quad \text { and } \quad A=\left[\begin{array}{c}
a_{1}^{T} \\
\vdots \\
a_{m}^{T}
\end{array}\right] .
$$

We have

$$
\begin{equation*}
L_{1}=\sum_{i=1}^{m}\left(a_{i}^{0} \tilde{a}_{i}^{T}+\tilde{a}_{i} \tilde{a}_{i}^{T}-\mathbf{E} \tilde{a}_{i} \tilde{a}_{i}^{T}\right) . \tag{32}
\end{equation*}
$$

To apply the central limit theorem (CLT), we consider $l_{1} \triangleq \operatorname{vec}\left(L_{1}\right)$. We have

$$
\begin{equation*}
\operatorname{vec}\left(a_{i}^{0} \tilde{a}_{i}^{T}\right)=\left(I_{n} \otimes a_{i}^{0}\right) \tilde{a}_{i}, \tag{33}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{vec}\left(\tilde{a}_{i} \tilde{a}_{i}^{T}\right)=\tilde{a}_{i} \otimes \tilde{a}_{i} . \tag{34}
\end{equation*}
$$

Therefore, see (32) to (34),

$$
\begin{equation*}
l_{1}=\sum_{i=1}^{m}\left(a_{i}^{0 T} \otimes \tilde{a}_{i}+\tilde{a}_{i} \otimes \tilde{a}_{i}-\mathbf{E} \tilde{a}_{i} \otimes \tilde{a}_{i}\right) \tag{35}
\end{equation*}
$$

We introduce the following assumptions in order to apply the CLT to $\frac{1}{\sqrt{m}} l_{1}$.
(viii). The rows $\left\{\tilde{a}_{i}^{T}, i \geq 1\right\}$ are identically distributed as random vector $\tilde{a}$. By assumption (i), ã is centered and has covariance matrix $V_{\tilde{\mathrm{a}}}=\frac{1}{m} V_{\tilde{A}}$.

In order to distinguish the vectors $\tilde{a}_{i}$ from the scalars $\tilde{\mathbf{a}}_{i}$, we will use the notation $\tilde{\mathrm{a}}(i)$ for the elements of $\tilde{\mathrm{a}}$.
(ix). For fixed $\delta>0, \mathbf{E}|\tilde{\mathrm{a}}(j)|^{4+\delta}<\infty, j=1, \ldots, n$.
(x). For each $\{j, k, l\} \subset\{1, \ldots, n\}, \mathbf{E a ̃}(j) \tilde{a}(k) \tilde{\mathfrak{a}}(l)=0$.

Assumption (x) holds, e.g., when ã has a symmetric distribution. It is possible to avoid (x), but then the asymptotic covariance matrix of $\hat{X}$ will be more complicated. For instance, (x) holds in the case of normal errors $\tilde{\mathbf{a}}(j)$.
(xi). For some $\tau>0, \frac{1}{m} \sum_{i=1}^{m}\left\|a_{i}^{0}\right\|^{2+\tau} \leq$ const, and $\frac{1}{m} \max _{1 \leq i \leq m}\left\|a_{i}^{0}\right\|^{2} \rightarrow 0$.

Denote

$$
U_{A}^{\prime} \triangleq \lim _{m \rightarrow \infty} \frac{1}{m}\left(I_{n} \otimes a_{i}^{0}\right) V_{\tilde{\mathrm{a}}}\left(I_{n} \otimes a_{i}^{0}\right)^{T}=V_{\tilde{\mathrm{a}}} \otimes V_{A \infty},
$$

and

$$
\begin{align*}
U_{A}^{\prime \prime} & \triangleq \operatorname{cov}(\tilde{\mathbf{a}} \otimes \tilde{\mathbf{a}}-\mathbf{E} \tilde{\mathbf{a}} \otimes \tilde{\mathbf{a}}) \\
& =\mathbf{E}\left((\tilde{\mathbf{a}} \otimes \tilde{\mathbf{a}}-\mathbf{E} \tilde{\mathbf{a}} \otimes \tilde{\mathbf{a}})(\tilde{\mathbf{a}} \otimes \tilde{\mathbf{a}}-\mathbf{E} \tilde{\mathbf{a}} \otimes \tilde{\mathbf{a}})^{T}\right) \\
& =\mathbf{E}\left(\left(\tilde{\mathbf{a}} \tilde{a}^{T}\right) \otimes\left(\tilde{\mathbf{a}} \tilde{a}^{T}\right)\right)-\operatorname{vec}\left(V_{\tilde{\mathbf{a}}}\right)\left(\operatorname{vec}\left(V_{\tilde{\mathbf{a}}}\right)\right)^{T} . \tag{36}
\end{align*}
$$

The elements of $\mathbf{E}\left(\left(\tilde{\mathbf{a}} \tilde{\mathbf{a}}^{T}\right) \otimes\left(\tilde{\mathbf{a}} \tilde{a}^{T}\right)\right)$ are the fourth moments of $\tilde{\mathbf{a}}$, $\mathbf{E a ̃}(i) \tilde{\mathbf{a}}(j) \tilde{\mathbf{a}}(k) \tilde{\mathbf{a}}(l)$. We note that $U_{A}^{\prime}$ and $U_{A}^{\prime \prime}$ are positive semidefinite. The last assumption in this subsection is assumption (xii).
(xii). $U_{A}^{\prime}+U_{A}^{\prime \prime}$ is positive definite.

Now, under new assumptions (viii) to (xi) we apply the CLT to $\frac{1}{\sqrt{m}} l_{1}$, see (35).
We have We have

$$
\operatorname{cov}\left(\frac{l_{1}}{\sqrt{m}}\right)=\frac{1}{m} \operatorname{cov}\left(l_{1}\right)=\frac{1}{m} \sum_{i=1}^{m}\left(I_{n} \otimes a_{i}^{0}\right) V_{\tilde{\mathbf{a}}}\left(I_{n} \otimes a_{i}^{0}\right)^{T}+U_{A}^{\prime \prime}
$$

and $\operatorname{cov}\left(l_{1} / \sqrt{m}\right) \rightarrow U_{A} \triangleq U_{A}^{\prime}+U_{A}^{\prime \prime}$, which is positive definite.
Next, we check the Lyapunov condition, with $v \triangleq \min (\tau, \delta / 2)$, where $\tau$ and $\delta$ are defined in assumptions (ix) and (xi). We have, see (35),

$$
\begin{aligned}
& \frac{1}{m^{1+v / 2}} \sum_{i=1}^{m}\left(\mathbf{E}\left\|\left(I_{n} \otimes a_{i}^{0}\right) \tilde{\mathbf{a}}\right\|_{F}^{2+v}+\mathbf{E}\|\tilde{\mathbf{a}} \otimes \tilde{\mathbf{a}}-\mathbf{E} \tilde{\mathbf{a}} \otimes \tilde{\mathbf{a}}\|_{F}^{2+v}\right) \\
& \quad \leq \frac{1}{m^{1+v / 2}}\left(\sum_{i=1}^{m} \text { const } \cdot\left\|a_{i}^{0}\right\|^{2+v} \mathbf{E}\|\tilde{\mathbf{a}}\|^{2+v}+\text { const } \cdot m\right) \\
& \quad \leq \text { const } \cdot \frac{1}{m^{v / 2}} \rightarrow 0, \quad \text { as } m \rightarrow \infty .
\end{aligned}
$$

We have also by assumptions (iii), (viii) and (xi), that the second moments of the summands in (35) are bounded. Therefore by the CLT

$$
\frac{l_{1}}{\sqrt{m}} \xrightarrow{d} N\left(0, U_{A}\right)
$$

Then, see (31),

$$
\begin{aligned}
\operatorname{vec}( & \left.\left(\frac{1}{m} V_{A_{0}}\right)^{-1} \frac{L_{1}}{\sqrt{m}} X_{0}\right) \\
& =\left(X_{0}^{T} \otimes\left(\frac{1}{m} V_{A_{0}}\right)^{-1}\right) \frac{l_{1}}{\sqrt{m}} \xrightarrow{d}\left(X_{0}^{T} \otimes V_{A \infty}^{-1}\right) \cdot N\left(0, U_{A}\right) \\
& =N\left(0, \Sigma_{A}\right), \quad \text { as } m \rightarrow \infty
\end{aligned}
$$

with

$$
\begin{equation*}
\Sigma_{A} \triangleq\left(X_{0} \otimes V_{A \infty}^{-1}\right)^{T} U_{A}\left(X_{0} \otimes V_{A \infty}^{-1}\right) \tag{37}
\end{equation*}
$$

### 6.3 Behavior of $\frac{1}{\sqrt{q}} L_{2}$

We list similar assumptions for $B_{0}$ and $\tilde{B}$.
(viii)'. The columns $\left\{\tilde{b}_{l}, l \geq 1\right\}$ are identically distributed as random vector $\tilde{\mathrm{b}}$. Here $\tilde{B}=\left[\tilde{b}_{1} \ldots \tilde{b}_{q}\right]$. By assumption (i), $\tilde{\mathrm{b}}$ is centered, with covariance matrix $V_{\tilde{\mathrm{b}}}=\frac{1}{q} V_{\tilde{B}}$.
(ix) $)^{\prime}$. For fixed $\delta>0, \mathbf{E}|\tilde{\mathrm{~b}}(k)|^{4+\delta}<\infty, k=1, \ldots, p$.
$(\mathrm{x})^{\prime}$. For each $\{j, k, l\} \subset\{1, \ldots, p\}, \mathbf{E} \tilde{\mathrm{b}}(j) \tilde{\mathrm{b}}(k) \tilde{\mathrm{b}}(l)=0$.
$\left(\right.$ xi) $^{\prime}$. For some $\tau>0, \frac{1}{q} \sum_{l=1}^{q}\left\|b_{i}^{0}\right\|^{2+\tau} \leq$ const, and $\frac{1}{q} \max _{1 \leq l \leq q}\left\|b_{l}^{0}\right\|^{2} \rightarrow 0$.

## Denote

$$
U_{B}^{\prime} \triangleq \lim _{q \rightarrow \infty} \frac{1}{q} \sum_{l=1}^{q}\left(b_{l}^{0} \otimes I_{p}\right) V_{\tilde{\mathrm{b}}}\left(b_{l}^{0} \otimes I_{p}\right)^{T}=V_{B \infty} \otimes V_{\tilde{\mathrm{b}}},
$$

and

$$
\begin{aligned}
U_{B}^{\prime \prime} & \triangleq \operatorname{cov}(\tilde{\mathrm{b}} \otimes \tilde{\mathrm{~b}}-\mathbf{E} \tilde{\mathrm{b}} \otimes \tilde{\mathrm{~b}}) \\
& =\mathbf{E}(\tilde{\mathrm{b}} \otimes \tilde{\mathrm{~b}}-\mathbf{E} \tilde{\mathrm{b}} \otimes \tilde{\mathrm{~b}})(\tilde{\mathrm{b}} \otimes \tilde{\mathrm{~b}}-\mathbf{E} \tilde{\mathrm{b}} \otimes \tilde{\mathrm{~b}})^{T} \\
& =\mathbf{E}\left(\left(\tilde{\mathrm{b}} \tilde{\mathrm{~b}}^{T}\right) \otimes\left(\tilde{\mathrm{b}} \tilde{\mathrm{~b}}^{T}\right)\right)-\operatorname{vec}\left(V_{\tilde{\mathrm{b}}}\right)\left(\operatorname{vec}\left(V_{\tilde{\mathrm{b}}}\right)\right)^{T} .
\end{aligned}
$$

(xii) ${ }^{\prime} . U_{B} \triangleq U_{B}^{\prime}+U_{B}^{\prime \prime}$ is positive definite.

Then similarly to the previous subsection, we have

$$
\begin{aligned}
l_{2} \triangleq \operatorname{vec}\left(L_{2}\right)= & \sum_{l=1}^{q}\left(\left(b_{l}^{0} \otimes I_{p}\right) \tilde{\mathrm{b}}+\tilde{\mathrm{b}} \otimes \tilde{\mathrm{~b}}-\mathbf{E} \tilde{\mathrm{b}} \otimes \tilde{\mathrm{~b}}\right) . \\
& \frac{l_{2}}{\sqrt{q}} \xrightarrow{d} N\left(0, U_{B}\right),
\end{aligned}
$$

and

$$
\begin{align*}
& \operatorname{vec}\left(X_{0} \frac{L_{2}}{\sqrt{q}}\left(\frac{1}{q} V_{B_{0}}\right)^{-1}\right) \\
& \quad=\left(\left(\frac{1}{q} V_{B_{0}}\right)^{-1} \otimes X_{0}\right) \frac{l_{2}}{\sqrt{q}} \xrightarrow{d}\left(V_{B \infty}^{-1} \otimes X_{0}\right) \cdot N\left(0, U_{B}\right) \\
& \quad=N\left(0, \Sigma_{B}\right) \tag{38}
\end{align*}
$$

where $\Sigma_{B} \triangleq\left(V_{B \infty}^{-1} \otimes X_{0}\right) U_{B}\left(V_{B \infty}^{-1} \otimes X_{0}\right)^{T}$. From (31) we obtain

$$
\left(I_{n}+\mathrm{o}_{\mathrm{p}}(1)\right) \hat{\Delta}\left(I_{n}+\mathrm{o}_{\mathrm{p}}(1)\right)=\frac{1}{\sqrt{m}} \xi_{m}+\frac{1}{\sqrt{q}} \eta_{q}+\frac{\mathrm{O}_{\mathrm{p}}(1)}{\sqrt{m q}} \quad \text { as } m \rightarrow \infty, q \rightarrow \infty
$$

where $\left\{\xi_{m}\right\}$ and $\left\{\eta_{q}\right\}$ are independent random matrices, and $\operatorname{vec}\left(\xi_{m}\right) \xrightarrow{d}$ $N\left(0, \Sigma_{A}\right)$ as $m \rightarrow \infty$ and $\operatorname{vec}\left(\eta_{q}\right) \rightarrow N\left(0, \Sigma_{B}\right)$ as $q \rightarrow \infty$.

Let $m=m(r)$ and $q=q(r)$, with $\frac{r}{m} \rightarrow \lambda_{A}, \frac{r}{q} \rightarrow \lambda_{B}$, as $r \rightarrow \infty$, where $0 \leq \lambda_{A}$, $\lambda_{B}<\infty, \lambda_{A}+\lambda_{B}>0$. Then we have

$$
\left(I_{n}+\mathrm{o}_{\mathrm{p}}(1)\right)(\sqrt{r} \hat{\Delta})\left(I_{n}+\mathrm{o}_{\mathrm{p}}(1)\right)=\sqrt{\frac{r}{m}} \xi_{m}+\sqrt{\frac{r}{q}} \eta_{q}+\frac{\mathrm{O}_{\mathrm{p}}(1)}{\sqrt{r}} \cdot \sqrt{\frac{r}{m} \cdot \frac{r}{q}}
$$

Therefore we proved the following asymptotic normality result.
Theorem 3. Assume that assumptions (i) to (iii), (vii) to (xii), and (viii)' to (xii)' hold. Then for $m=m(r), q=q(r), \frac{r}{m(r)} \rightarrow \lambda_{A}, \frac{r}{q(r)} \rightarrow \lambda_{B}$, as $r \rightarrow \infty$ with $0 \leq \lambda_{A}<\infty, 0 \leq \lambda_{B}<\infty, \lambda_{A}+\lambda_{B}>0$, we have

$$
\sqrt{r} \cdot \operatorname{vec}\left(\hat{X}-X_{0}\right) \xrightarrow{d} N\left(0, \lambda_{A} \Sigma_{A}+\lambda_{B} \Sigma_{B}\right) .
$$

Now, we investigate the rank of the matrix $\lambda_{A} \Sigma_{A}+\lambda_{B} \Sigma_{B}$. We analyze (37). Suppose that $X_{0}$ is of full rank, i.e. $\operatorname{rank}\left(X_{0}\right)=\min (n, p)$. Then

$$
\operatorname{rank}\left(X_{0}^{T} \otimes V_{A \infty}^{-1}\right)=\operatorname{rank}\left(X_{0} \otimes V_{A \infty}^{-1}\right)=n \min (n, p) .
$$

$U_{A}$ has full rank equal $n^{2}$, and

$$
\operatorname{rank}\left(\Sigma_{A}\right)=n \min (n, p)
$$

Similarly

$$
\operatorname{rank}\left(\Sigma_{B}\right)=p \min (n, p)
$$

Denote

$$
\Sigma \triangleq \lambda_{A} \Sigma_{A}+\lambda_{B} \Sigma_{B}
$$

- If $\lambda_{A}>0, \lambda_{B}>0$ then $\operatorname{rank}(\Sigma)=\max \left(\operatorname{rank}\left(\Sigma_{A}\right), \operatorname{rank}\left(\Sigma_{B}\right)\right)=n p$, i.e. $\Sigma$ is a positive definite $n p \times n p$ matrix.
- If $\lambda_{A}=0$ then $\operatorname{rank}(\Sigma)=\operatorname{rank}\left(\Sigma_{B}\right)=p \min (n, p)$, and $\Sigma$ is positive definite when $n \leq p$.
- If $\lambda_{B}=0$ then $\operatorname{rank}(\Sigma)=\operatorname{rank}\left(\Sigma_{A}\right)=n \min (n, p)$, and $\Sigma$ is positive definite when $n \geq p$.

In the case when $\Sigma$ is positive definite, we have

$$
\left\|\sqrt{r} \Sigma^{-1 / 2} \operatorname{vec}(\hat{\Delta})\right\|^{2} \xrightarrow{d} \chi_{n p}^{2} \quad \text { as } r \rightarrow \infty
$$

or

$$
\begin{equation*}
r \cdot(\operatorname{vec}(\hat{\Delta}))^{T} \Sigma^{-1} \operatorname{vec}(\hat{\Delta}) \xrightarrow{d} \chi_{n p}^{2} \quad \text { as } r \rightarrow \infty . \tag{39}
\end{equation*}
$$

### 6.4 Approximate expression

Next, we give an approximate expression for $\Sigma$, constructed via observations, which converges in probability to $\Sigma$.

$$
\Sigma^{\mathrm{app}}=\lambda_{A} \Sigma_{A}^{\mathrm{app}}+\lambda_{B} \Sigma_{B}^{\mathrm{app}}
$$

see (37),

$$
\begin{aligned}
\Sigma_{A}^{\mathrm{app}} & =\left(\hat{X} \otimes\left(\frac{1}{m} A^{T} A-V_{\tilde{A}}\right)^{-1}\right)^{T} U_{A}^{\mathrm{app}}\left(\hat{X} \otimes\left(\frac{1}{m} A^{T} A-V_{\tilde{A}}\right)^{-1}\right), \\
U_{A}^{\mathrm{app}} & =U_{\mathrm{app}, A}^{\prime}+U_{\mathrm{app}, A}^{\prime \prime}, \\
U_{\mathrm{app}, A}^{\prime} & =V_{\tilde{\mathrm{a}}} \otimes\left(\frac{1}{m} A^{T} A-V_{\tilde{\mathrm{a}}}\right), \quad \text { and } \quad U_{\mathrm{app}, A}^{\prime \prime}=U_{A}^{\prime \prime}
\end{aligned}
$$

Now, see (38),

$$
\begin{aligned}
& \Sigma_{B}^{\mathrm{app}}=\left(\left(\frac{1}{q} B B^{T}-V_{\tilde{B}}\right)^{-1} \otimes \hat{X}\right) U_{B}^{\mathrm{app}}\left(\left(\frac{1}{q} B B^{T}-V_{\tilde{B}}\right)^{-1} \otimes \hat{X}\right)^{T}, \\
& U_{B}^{\mathrm{app}}=U_{\mathrm{app}, B}^{\prime}+U_{\mathrm{app}, B}^{\prime \prime} \\
& U_{B 1}^{\mathrm{app}}=\left(\frac{1}{q} B B^{T}-V_{\tilde{\mathrm{b}}}\right) \otimes V_{\tilde{b}}, \quad \text { and } \quad U_{B 2}^{\mathrm{app}}=U_{B 2}^{\prime \prime} .
\end{aligned}
$$

The approximate asymptotic covariance matrix $\Sigma^{\text {app }}$ can be used to construct an asymptotic confidence ellipsoid for vec $\left(X_{0}\right)$, based on the convergence

$$
r \cdot(\operatorname{vec}(\hat{\Delta}))^{T}\left(\Sigma^{\mathrm{app}}\right)^{-1} \operatorname{vec}(\hat{\Delta}) \xrightarrow{d} \chi_{n p}^{2}, \quad \text { as } r \rightarrow \infty, m \rightarrow \infty, q \rightarrow \infty .
$$

## 7 Small sample correction

### 7.1 Construction

In [CST00] a small sample estimator for a polynomial regression with errors in the variables was constructed. We apply this approach for the model (4), (5). Our goal is to modify the ALS estimator (11) in such a way that it shows good results in small samples without loosing the asymptotic properties for large samples.

We construct a modification of the ALS estimator as follows. For arbitrary positive integers $\beta$ and $\gamma, \beta \leq \gamma$, denote

$$
f_{\beta \gamma} \triangleq[\underbrace{1 \ldots 1}_{\beta} \underbrace{0 \ldots 0}_{\gamma-\beta}]^{T} \in \mathbb{R}^{\gamma \times 1} .
$$

First we introduce two matrices of the same size, with $t \leq q$

$$
T_{A} \triangleq\left[\begin{array}{ll}
\frac{1}{\sqrt{t}} C f_{t q} & A
\end{array}\right]^{T}\left[\begin{array}{cc}
\frac{1}{\sqrt{t}} C f_{t q} & A
\end{array}\right], \quad \text { and } \quad W_{A} \triangleq\left[\begin{array}{cc}
0 & 0 \\
0 & V_{\tilde{A}}
\end{array}\right]
$$

and let $\lambda_{A}$ be the smallest positive root of

$$
\begin{equation*}
\operatorname{det}\left(T_{A}-\lambda W_{A}\right)=0 \tag{40}
\end{equation*}
$$

Our polynomial measurement error model is of degree $d=2$. Following the advice of $[\mathrm{CST} 00]$ we set $\alpha \triangleq d+1=3$. We define

$$
\mu_{A}= \begin{cases}\frac{m-\alpha}{m}, & \text { if } \lambda_{A}>1+\frac{1}{m}, \\ \frac{\lambda_{A}(m-\alpha)}{m+1}, & \text { if } \lambda_{A} \leq 1+\frac{1}{m} .\end{cases}
$$

Similarly we introduce the other two matrices of equal size, $s \leq m$,

$$
T_{B} \triangleq\left[\begin{array}{cc}
\frac{1}{\sqrt{s}} C^{T} f_{s m} & B^{T}
\end{array}\right]^{T}\left[\begin{array}{cc}
\frac{1}{\sqrt{s}} C^{T} f_{s m} & B^{T}
\end{array}\right], \quad \text { and } \quad W_{B} \triangleq\left[\begin{array}{cc}
0 & 0 \\
0 & V_{\tilde{B}}
\end{array}\right]
$$

and let $\lambda_{B}$ be the smallest positive root of

$$
\begin{equation*}
\operatorname{det}\left(T_{B}-\lambda W_{B}\right)=0 \tag{41}
\end{equation*}
$$

We set

$$
\mu_{B}= \begin{cases}\frac{q-\alpha}{q}, & \text { if } \lambda_{B}>1+\frac{1}{q} \\ \frac{\lambda_{B}(q-\alpha)}{q+1}, & \text { if } \lambda_{B} \leq 1+\frac{1}{q}\end{cases}
$$

The modified estimator is defined by

$$
\begin{equation*}
\hat{X}_{\mathrm{M}} \triangleq\left(A^{T} A-\mu_{A} V_{\tilde{A}}\right)^{\dagger} A^{T} C B^{T}\left(B B^{T}-\mu_{B} V_{\tilde{B}}\right)^{\dagger} \tag{42}
\end{equation*}
$$

## 7.2 $T_{A}$ and $T_{B}$ are positive definite, a.s.

We need the next assumption.
(xiii). The following distributions have no atoms

$$
\mathscr{L}\left(\tilde{c}_{i l}\right), i \geq 1, l \geq 1, \quad \mathscr{L}\left(\tilde{a}_{i j}\right), i \geq 1, j \leq n, \quad \mathscr{L}\left(\tilde{b}_{k l}\right), k \leq p, l \geq 1 .
$$

We remind that the distribution of a r.v. $\xi$ has no atoms $\operatorname{iff} \mathbf{P}(\xi=a)=0$, for all $a \in \mathbb{R}$.

Lemma 2. Assume that assumptions (i) and (xiii) hold. Then for all $m \geq n+1$, $q \geq 1, t \leq q, T_{A}$ is positive definite a.s., and for all $m \geq 1, q \geq p+1, s \leq m, T_{B}$ is positive definite a.s.

Proof. We shall give a proof for $T_{A}$ only. The sum of independent r.v. with non-atomic distribution also has non-atomic distribution, hence the components of $\frac{1}{\sqrt{t}} C f_{t q}$ have non-atomic distribution. We suppose that $m \geq n+1$, $q \geq 1$. Denote $\frac{1}{\sqrt{t}} C f_{t q} \triangleq\left[u_{1} \ldots u_{m}\right]^{T}$. It is sufficient to show that the vectors

$$
h_{1}^{T} \triangleq\left[\begin{array}{l}
u_{1}  \tag{43}\\
a_{1}
\end{array}\right], \ldots, h_{n+1}^{T} \triangleq\left[\begin{array}{l}
u_{n+1} \\
a_{n+1}
\end{array}\right]
$$

are linearly independent, a.s. Note that $h_{1}, \ldots, h_{n+1}$ are independent as random vectors. Using induction by $n \geq 1$ we prove the following statement.

Let $h_{1}, \ldots, h_{n+1}$ given in (43) be independent random vectors, $a_{i} \in \mathbb{R}^{n \times 1}$, $u_{i} \in \mathbb{R}$, and $u_{1}, \ldots, u_{n+1}$ have non-atomic distribution, and all the coordinates of $a_{1}, \ldots, a_{n}$ have non-atomic distribution as well. Then
$\operatorname{det}\left[\begin{array}{c}h_{1} \\ \vdots \\ h_{n+1}\end{array}\right] \neq 0, \quad$ a.s.
a). Indeed, for $n=1$

$$
\operatorname{det}\left[\begin{array}{l}
h_{1} \\
h_{2}
\end{array}\right]=u_{1} a_{2}-u_{2} a_{1} \quad \text { and } \quad a_{1} \neq 0, \quad \text { a.s. }
$$

Then

$$
\mathbf{P}\left(u_{1} a_{2}-u_{2} a_{1}=0\right)=\mathbf{E}\left(\mathbf{E}\left[I\left(u_{1} a_{2}-u_{2} a_{1}=0\right) \mid a_{1}, a_{2}\right]\right),
$$

where $I(\cdot)$ denotes the indicator function of a random event. But for deterministic $a_{1}, a_{2}, a_{1} \neq 0$, we have: $\mathscr{L}\left(u_{1} a_{2}-u_{2} a_{1}\right)$ is non-atomic because it is a sum of two independent r.v. with non-atomic distribution (if $a_{2} \neq 0$ ) or it is exactly $\mathscr{L}\left(-u_{2} a_{1}\right)$, which is non-atomic. Then

$$
\mathbf{E}\left[I\left(u_{1} a_{2}-u_{2} a_{1}=0\right) \mid a_{1}, a_{2}\right]=0 \quad \text { a.s. }
$$

and $\mathbf{P}\left(u_{1} a_{2}-u_{2} a_{1}=0\right)=0$. We proved the statement for $n=1$.
b). Suppose it holds for $n-1 \geq 1$, and we prove it for $n$.

$$
\operatorname{det}\left[\begin{array}{c}
h_{1} \\
\vdots \\
h_{n+1}
\end{array}\right]=\sum_{i=1}^{n+1} u_{i} A_{i},
$$

where $A_{i}=A_{i}\left(a_{1}, \ldots, a_{n+1}\right)$ is the corresponding algebraic complement. Here

$$
A_{n+1}= \pm \operatorname{det}\left[\begin{array}{c}
a_{1} \\
\vdots \\
a_{n}
\end{array}\right] \neq 0 \quad \text { a.s. }
$$

by the assumption of induction. Then

$$
\mathbf{P}\left(\sum_{i=1}^{n+1} u_{i} A_{i}=0\right)=\mathbf{E}\left(\mathbf{E}\left[I\left(\sum_{i=1}^{n+1} u_{i} A_{i}=0\right) \mid a_{1}, \ldots, a_{n+1}\right]\right)=0
$$

because for deterministic $A_{1}, \ldots, A_{n+1}, A_{n+1} \neq 0$, we have $\mathscr{L}\left(\sum_{i=1}^{n+1} u_{i} A_{i}\right)$ is non-atomic. Thus we proved the statement for $n$.

This accomplishes the proof of the auxiliary statement.
Thus a.s. $\operatorname{rank}\left(\left[\frac{1}{\sqrt{t}} C f_{t q} A\right]\right)=n+1$, and $T_{A}$ is positive definite a.s. Lemma 2 is proved.
7.3 The matrices $A^{T} A-\mu_{A} V_{\tilde{A}}$ and $B B^{T}-\mu_{B} V_{\tilde{B}}$ are positive definite, a.s.

We suppose that $m \geq n+1, q \geq p+1$. We may and do assume that $T_{A}$ and $T_{B}$ are positive definite. If $V_{\tilde{A}} \neq 0$ and $V_{\tilde{B}} \neq 0$ then $\lambda_{A}$ and $\lambda_{B}$ exist, because (40) is equivalent to

$$
\operatorname{det}\left(T_{A}^{-1 / 2} W_{A} T_{A}^{-1 / 2}-\frac{1}{\lambda} I_{n+1}\right)=0
$$

and this equation has a positive solution $\lambda$, as $T_{A}^{-1 / 2} W_{A} T_{A}^{-1 / 2}$ is positive semidefinite and $T_{A}^{-1 / 2} W_{A} T_{A}^{-1 / 2} \neq 0$; the same for (41).

Now, we show that $A^{T} A-\mu_{A} V_{\tilde{A}}$ is positive definite. We have

$$
\mu_{A} \leq \frac{m-\alpha}{m+1} \lambda_{A}
$$

and

$$
\begin{aligned}
A^{T} A-\mu_{A} V_{\tilde{A}} & \geq A^{T} A-\frac{m-\alpha}{m+1} \lambda_{A} V_{\tilde{A}} \\
& =\frac{m-\alpha}{m+1}\left(A^{T} A-\lambda_{A} V_{\tilde{A}}\right)+\frac{\alpha+1}{m+1} A^{T} A \geq \frac{\alpha+1}{m+1} A^{T} A>0 .
\end{aligned}
$$

Similarly $B^{T} B-\mu_{B} V_{\tilde{B}}$ is also positive definite. Thus for $m \geq n+1, q \geq p+1$ we have a.s.

$$
\hat{X}_{\mathrm{M}}=\left(A^{T} A-\mu_{A} V_{\tilde{A}}\right)^{-1} A^{T} C B^{T}\left(B B^{T}-\mu_{B} V_{\tilde{B}}\right)^{-1}
$$

## 7.4 $\hat{X}_{\mathrm{M}}$ has the same asymptotic properties as $\hat{X}$

First we show that $\mathbf{P}\left(\lambda_{A}>1\right) \rightarrow 1$ as $m, q \rightarrow \infty$, and the same for $\lambda_{B}$. We need some new assumptions.
(xiv). $t=t_{m}=\mathrm{o}(\sqrt[3]{m}), m \rightarrow \infty, t \leq q$ and $s=s_{q}=\mathrm{o}(\sqrt[3]{q}), q \rightarrow \infty, s \leq m$ and $t_{m}, s_{q}$ are nondecreasing sequences of numbers. E.g., it is possible to set $t=\left[m^{1 / 4}\right]$ and $s=\left[q^{1 / 4}\right]$, where $[\cdot]$ are Gaussian brackets, if $m / q \rightarrow \lambda$, with arbitrary $\lambda \in(0, \infty)$.
(xv). $\left\{\tilde{c}_{i l}, i \geq 1, l \geq 1\right\}$ are identically distributed and $\mathbf{E} \tilde{c}_{11}^{2}>0$.

Lemma 3. Assume (i) to (iii), (vii), (viii), (viii)', (xiv) and (xv). Then for $m \rightarrow \infty, q \rightarrow \infty$, we have

$$
\mathbf{P}\left(\lambda_{A}>1\right) \rightarrow 1 \quad \text { and } \quad \mathbf{P}\left(\lambda_{B}>1\right) \rightarrow \infty .
$$

## Proof. See Appendix.

Theorem 4. Assume (i) to (iii), (vii), (viii), (viii)', (xiv) and (xv). Then for $m=m(u), q=q(u), u / m(u) \rightarrow \lambda_{A}, u / q(u) \rightarrow \lambda_{B}$, as $u \rightarrow \infty$, with $0 \leq \lambda_{A}<\infty$, $0 \leq \lambda_{B}<\infty, \lambda_{A}+\lambda_{B}>0$, we have

$$
p \min _{u \rightarrow \infty} \sqrt{u}\left(\hat{X}_{\mathrm{M}}-\hat{X}\right)=0
$$

Proof. We follow the line of [CST00]. From Lemma 3 and the definition of $\mu_{A}$, see Subsection 7.1, we obtain that with probability tending to one,

$$
\frac{m-\alpha}{m+1} \leq \mu_{A} \leq \frac{m-\alpha}{m}
$$

and

$$
0 \leq\left(\mu_{A}-1\right) \sqrt{m} \leq \frac{\alpha}{\sqrt{m}} .
$$

Therefore

$$
\begin{equation*}
p \lim _{\substack{m \rightarrow \infty \\ q \rightarrow \infty}} \sqrt{m}\left(\mu_{A}-1\right)=0 . \tag{44}
\end{equation*}
$$

Similarly

$$
\begin{equation*}
p \lim _{\substack{m \rightarrow \infty \\ q \rightarrow \infty}} \sqrt{q}\left(\mu_{B}-1\right)=0 \tag{45}
\end{equation*}
$$

Now, we consider the difference between the estimators $\hat{X}-\hat{X}_{\mathrm{M}}$. From (9) and (42) we have

$$
\left(A^{T} A-V_{\tilde{A}}\right) \hat{X}\left(B B^{T}-V_{\tilde{B}}\right)=\left(A^{T} A-\mu_{A} V_{\tilde{A}}\right) \hat{X}_{M}\left(B B^{T}-\mu_{B} V_{\tilde{B}}\right)
$$

We set $\mu_{A}=1+\frac{h_{1}}{\sqrt{m}}, \mu_{B}=1+\frac{h_{2}}{\sqrt{q}}, h_{1} \xrightarrow{\mathrm{P}} 0, h_{2} \xrightarrow{\mathrm{P}} 0$ and $\hat{X}_{\mathrm{M}} \triangleq \hat{X}+\tilde{X}$.
We have

$$
\begin{aligned}
\left(A^{T} A\right. & \left.-\mu_{A} V_{\tilde{A}}+\left(\mu_{A}-1\right) V_{\tilde{A}}\right) \hat{X}\left(B B^{T}-\mu_{B} V_{\tilde{B}}+\left(\mu_{B}-1\right) V_{\tilde{B}}\right) \\
& =\left(A^{T} A-\mu_{A} V_{\tilde{A}}\right)(\hat{X}+\tilde{X})\left(B B^{T}-\mu_{B} V_{\tilde{B}}\right) \\
\left(A^{T} A\right. & \left.-\mu_{A} V_{\tilde{A}}\right) \hat{X}\left(B B^{T}-\mu_{B} V_{\tilde{B}}\right) \\
& =\frac{h_{1}}{\sqrt{m}} V_{\tilde{A}} \hat{X}\left(B B^{T}-V_{\tilde{B}}\right)+\frac{h_{2}}{\sqrt{q}}\left(A^{T} A-V_{\tilde{A}}\right) \hat{X} V_{\tilde{B}}+\frac{h_{1} h_{2}}{\sqrt{m q}} V_{\tilde{A}} \hat{X} V_{\tilde{B}}
\end{aligned}
$$

But under the assumptions of Section 4 we have as $\sqrt{m}\left(\mu_{A}-1\right) \xrightarrow{\mathrm{P}} 0$, $\sqrt{q}\left(\mu_{B}-1\right) \xrightarrow{\mathrm{P}} 0$,

$$
\begin{aligned}
\left(I_{n}+\mathrm{o}_{\mathrm{p}}(1)\right) \tilde{X}\left(I_{p}+\mathrm{o}_{\mathrm{p}}(1)\right) & =\frac{h_{1}}{\sqrt{m}} \mathrm{O}_{\mathrm{p}}(1)+\frac{h_{2}}{\sqrt{q}} \mathrm{O}_{\mathrm{p}}(1)+\frac{h_{1} h_{2}}{\sqrt{m q}} \mathrm{O}_{\mathrm{p}}(1) \\
& =\frac{\mathrm{o}_{\mathrm{p}}(1)}{\sqrt{m}}+\frac{\mathrm{o}_{\mathrm{p}}(1)}{\sqrt{q}}+\frac{\mathrm{o}_{\mathrm{p}}(1)}{\sqrt{m q}}
\end{aligned}
$$

We assume that $m=m(u), q=q(u)$, and we have as $u \rightarrow \infty$ that $m \rightarrow \infty$, $q \rightarrow \infty$ and

$$
\frac{u}{m} \rightarrow \lambda_{A}, \quad \frac{u}{q} \rightarrow \lambda_{B}, \quad 0 \leq \lambda_{A}<\infty, \quad 0 \leq \lambda_{B}<\infty, \quad \lambda_{A}+\lambda_{B}>0 .
$$

Then we have as $u \rightarrow \infty$

$$
\begin{aligned}
\left(I_{n}+\right. & \left.\mathrm{o}_{\mathrm{p}}(1)\right)(\sqrt{u} \tilde{X})\left(I_{p}+\mathrm{o}_{\mathrm{p}}(1)\right) \\
& =\sqrt{\frac{u}{m}} \mathrm{o}_{\mathrm{p}}(1)+\sqrt{\frac{u}{q}} \mathrm{o}_{\mathrm{p}}(1)+\sqrt{\frac{u}{m}} \sqrt{\frac{u}{q}} \frac{\mathrm{o}_{\mathrm{p}}(1)}{\sqrt{u}} .
\end{aligned}
$$

From Theorem 4 under the conditions of asymptotic normality of $\hat{X}$, see Subsections 6.2 and 6.3 , we will have

$$
\sqrt{u} \cdot \operatorname{vec}\left(\hat{X}_{\mathrm{M}}-\hat{X}\right) \xrightarrow{d} N\left(0, \lambda_{A} \Sigma_{A}+\lambda_{B} \Sigma_{B}\right) .
$$

If $\lambda_{A} \Sigma_{A}+\lambda_{B} \Sigma_{B}>0$ then we can say that $\hat{X}_{\mathrm{M}}$ and $\hat{X}$ have the same asymptotic properties. It happens, see Subsection 6.3, if

- either $\lambda_{A}>0, \lambda_{B}>0$,
- or $\lambda_{A}=0$ and $n \leq p$,
- or $\lambda_{B}=0$ and $n \geq p$.

Thus in the case $n=p$ we guarantee that $\hat{X}_{\mathrm{M}}$ and $\hat{X}$ are asymptotically equivalent only for the convergence $m \rightarrow \infty, q \rightarrow \infty, m / q \rightarrow \lambda, \lambda \in(0, \infty)$.

## 8 Examples

In this section we apply the ALS estimator to a hypothetical example.
We consider the model (4), (5) with $m=q$ and $n=p=2$, i.e.


The true data is

$$
A_{0}=\left[\begin{array}{c}
I_{2} \\
\vdots \\
I_{2}
\end{array}\right], \quad B_{0}=\left[I_{2} \ldots I_{2}\right], \quad \text { and } \quad C_{0}=\left[\begin{array}{ccc}
I_{2} & \cdots & I_{2} \\
\vdots & & \vdots \\
I_{2} & \cdots & I_{2}
\end{array}\right]
$$

and the true value of the parameter is $X_{0}=I_{2}$. The perturbations $\tilde{A}, \tilde{B}$ and $\tilde{C}$ are selected in three different ways.

1. Equally sized errors. All elements $a_{i j}, b_{k l}, c_{i l}$ are independent, centered, and normally distributed with common variance 0.01 .
2. Differently sized errors. All elements $a_{i j}, b_{k l}, c_{i l}$ are independent, centered, and normally distributed. The elements in the first column of $\tilde{A}$ have variance 0.05 and the elements in the second column of $\tilde{A}$ have variance 0.01 . The elements in the first row of $\tilde{B}$ have variance 0.01 and the elements in the second row of $\tilde{B}$ have variance 0.05 . All elements of $\tilde{C}$ have variance 0.01 ;
3. Correlated errors. All elements $a_{i j}, b_{k l}, c_{i l}$ are independent and normally distributed. All rows of $\tilde{A}$ have covariance $0.01\left[\begin{array}{ll}5 & 1 \\ 1 & 1\end{array}\right]$ and the elements are independent from row to row. All columns of $\tilde{B}$ have covariance $0.01\left[\begin{array}{ll}1 & 1 \\ 1 & 5\end{array}\right]$ and the elements are independent from column to column.

The estimation is performed for increasing number of measurements $m$. As measure of the estimation quality, we use the empirical (relative) mean square error

$$
e(m)=\frac{1}{N} \sum_{s=1}^{N} \frac{\left\|X_{0}-\hat{X}^{(s)}\right\|_{F}^{2}}{\left\|X_{0}\right\|_{F}^{2}}
$$

where $\hat{X}^{(s)}$ is the estimate computed for the $s$-th noise realization.
The ALS and the small sample modified ALS estimators are compared with the LS estimator

$$
\hat{X}_{\mathrm{LS}} \triangleq\left(A^{T} A\right)^{\dagger} A^{T} C B^{T}\left(B B^{T}\right)^{\dagger},
$$

and with the partial LS estimators,

$$
\hat{X}_{\mathrm{PA}} \triangleq \mathrm{TLS} \text { solution of } X B=\left(A^{T} A\right)^{\dagger} A^{T} C
$$

and

$$
\hat{X}_{\mathrm{PB}} \triangleq \mathrm{TLS} \text { solution of } A X=C B^{T}\left(B B^{T}\right)^{\dagger} .
$$

Figure 1 shows small sample size result for equally sized errors; the number of measurements $m$ is between 10 and 20. On the left plot is the mean square error of estimation $e(m)$ for LS (dotted line), ALS (solid line), small sample modified ALS (dashed-dotted line) and partial LS (dashed lines) estimators. The plots are averaged for $N=200$ noise realizations.

The right plot of Figure 1 illustrates application of the asymptotic normality results for confidence region computation, see Subsection 6.4. The


Fig. 1. Equally sized errors, small sample size results


Fig. 2. Equally sized errors, result for $m \in\{20, \ldots, 100\}$


Table 1. Percentage of estimates inside

|  | inside |
| :---: | :---: |
| $\hat{x}_{M}(1: 2) \in \mathscr{E}_{0.9}\left(\hat{x}_{M}(1: 2)\right)$ | $89 \%$ |
| $\hat{x}_{M} \in \mathscr{E}_{0.9}\left(\hat{x}_{\mathrm{M}}\right)$ | $91 \%$ |

Fig. 3. Clustering of the modified ALS estimates
confidence region of $\hat{x}_{\mathrm{M}} \triangleq \operatorname{vec}\left(\hat{X}_{\mathrm{M}}\right)$ with $1-\alpha$ confidence probability is the ellipsoid

$$
\mathscr{E}_{1-\alpha}^{\text {app }}\left(\hat{x}_{\mathrm{M}}\right)=\left\{x \left\lvert\,\left(x-\hat{x}_{\mathrm{M}}\right)\left(\Sigma^{\text {app }}\right)^{-1}\left(x-\hat{x}_{\mathrm{M}}\right) \leq \frac{1}{m}\left(\chi_{l}^{2}\right)_{\alpha}\right.\right\},
$$

where $\left(\chi_{l}^{2}\right)_{\alpha}$ is the $\alpha$ quantile of the $\chi_{l}^{2}$ distribution, i.e. $\mathbf{P}\left(\chi_{l}^{2} \geq\left(\chi_{l}^{2}\right)_{\alpha}\right)=\alpha$, and $l$ is the number of degrees of freedom. For $\hat{x}_{\mathrm{M}}$ in the example, $l=4$.

In order to be able to visualize the results, we use the first two elements of $\hat{x}_{\mathrm{M}}$, denoted by $\hat{x}_{\mathrm{M}}(1: 2)$. For $\hat{x}_{\mathrm{M}}(1: 2), l=2$ and the approximate asymptotic covariance matrix is the upper left, 2 by 2 submatrix of $\Sigma^{\text {app }}$.

The computed confidence region $\mathscr{E}_{0.9}^{\text {app }}\left(\hat{x}_{\mathrm{M}}\right)$ for $m=20$ is shown as shaded area on the plot. The symbol " $\circ$ " indicates the true value point $\left[\begin{array}{ll}1 & 0\end{array}\right]^{T}$ and the symbol " $\times$ " indicates the point estimate $\hat{x}_{M}(1: 2)$.

Figure 2 shows analogous results for equally sized errors for larger sample size; $m$ between 20 and 100 .

Figure 3, shows how the estimates are clustered. Again " $\circ$ " corresponds to the true value $\left[\begin{array}{ll}1 & 0\end{array}\right]^{T}$. The " $\times$ " symbols correspond to 100 estimates $\hat{x}_{M}(1: 2)$. The shaded area is the ellipsoid,

$$
\mathscr{E}_{1-\alpha}\left(\hat{x}_{\mathrm{M}}\right)=\left\{x \left\lvert\,\left(x-\hat{x}_{\mathrm{M}}\right) \Sigma^{-1}\left(x-\hat{x}_{\mathrm{M}}\right) \leq \frac{1}{m}\left(\chi_{l}^{2}\right)_{\alpha}\right.\right\}
$$



Fig. 4. Left: differently sized errors; right: correlated errors
described by the true asymptotic covariance matrix $\Sigma$, see (39), and centered at the true value $\hat{x}_{\mathrm{M}}(1: 2)$.

Figure 4 show the mean square error of the compared estimators for differently sized uncorrelated errors (left plot) and for correlated errors (right plot).

## 9 Conclusion

We considered the multivariable model $A X B=C$. In the situation when the TLS estimator is inconsistent, we construct the ALS estimator, which is consistent. We gave the conditions of weak and strong consistency, and of asymptotic normality. It turns out that the asymptotic covariance matrix of the estimator does not depend upon the covariance structure of $\tilde{C}$. We introduced a small sample modification of the estimator, which has better properties for small samples and preserves the asymptotic properties of the estimator.

An open question is what are the optimality properties of the ALS estimator. In [KM00] for the model $A X=B$ in the scalar case it was shown that the ALS estimator is asymptotically efficient in the situation where $V_{\tilde{A}}$ is known exactly and $\mathbf{E} \tilde{b}_{k l}^{2}$ are known up to a constant factor. It would be interesting to check the following conjecture:

In the model $A X B=C$ the ALS estimator is asymptotically efficient in the situation where $V_{\tilde{A}}$ and $V_{\tilde{B}}$ are known exactly and $\mathbf{E} \tilde{c}_{i l}^{2}$ are known up to a constant factor.

## 10 Appendix

### 10.1 Proof of (14)

We have

$$
\begin{equation*}
V_{A_{0}}^{-1} U_{A}=I_{n}+V_{A_{0}}^{-1}\left(\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right)+V_{A_{0}}^{-1}\left(\tilde{A}^{T} A_{0}+A_{0}^{T} \tilde{A}\right) . \tag{46}
\end{equation*}
$$

Next

$$
\begin{equation*}
\mathbf{E}\left\|V_{A_{0}}^{-1}\left(\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right)\right\|_{F}^{2} \leq\left\|V_{A_{0}}^{-1}\right\|^{2} \mathbf{E}\left\|\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right\|_{F}^{2} \tag{47}
\end{equation*}
$$

and $\left\|V_{A_{0}}^{-1}\right\|=\lambda_{\min \left(V_{A_{0}}\right)}^{-1}$. By (ii) and (iii), we have

$$
\begin{aligned}
\mathbf{E}\left\|\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right\|_{F}^{2} & =\sum_{i, k=1}^{n} \operatorname{var}\left(\sum_{j=1}^{m} \tilde{a}_{j i} \tilde{a}_{j k}\right) \\
& =\sum_{i, k=1}^{n} \sum_{j=1}^{m} \operatorname{var}\left(\tilde{a}_{j i} \tilde{a}_{j k}\right) \leq \mathrm{const} \cdot m,
\end{aligned}
$$

thus by (iv)

$$
\begin{equation*}
\mathbf{E}\left\|V_{A_{0}}^{-1}\left(\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right)\right\|_{F}^{2} \leq \frac{\text { const } \cdot m}{\lambda_{\min }^{2}\left(V_{A_{0}}\right)} \rightarrow 0 \quad \text { as } m \rightarrow \infty \tag{48}
\end{equation*}
$$

this proves that $V_{A_{0}}^{-1}\left(\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right) \xrightarrow{\mathrm{P}} 0$.
Next

$$
\begin{equation*}
\mathbf{E}\left\|V_{A_{0}}^{-1}\left(\tilde{A}^{T} A_{0}+A_{0}^{T} \tilde{A}\right)\right\|_{F}^{2} \leq \frac{2}{\lambda_{\min }^{2}\left(V_{A_{0}}\right)} \mathbf{E}\left\|A_{0}^{T} \tilde{A}\right\|_{F}^{2} \tag{49}
\end{equation*}
$$

and

$$
\begin{aligned}
\mathbf{E}\left\|A_{0}^{T} \tilde{A}\right\|_{F}^{2} & =\sum_{i, k=1}^{n} \mathbf{E}\left(\sum_{j=1}^{m} a_{j i}^{0} \tilde{a}_{j k}\right)^{2}=\sum_{i, k=1}^{n} \sum_{j=1}^{m}\left(a_{j i}^{0}\right)^{2} \operatorname{var}\left(\tilde{a}_{j k}\right) \\
& \leq \text { const } \cdot \sum_{i=1}^{n} \sum_{j=1}^{m}\left(a_{j i}^{0}\right)^{2} \leq \mathrm{const} \cdot \lambda_{\max }\left(V_{A_{0}}\right)
\end{aligned}
$$

and from (49) under assumption (iv) we have

$$
\begin{equation*}
V_{A_{0}}^{-1}\left(\tilde{A}^{T} A_{0}+A_{0}^{T} \tilde{A}\right) \xrightarrow{\mathrm{P}} 0 . \tag{50}
\end{equation*}
$$

Now, (46), (48) and (50) imply the first relation in (14), and the second one in (14) holds similarly.
10.2 Proof of (15)

$$
V_{A_{0}}^{-1}\left(A^{T} A_{0}\right)=I_{n}+V_{A_{0}}^{-1} \tilde{A}^{T} A_{0}
$$

and this converges in probability to $I_{n}$, see Subsection 10.1 . The second condition in (15) is shown similarly.

### 10.3 Proof of (16)

We have

$$
\begin{equation*}
\left\|V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1}\right\|_{F} \leq \frac{1}{\lambda_{\min }\left(V_{A_{0}}\right) \lambda_{\min }\left(V_{B_{0}}\right)}\left\|A^{T} \tilde{C} B^{T}\right\|_{F}, \tag{51}
\end{equation*}
$$

and

$$
\begin{aligned}
\mathbf{E}\left\|A^{T} \tilde{C} B^{T}\right\|_{F}^{2} & =\sum_{j=1}^{n} \sum_{k=1}^{p} \mathbf{E}\left(\sum_{i=1}^{m} \sum_{l=1}^{q} a_{i j} \tilde{c}_{i l} b_{k l}\right)^{2}=\sum_{i, j, k, l} \mathbf{E} a_{i j}^{2} \operatorname{var}\left(\tilde{c}_{i l}\right) \mathbf{E} b_{k l}^{2} \\
& \leq \text { const } \cdot\left(\sum_{i=1}^{m} \sum_{j=1}^{n} \mathbf{E} a_{i j}^{2}\right)\left(\sum_{k=1}^{p} \sum_{l=1}^{q} \mathbf{E} b_{k l}^{2}\right) \\
& \leq \text { const } \cdot\left(\lambda_{\max }\left(V_{A_{0}}\right)+m\right)\left(\lambda_{\max }\left(V_{B_{0}}\right)+q\right) .
\end{aligned}
$$

Then from (51) we have

$$
\mathbf{E}\left\|V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1}\right\|_{F}^{2} \leq \mathrm{const} \cdot \frac{\left(\lambda_{\max }\left(V_{A_{0}}\right)+m\right)}{\lambda_{\min }^{2}\left(V_{A_{0}}\right)} \cdot \frac{\left(\lambda_{\max }\left(V_{B_{0}}\right)+q\right)}{\lambda_{\min }^{2}\left(V_{B_{0}}\right)},
$$

and this tends to zero, as $m \rightarrow \infty, q \rightarrow \infty$ by assumption (iv).

### 10.4 Proof of Theorem 2

We have to show that in (14) to (16) the convergence is with probability one. After that the statement of Theorem 2 will follow from equation (13) for the estimator $\hat{X}$.

We use Lemma 1. First, see (46). Consider

$$
\mathbf{E}\left\|\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right\|_{F}^{r}=\mathbf{E}\left\|\sum_{i=1}^{m}\left(\tilde{a}_{i}^{T} \tilde{a}_{i}-\mathbf{E} \tilde{a}_{i}^{T} \tilde{a}_{i}\right)\right\|_{F}^{r} \leq \text { const } \cdot m^{r / 2}
$$

because by (v) $\mathbf{E}\|\tilde{a}\|^{2 r} \leq$ const. Then

$$
\begin{aligned}
& \mathbf{E}\left\|V_{A_{0}}^{-1}\left(\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right)\right\|_{F}^{r} \leq \text { const } \cdot \frac{m^{r / 2}}{\lambda_{\min }^{r}\left(V_{A_{0}}\right)}, \\
& \sum_{m=m_{0}}^{\infty} \frac{m^{r / 2}}{\lambda_{\min }^{r}\left(V_{A_{0}}\right)}<\infty
\end{aligned}
$$

and by Borel-Cantelli lemma

$$
V_{A_{0}}^{-1}\left(\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right) \rightarrow 0 \quad \text { a.s. } \quad \text { as } m \rightarrow \infty .
$$

Next, consider

$$
\left\|\tilde{A}^{T} A_{0}+A_{0}^{T} \tilde{A}\right\|_{F} \leq 2\left\|A_{0}^{T} \tilde{A}\right\|_{F}
$$

and

$$
\mathbf{E}\left\|A_{0}^{T} \tilde{A}\right\|_{F}^{2 r}=\mathbf{E}\left\|\sum_{i=1}^{m} a_{i}^{0 T} \tilde{a}_{i}\right\|_{F}^{2 r} \leq \text { const } \cdot\left(\sum_{i=1}^{m}\left\|a_{i}^{0}\right\|^{2}\right)^{r} \leq \text { const } \cdot \lambda_{\max }^{r}\left(V_{A_{0}}\right) .
$$

Therefore,

$$
\begin{aligned}
& \mathbf{E}\left\|V_{A_{0}}^{-1}\left(\tilde{A}^{T} A_{0}+A_{0}^{T} \tilde{A}\right)\right\|^{2 r} \leq \text { const } \cdot \frac{\lambda_{\max }^{r}\left(V_{A_{0}}\right)}{\lambda_{\min }^{2 r}\left(V_{A_{0}}\right)}, \\
& \sum_{m=m_{0}}^{\infty} \frac{\lambda_{\max }^{r}\left(V_{A_{0}}\right)}{\lambda_{\min }^{2 r}\left(V_{A_{0}}\right)} \leq \infty,
\end{aligned}
$$

and by Borel-Cantelli lemma

$$
V_{A_{0}}^{-1}\left(\tilde{A}^{T} A_{0}+A_{0}^{T} \tilde{A}\right) \rightarrow 0 \quad \text { a.s. } \quad \text { as } m \rightarrow \infty .
$$

Thus, see (46), $V_{A_{0}}^{-1} U_{A} \rightarrow I_{n}$ a.s., as $m \rightarrow \infty$. Similarly, $U_{B} V_{B_{0}}^{-1} \rightarrow I_{p}$ a.s., as $q \rightarrow \infty$.

Secondly, in (15) we also have convergence a.s., compare with the proof of Theorem 1.

Thirdly, consider

$$
\begin{aligned}
& \mathbf{E}\left[\left\|A^{T} \tilde{C} B^{T}\right\|_{F}^{2 r} \mid \tilde{A}, \tilde{B}\right]= \mathbf{E}\left[\left\|\sum_{i=1}^{m} \sum_{l=1}^{q} a_{i}^{T} \tilde{c}_{i l} b_{l}^{T}\right\|_{F}^{2 r} \mid \tilde{A}, \tilde{B}\right] \\
& \leq \mathrm{const} \cdot \\
&\left(\sum_{i=1}^{m} \sum_{l=1}^{q} \mathbf{E}\left[\left\|a_{i}^{T} \tilde{c}_{i l} b_{l}^{T}\right\|^{2 r} \mid \tilde{A}, \tilde{B}\right]\right. \\
&\left.+\left(\sum_{i=1}^{m} \sum_{l=1}^{q} \mathbf{E}\left[\left\|a_{i}^{T} \tilde{c}_{i l} b_{l}^{T}\right\|^{2} \mid \tilde{A}, \tilde{B}\right]\right)^{r}\right) .
\end{aligned}
$$

Now,

$$
\sum_{i=1}^{m} \sum_{l=1}^{q} \mathbf{E}\left[\left\|a_{i}^{T} \tilde{c}_{i l} b_{l}^{T}\right\|^{2 r} \mid \tilde{A}, \tilde{B}\right] \leq \text { const } \cdot \sum_{i=1}^{m}\left\|a_{i}\right\|^{2 r} \sum_{l=1}^{q}\left\|b_{l}\right\|^{2 r},
$$

and

$$
\mathbf{E}\left(\sum_{i=1}^{m} \sum_{l=1}^{q} \mathbf{E}\left[\left\|a_{i}^{T} \tilde{c}_{i l} b_{l}^{T}\right\|^{2 r} \mid \tilde{A}, \tilde{B}\right]\right) \leq \text { const } \cdot\left(\lambda_{\max }^{r}\left(V_{A_{0}}\right)+m\right)\left(\lambda_{\max }^{r}\left(V_{B_{0}}\right)+q\right) .
$$

Next,

$$
\begin{aligned}
& \mathbf{E}\left(\sum_{i=1}^{m} \sum_{l=1}^{q} \mathbf{E}\left[\left\|a_{i}^{T} \tilde{c}_{i l} b_{l}^{T}\right\|^{2} \mid \tilde{A}, \tilde{B}\right]\right)^{r} \\
& \quad \leq \text { const } \cdot \mathbf{E}\left(\sum_{i=1}^{m}\left\|a_{i}\right\|^{2}\right)^{r} \mathbf{E}\left(\sum_{l=1}^{q}\left\|b_{l}\right\|^{2}\right)^{r} \\
& \quad \leq \text { const } \cdot\left(\lambda_{\max }^{r}\left(V_{A_{0}}\right)+m^{r}\right)\left(\lambda_{\max }^{r}\left(V_{B_{0}}\right)+q^{r}\right)
\end{aligned}
$$

Therefore

$$
\mathbf{E}\left\|A^{T} \tilde{C} B^{T}\right\|_{F}^{2 r} \leq \mathrm{const} \cdot\left(\lambda_{\max }^{r}\left(V_{A_{0}}\right)+m^{r}\right)\left(\lambda_{\max }^{r}\left(V_{B_{0}}\right)+q^{r}\right),
$$

and, see (46),

$$
\begin{gathered}
\mathbf{E}\left\|V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1}\right\|_{F}^{2 r} \leq \text { const } \cdot \frac{\lambda_{\max }^{r}\left(V_{A_{0}}\right)+m^{r}}{\lambda_{\min }^{2 r}\left(V_{A_{0}}\right)} \frac{\lambda_{\max }^{r}\left(V_{B_{0}}\right)+q^{r}}{\lambda_{\min }^{2 r}\left(V_{B_{0}}\right)} \\
\sum_{m=m_{0}}^{\infty} \sum_{q=q_{0}}^{\infty} \frac{\lambda_{\max }^{r}\left(V_{A_{0}}\right)+m^{r}}{\lambda_{\min }^{2 r}\left(V_{A_{0}}\right)} \frac{\lambda_{\max }^{r}\left(V_{B_{0}}\right)+q^{r}}{\lambda_{\min }^{2 r}\left(V_{B_{0}}\right)} \\
=\left(\sum_{m=m_{0}}^{\infty} \frac{\lambda_{\max }^{r}\left(V_{A_{0}}\right)+m^{r}}{\lambda_{\min }^{2 r}\left(V_{A_{0}}\right)}\right)\left(\sum_{q=q_{0}}^{\infty} \frac{\lambda_{\max }^{r}\left(V_{B_{0}}\right)+q^{r}}{\lambda_{\min }^{2 r}\left(V_{B_{0}}\right)}\right)<\infty .
\end{gathered}
$$

Then for each $\varepsilon>0$,

$$
\mathbf{P}\left(\left\|V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1}\right\|>\varepsilon\right) \leq \frac{1}{\varepsilon^{2 r}} \mathbf{E}\left\|V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1}\right\|^{2 r}
$$

and by Borel-Cantelli lemma with probability one the event

$$
\mathscr{D}_{m q}=\left\{\left\|V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1}\right\|>\varepsilon\right\}
$$

happens only for finite number of indices $m$ and $q$. Then almost surely there exists $m_{1}=m_{1}(\omega)$ and $q_{1}=q_{1}(\omega)$, such that for all $m \geq m_{1}, q \geq q_{1}$, $\left\|V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1}\right\| \leq \varepsilon$.

This means that $V_{A_{0}}^{-1} A^{T} \tilde{C} B^{T} V_{B_{0}}^{-1} \rightarrow 0$ a.s., as $m \rightarrow \infty, q \rightarrow \infty$.
We proved that in (14) to (16) the convergence is with probability one and Theorem 2 is proved.

### 10.5 Proof of Lemma 3

We give the proof for $\lambda_{A}$ only. It is sufficient to show that

$$
\mathbf{P}\left(T_{A}>W_{A}\right) \rightarrow 1 \quad \text { as } m \rightarrow \infty, q \rightarrow \infty
$$

We have

$$
\begin{aligned}
T_{A}-W_{A}= & {\left[\begin{array}{cc}
\frac{1}{t} f_{t q}^{T} C^{T} C f_{t q} & \frac{1}{\sqrt{t}} f_{t q}^{T} C^{T} A \\
\frac{1}{\sqrt{t}} A^{T} C f_{t q} & A^{T} A-V_{\tilde{A}}
\end{array}\right] } \\
= & {\left[\begin{array}{cc}
\frac{1}{\sqrt{t}} C_{0} f_{t q} & A_{0}
\end{array}\right]^{T}\left[\begin{array}{ll}
\frac{1}{\sqrt{t}} C_{0} f_{t q} & A_{0}
\end{array}\right]+\left[\begin{array}{cc}
\frac{1}{t} f_{t q}^{T} \tilde{C}^{T} \tilde{C} f_{t q} & 0 \\
0 & 0
\end{array}\right] } \\
& +\left[\begin{array}{cc}
\frac{1}{t} f_{t q}^{T}\left(C_{0}^{T} \tilde{C}+\tilde{C}^{T} C_{0}\right) f_{t q} & \frac{1}{\sqrt{t}} f_{t q}^{T}\left(C_{0}^{T} \tilde{A}+\tilde{C}^{T} A_{0}\right) \\
\frac{1}{\sqrt{t}}\left(\tilde{A}^{T} C_{0}+A_{0}^{T} \tilde{C}\right) f_{t q} & A_{0}^{T} \tilde{A}+\tilde{A}^{T} A_{0}+\left(\tilde{A}^{T} \tilde{A}-V_{\tilde{A}}\right)
\end{array}\right] \\
& \triangleq H_{1}+H_{2}+H_{3} .
\end{aligned}
$$

### 10.5.1 Behavior of $H_{1}$

We have $H_{1} \geq 0$, and $H_{1}=\left[\begin{array}{cc}H_{11}^{\prime} & H_{12}^{\prime} \\ H_{21}^{\prime} & H_{22}^{\prime}\end{array}\right]$,

$$
\frac{1}{m} H_{22}^{\prime}=\frac{1}{m} A_{0}^{T} A_{0} \rightarrow V_{A \infty}>0, \quad \text { see assumption (vii). }
$$

10.5.2 Behavior of $\mathrm{H}_{2}$

We have $H_{2}=\left[\begin{array}{cc}H_{11}^{\prime \prime} & 0 \\ 0 & 0\end{array}\right]$,

$$
\frac{1}{m} H_{11}^{\prime \prime}=\frac{1}{m t} \sum_{i=1}^{m} \sum_{k=1}^{t} \tilde{c}_{i k} \sum_{l=1}^{t} \tilde{c}_{i l}=\frac{1}{m t} \sum_{\substack{1 \leq i \leq m \\ 1 \leq k \leq t}} \tilde{c}_{i k}^{2}+\frac{2}{m t} \sum_{\substack{1 \leq i \leq m \\ 1 \leq k<l \leq t}} \tilde{c}_{i k} \tilde{c}_{i l} \triangleq S_{A}+S_{B} .
$$

We have

$$
\frac{1}{4} \mathbf{E} S_{B}^{2}=\frac{1}{m^{2} t^{2}} \sum_{\substack{1 \leq i \leq m \\ 1 \leq k<l \leq t}} \mathbf{E}\left(\tilde{c}_{i k}^{2}\right) \mathbf{E}\left(\tilde{c}_{i l}^{2}\right) \leq \text { const } \cdot \frac{m t^{2}}{m^{2} t^{2}} \rightarrow 0 \quad \text { as } m \rightarrow \infty, q \rightarrow \infty
$$

Next, by assumption (xv) and by the law of large numbers

$$
S_{A} \rightarrow \mathbf{E} \tilde{c}_{11}^{2} \quad \text { a.s. } \quad \text { as } m \rightarrow \infty, q \rightarrow \infty
$$

Thus

$$
H_{2} \rightarrow\left[\begin{array}{cc}
\mathbf{E} \tilde{c}_{11}^{2} & 0 \\
0 & 0
\end{array}\right] \text { a.s. }
$$

### 10.5.3 Behavior of $\mathrm{H}_{3}$

We prove that $\frac{1}{m} H_{3} \xrightarrow{\mathrm{p}} 0$. We write $H_{3}=\left[\begin{array}{ll}H_{11}^{\prime \prime \prime} & H_{12}^{\prime \prime \prime} \\ H_{21}^{\prime \prime \prime} & H_{22}^{\prime \prime \prime}\end{array}\right]$,
a).

$$
\begin{aligned}
\frac{1}{m^{2}} \mathbf{E}\left(\frac{1}{t} f_{t q}^{T} C_{0}^{T} \tilde{C} f_{t q}\right)^{2} & =\frac{1}{m^{2}} \mathbf{E}\left(\frac{1}{t} f_{t q}^{T} \tilde{C}^{T} C_{0} f_{t q}\right)^{2} \\
& =\frac{1}{m^{2} t^{2}} \mathbf{E}\left(\sum_{i=1}^{m} \sum_{k=1}^{t} c_{i k}^{0} \sum_{l=1}^{t} \tilde{c}_{i l}\right)^{2} \\
& =\frac{1}{m^{2} t^{2}} \sum_{i=1}^{m} \sum_{l=1}^{t} \mathbf{E} \tilde{c}_{11}^{2}\left(\sum_{k=1}^{t} c_{i k}^{0}\right)^{2} \\
& \leq \text { const } \cdot \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{l=1}^{t}\left(c_{i k}^{0}\right)^{2} \\
& \leq \text { const } \cdot \frac{1}{m^{2}} \lambda_{\max }\left(V_{A_{0}}\right) \lambda_{\max }\left(\sum_{i=1}^{t} b_{i}^{0} b_{i}^{0 T}\right) \\
& \leq \text { const } \cdot \frac{t}{m} \rightarrow 0,
\end{aligned}
$$

because $t=\mathrm{o}(\sqrt[3]{m})$. Thus $H_{11}^{\prime \prime \prime} \xrightarrow{\mathrm{P}} 0$.
b).

$$
\begin{aligned}
\frac{1}{m^{2}} \mathbf{E}\left\|\frac{1}{\sqrt{t}} \tilde{A}^{T} C_{0} f_{t q}\right\|^{2} & =\frac{1}{m^{2} t} \mathbf{E} \sum_{k=1}^{n}\left(\sum_{i=1}^{m} \tilde{a}_{i k} \sum_{l=1}^{t} c_{i l}^{0}\right)^{2} \\
& \leq \text { const } \cdot \frac{1}{m^{2} t} \sum_{k=1}^{n} \sum_{i=1}^{m}\left(\sum_{l=1}^{t} c_{i l}^{0}\right)^{2} \\
& \leq \text { const } \cdot \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{l=1}^{t}\left(c_{i l}^{0}\right)^{2} \\
& \leq \text { const } \cdot \frac{t}{m} \rightarrow 0
\end{aligned}
$$

c).

$$
\begin{aligned}
\frac{1}{m^{2}} \mathbf{E}\left\|\frac{1}{\sqrt{t}} A_{0}^{T} \tilde{C} f_{t q}\right\|^{2} & =\frac{1}{m^{2} t} \mathbf{E} \sum_{k=1}^{n}\left(\sum_{i=1}^{m} a_{i k}^{0} \sum_{l=1}^{t} \tilde{c}_{i l}\right)^{2} \\
& =\frac{1}{m^{2} t} \sum_{k=1}^{n} \sum_{l=1}^{t} \mathbf{E} \tilde{c}_{11}^{2}\left(\sum_{i=1}^{m} a_{i k}^{0}\right)^{2} \\
& \leq \text { const } \cdot \frac{1}{m^{2}} \sum_{i=1}^{m} \sum_{k=1}^{n}\left(a_{i k}^{0}\right)^{2} \\
& \leq \text { const } \cdot \frac{t}{m} \rightarrow 0
\end{aligned}
$$

From b) and c) we have $H_{12}^{\prime \prime \prime} \xrightarrow{\mathrm{p}} 0, H_{21}^{\prime \prime \prime} \xrightarrow{\mathrm{p}} 0$.
d). It was shown above that $H_{22}^{\prime \prime \prime} \xrightarrow{\mathrm{P}} 0$, see section 10.1. Finally, $H_{3} \xrightarrow{\mathrm{P}} 0$.

### 10.5.4 End of proof

Summarizing Subsection 10.5.3, we have

$$
\left\|\frac{1}{m} H_{3}\right\|_{F}=\sqrt{\frac{t}{m}} \cdot \mathrm{O}_{\mathrm{p}}(1) .
$$

We need to know the behavior of the other blocks of $H_{1}$.

$$
\begin{aligned}
& \frac{1}{m} H_{11}^{\prime}=\frac{1}{m t} \sum_{i=1}^{m}\left(\sum_{l=1}^{t} c_{i l}^{0}\right)^{2} \\
& \leq \frac{1}{m} \sum_{i=1}^{m} \sum_{l=1}^{t}\left(c_{i l}^{0}\right)^{2} \\
& \leq \text { const } \cdot t \\
& \frac{1}{m} H_{21}^{\prime}=\frac{1}{m \sqrt{t}} A_{0}^{T} C_{0} f_{t q}=\frac{1}{m} A_{0}^{T} A_{0} \cdot \frac{1}{\sqrt{t}} X_{0} B_{0} f_{t q} \\
&\left\|\frac{1}{m} H_{21}^{\prime}\right\|_{F} \leq \text { const } \cdot \sqrt{t}
\end{aligned}
$$

and

$$
\left\|\frac{1}{m} H_{12}^{\prime}\right\|_{F}=\left\|\frac{1}{m} H_{21}^{\prime}\right\|_{F} \leq \text { const } \cdot \sqrt{t} .
$$

We consider the matrix

$$
M_{A} \triangleq \frac{1}{m}\left(H_{1}+H_{2}\right) .
$$

It is positive semidefinite and we look for $\varepsilon_{0}>0$ such that $M_{A} \geq \frac{\varepsilon_{0}}{t} I_{n+1}$ with probability tending to one. We have

$$
M_{A}-\frac{\varepsilon_{0}}{t} I_{n+1}=\left[\begin{array}{cc}
\frac{1}{m} H_{11}^{\prime}+\left(\frac{1}{m} H_{11}^{\prime \prime}-\frac{\varepsilon_{0}}{t}\right) & \frac{1}{m} H_{12}^{\prime} \\
\frac{1}{m} H_{21}^{\prime} & \frac{1}{m} H_{22}^{\prime}-\frac{\varepsilon_{0}}{t} I_{n}
\end{array}\right] .
$$

Now, for $m \geq m_{0}$

$$
\begin{aligned}
\frac{1}{m} H_{22}^{\prime}-\frac{\varepsilon_{0}}{t} I_{n} & \geq\left(\frac{1}{2} \lambda_{\min }\left(V_{A \infty}\right)-\frac{\varepsilon_{0}}{t}\right) I_{n} \geq\left(\frac{1}{2} \lambda_{\min }\left(V_{A \infty}\right)-\varepsilon_{0}\right) I_{n} \\
& \geq \frac{1}{4} \lambda_{\min }\left(V_{A \infty}\right), \quad \text { if } \varepsilon_{0} \leq \frac{1}{4} \lambda_{\min }\left(V_{A \infty}\right) .
\end{aligned}
$$

We apply Silvester's criterion to the matrix $M_{A}-\frac{\varepsilon_{0}}{t} I_{n+1}$. We have for

$$
\begin{align*}
& \varepsilon_{0} \leq \frac{1}{4} \lambda_{\min }\left(V_{A \infty}\right)  \tag{52}\\
& \operatorname{det}\left(M_{A}-\frac{\varepsilon_{0}}{t} I_{n}\right)=\operatorname{det}\left(\frac{1}{m} H_{1}\right)+\left(\frac{1}{m} H_{11}^{\prime \prime}\right) \operatorname{det}\left(\frac{1}{m} H_{22}^{\prime}-\frac{\varepsilon_{0}}{t} I_{n}\right)+\varepsilon_{0} \cdot \mathrm{O}(1) \tag{53}
\end{align*}
$$

The last term comes from $\frac{1}{m} H_{11}^{\prime} \operatorname{det}\left(\frac{1}{m} H_{22}^{\prime}-\frac{\varepsilon_{0}}{t} I_{n}\right)$ and from the product of components $\frac{1}{m} H_{21}^{\prime}, \frac{1}{m} H_{12}^{\prime}$ and $\frac{\varepsilon_{0}}{t} I_{n}$. In both cases we have $t \frac{\varepsilon_{0}}{t} \cdot \mathrm{O}(1)=\varepsilon_{0} \cdot \mathrm{O}(1)$.

Now, $\frac{1}{m} H_{1} \geq 0$, therefore (53) implies

$$
\operatorname{det}\left(M_{A}-\frac{\varepsilon_{0}}{t} I_{n+1}\right) \geq \frac{1}{m} H_{11}^{\prime \prime} \cdot \operatorname{det}\left(\frac{1}{m} H_{22}^{\prime}-\frac{\varepsilon_{0}}{t} I_{n}\right)-\operatorname{const}_{1} \cdot \varepsilon_{0},
$$

with some const ${ }_{1}>0$, and a.s. we have

$$
\liminf _{\substack{m \rightarrow \infty \\ q \rightarrow \infty}} \operatorname{det}\left(M_{A}-\frac{\varepsilon_{0}}{t} I_{n+1}\right) \geq \mathbf{E} \tilde{c}_{11}^{2} \cdot \operatorname{det}\left(V_{A \infty}\right)-\operatorname{const}_{1} \cdot \varepsilon_{0}>0
$$

if

$$
\begin{equation*}
\varepsilon_{0}<\frac{1}{\text { const }} \mathbf{E} \tilde{c}_{11}^{2} \operatorname{det}\left(V_{A \infty}\right) \tag{54}
\end{equation*}
$$

Therefore if $\varepsilon_{0}$ satisfies (52) and (54) then

$$
M_{A}-\frac{\varepsilon_{0}}{t} I_{n+1}>0
$$

with probability tending to one, and

$$
\lambda_{\min }\left(M_{A}\right) \geq \frac{\varepsilon_{0}}{t}
$$

with probability tending to one. We have

$$
\lambda_{\min }\left(\frac{1}{m}\left(T_{A}-W_{A}\right)\right) \geq \lambda_{\min }\left(M_{A}\right)-\left\|\frac{1}{m} H_{3}\right\| \geq \lambda_{\min }\left(M_{A}\right)-\sqrt{\frac{t}{m}} \cdot \mathrm{O}_{\mathrm{p}}(1)
$$

and with probability tending to one we have

$$
\lambda_{\min }\left(T_{A}-W_{A}\right) \geq \frac{\varepsilon_{0}}{t}-\sqrt{\frac{t}{m}} \mathrm{O}_{\mathrm{p}}(1)
$$

But with probability tending to one

$$
\frac{\varepsilon_{0}}{t}-\sqrt{\frac{t}{m}} \mathrm{O}_{\mathrm{p}}(1)>0 \Leftrightarrow \sqrt{\frac{m}{t^{3}}} \cdot \varepsilon_{0}>\mathrm{O}_{\mathrm{p}}(1)
$$

and the last holds because by assumption $\frac{m}{t^{3}} \rightarrow \infty$. Thus $T_{A}>W_{A}$ with probability tending to one. Lemma 3 is proved.
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