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Abstract. A structured total least squares problem is considered in which the extended data matrix is partitioned into blocks and each of the blocks is block-Toeplitz/Hankel structured, unstructured, or exact. An equivalent optimization problem is derived and its properties are established. The special structure of the equivalent problem enables us to improve the computational efficiency of the numerical solution methods. By exploiting the structure, the computational complexity of the algorithms (local optimization methods) per iteration is linear in the sample size. Application of the method for system identification and for model reduction is illustrated by simulation examples.
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1. Introduction. The total least squares (TLS) problem

$$\min_{\Delta A, \Delta B, X} \left\| \begin{bmatrix} \Delta A & \Delta B \end{bmatrix} \right\|_F^2 \text{ subject to } (A - \Delta A)X = B - \Delta B,$$

where $A \in \mathbb{R}^{m \times n}$, $B \in \mathbb{R}^{m \times d}$, $C := [A \ B]$ is the data matrix, and $X \in \mathbb{R}^{n \times d}$ is the parameter of interest, proved to be a useful parameter estimation technique. It became especially popular since the early eighties due to the development [8] of reliable solution methods based on singular value decomposition. The same technique is known in the system identification literature as the Koopmans–Levin method [12] and in the statistical literature as orthogonal regression [7]. For a comprehensive introduction to the theory, algorithms, and applications of the TLS method, see [25].

With the increased interest in the TLS technique, more and more researchers started to apply it in various applications. In some cases, however, important assumptions of the method are not satisfied, which resulted in the development of appropriate extensions of the original TLS method. We mention the mixed LS-TLS method
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[25, sect. 3.5], where some of the columns of $A$ are exact (noise free), and the so-called generalized total least squares method [24], where the cost function of TLS problem (1.1) is generalized to $\| [\Delta A \Delta B] V \|_F^2$, with $V \geq 0$. The latest developments in the field are collected in the proceedings books [22, 23].

In the early nineties, a powerful generalization of the TLS method was put forward [1, 4, 20]. The so-called structured total least squares (STLS) problem,

$$\min_{\Delta A, \Delta B, X} \| [\Delta A \Delta B] \|_F^2 \text{ subject to } (A - \Delta A)X = B - \Delta B \text{ and } [\Delta A \Delta B] \text{ has the same structure as } [A B],$$

defined in the same way as the TLS problem (1.1) but with the additional structure constraint, includes as special cases many of the presently known TLS variations. The structure occurs naturally in, e.g., applications dealing with discrete-time dynamic phenomena [6], where the Hankel and Toeplitz matrices are fundamental.

Although the STLS problem is very general, it is still not widely accepted due to the lack of reliable solution methods for its computation, the main difficulty being that, as an optimization problem, it is nonconvex and there is no guarantee that a global minimum point will be found. Still, under certain conditions [10] for highly overdetermined systems ($m \ll nd$) the solution of the problem is unique and the main difficulty—the presence of multiple local minima—tends to disappear for large sample sizes (i.e., for $m \to \infty$). In addition, due to the consistency results of [10], such an assumption guarantees accurate estimation and makes the problem meaningful from a statistical point of view.

However, the currently used numerical algorithms for solving the STLS problem can hardly deal with large sample sizes. The original methods of [1, 4, 20] have computational costs that increase quadratically or even cubically as a function of $m$. In [11, 17], methods with computational cost linear in $m$ are developed using the generalized Schur algorithm. These methods, however, are developed for a particular structure of the data matrix $C$ (in [11] $C$ is Hankel, and in [17] $A \in \mathbb{R}^{m \times n}$ is Toeplitz and $B \in \mathbb{R}^{m \times 1}$ is unstructured) and modifications for other structures are nontrivial.

In [13], based on the insight from [10], we have proposed a new approach with computational cost linear in $m$ and dealing with a flexible structure specification. The data matrix $C$ can be partitioned into blocks $C = [C^{(1)} \cdots C^{(q)}]$, where each of the blocks $C^{(l)}$, for $l = 1, \ldots, q$, is Hankel, Toeplitz, unstructured, or exact.

In this paper, we consider an extension of the results of [13] to the case of block-Hankel and block-Toeplitz structured matrices. Thus the data matrix is now a block matrix, of which the blocks are themselves structured with one of the four possible structures: block-Hankel, block-Toeplitz, unstructured, or exact. The need for such an extension comes from applications dealing with multi-input and/or multi-output dynamical systems. The proposed algorithms are implemented in C (see [15]), and the software is available.

Standard notation used in the paper is as follows: $\mathbb{R}$ for the set of the real numbers, $\mathbb{N}$ for the set of the natural numbers, $\| \cdot \|$ for the Euclidean norm, and $\| \cdot \|_F$ for the Frobenius norm. The operator that vectorizes columnwise a matrix is denoted by vec$(\cdot)$, the expectation operator by $E$, and the covariance matrix of a random vector by cov$(\cdot)$. The pseudoinverse of a matrix $A$ is denoted by $A^\dagger$.

2. The STLS problem. In this section, we define the STLS problem, considered in the paper, and derive an equivalent optimization problem. Consider a function $S : \mathbb{R}^n_+ \to \mathbb{R}^{m \times (n+d)}$ that defines the structure of the data as follows: a matrix $C \in \mathbb{R}^{n \times (n+d)}$ is said to have the structure defined by $S$ if there exists a $p \in \mathbb{R}^n$,
such that $C = S(p)$. The vector $p$ is called a parameter vector for the structured matrix $C$.

**Problem 2.1 (STLS problem).** Given a data vector $p \in \mathbb{R}^{np}$ and a structure specification $S : \mathbb{R}^{np} \to \mathbb{R}^{m \times (n+d)}$, solve the optimization problem

$$
\min_{X, \Delta p} \| \Delta p \|^2 \quad \text{subject to} \quad S(p - \Delta p) \left[ \begin{array}{c} X \\ -I_d \end{array} \right] = 0.
$$

(2.1)

The interpretation of (2.1) is the following: Find the smallest correction $\Delta p$, measured in 2-norm, that makes the structured matrix $S(p - \Delta p)$ rank deficient with rank at most $n$. Define

$$
X_{\text{ext}} := \left[ \begin{array}{c} X \\ -I_d \end{array} \right], \quad \text{and} \quad [A \ B] := C := S(p), \text{ where } A \in \mathbb{R}^{m \times n} \text{ and } B \in \mathbb{R}^{m \times d}.
$$

$CX_{\text{ext}} = 0$ is shorthand notation for the structured system of equations $AX = B$.

The STLS problem is said to be affine structured if the function $S$ is affine, i.e.,

$$
S(p) = S_0 + \sum_{i=1}^{np} S_i p_i \quad \text{for all } p \in \mathbb{R}^{np} \text{ and for some } S_i, i = 1, \ldots, np.
$$

(2.2)

In an affine STLS problem, the constraint $S(p - \Delta p)X_{\text{ext}} = 0$ becomes bilinear in the decision variables $X$ and $\Delta p$.

**Lemma 2.2.** Let $S : \mathbb{R}^{np} \to \mathbb{R}^{m \times (n+d)}$ be an affine function. Then

$$
S(p - \Delta p)X_{\text{ext}} = 0 \iff G(X)\Delta p = r(X),
$$

where

$$
G(X) := \left[ \begin{array}{c} \text{vec}\left((S_1 X_{\text{ext}})^T\right) \\ \vdots \\ \text{vec}\left((S_{np} X_{\text{ext}})^T\right) \end{array} \right] \in \mathbb{R}^{md \times np}
$$

and

$$
r(X) := \text{vec}\left((S(p) X_{\text{ext}})^T\right) \in \mathbb{R}^{md}.
$$

(2.3)

Proof.

$$
S(p - \Delta p)X_{\text{ext}} = 0 \iff \sum_{i=1}^{np} S_i \Delta p_i X_{\text{ext}} = S(p)X_{\text{ext}}
$$

$$
\iff \sum_{i=1}^{np} \text{vec}\left((S_i X_{\text{ext}})^T\right)\Delta p_i = \text{vec}\left((S(p) X_{\text{ext}})^T\right)
$$

$$
\iff G(X)\Delta p = r(X).
$$

Using Lemma 2.2, we rewrite the affine STLS problem as follows:

$$
\min_{X} \left( \min_{\Delta p} \| \Delta p \|^2 \quad \text{subject to} \quad G(X)\Delta p = r(X) \right).
$$

(2.4)

The inner minimization problem has an analytic solution, which allows us to derive an equivalent optimization problem.
THEOREM 2.3 (equivalent optimization problem for affine STLS). Assuming that \( n_p \geq md \), the affine STLS problem (2.4) is equivalent to

\[ \min_X f_0(X), \quad \text{where} \quad f_0(X) := r^\top(X)\Gamma^\dagger(X)r(X) \quad \text{and} \quad \Gamma(X) := G(X)G^\top(X). \]  

Proof. Under the assumption \( n_p \geq md \), the inner minimization problem of (2.4) is a least norm problem. Its minimum point (as a function of \( X \)) is

\[ \Delta_{p_{\min}}(X) = G^\top(X)(G(X)G^\top(X))^{\dagger}r(X), \]

so that

\[ f_0(X) = \Delta_{p_{\min}}^\top(X)\Delta_{p_{\min}}(X) = r^\top(X)(G(X)G^\top(X))^{\dagger}r(X) = r^\top(X)\Gamma^{\dagger}(X)r(X). \]

The significance of Theorem 2.3 is that the constraint and the decision variable \( \Delta p \) in problem (2.4) are eliminated. Note that typically the number of elements \( nd \) in \( X \) is much smaller than the number of elements \( n_p \) in the correction \( \Delta p \). Thus the reduction in the complexity is significant.

The equivalent optimization problem (2.5) is a nonlinear least squares problem, so that classical optimization methods can be used for its solution. The optimization methods require a cost function and first derivative evaluation. In order to evaluate the cost function \( f_0 \) for a given value of the argument \( X \), we need to form the weight matrix \( \Gamma(X) \) and to solve the system of equations \( \Gamma(X)y(X) = r(X) \). This straightforward implementation requires \( O(m^3) \) floating point operation (flops). For large \( m \) (the applications that we aim at) this computational complexity becomes prohibitive.

It turns out, however, that for a special case of affine structures \( S \), the weight matrix \( \Gamma(X) \) is nonsingular and has a block-Toeplitz and block-banded structure, which can be exploited for efficient cost function and first derivative evaluations. The set of structures of \( S \), for which we establish the special properties of \( \Gamma(X) \), is

\[ S(p) = [C^{(1)} \cdots C^{(q)}] \quad \text{for all} \quad p \in \mathbb{R}^{n_p}, \quad \text{where} \quad C^{(l)}, \quad \text{for} \quad l = 1, \ldots, q, \quad \text{is} \]

\[ \text{block-Toeplitz, block-Hankel, exact, or unstructured} \]

and all block-Toeplitz/Hankel structured blocks \( C^{(l)} \)

\[ \text{have equal row dimension} \quad K \quad \text{of the blocks.} \]

Assumption (2.6) says that \( S(p) \) is composed of blocks, each of which is block-Toeplitz, block-Hankel, exact, or unstructured. A block \( C^{(l)} \) that is exact is not modified in the solution \( \hat{C} := S(p - \Delta p) \), i.e., \( \hat{C}^{(l)} = C^{(l)} \). Assumption 2.6 is the essential structural assumption that we impose on problem (2.1). As shown in section 6, it is fairly general and covers many applications.

Example 1. Consider the block-Toeplitz matrix

\[
C = \begin{bmatrix}
5 & 3 & 1 \\
6 & 4 & 2 \\
7 & 5 & 3 \\
8 & 6 & 4 \\
9 & 7 & 5 \\
10 & 8 & 6 \\
\end{bmatrix}
\]
with row dimension of the block \( K = 2 \). Next we specify the matrices \( S_i \) that define via (2.2) an affine function \( \mathcal{S} \), such that \( C = \mathcal{S}(p) \) for a certain parameter vector \( p \).

Let \( == \) be an elementwise comparison operator. Acting on matrices of the same size, it gives as a result a matrix with the same size as the arguments, of which the \((i, j)\)th element is 1 if the corresponding elements of the arguments are equal, and 0 otherwise. (Think of MATLAB’s \( == \) operator.) Let \( E \) be the \( 6 \times 3 \) matrix with all elements equal to 1 and define \( S_0 := 0_{6 \times 3} \) and \( S_i := (C == iE) \) for \( i = 1, \ldots, 10 \). We have

\[
C = \sum_{i=1}^{10} S_i = S_0 + \sum_{i=1}^{10} S_ip_i =: \mathcal{S}(p), \quad \text{with } p = \begin{bmatrix} 1 & 2 & \cdots & 10 \end{bmatrix}^T.
\]

The matrix \( C \) considered in the example is special; it allowed us to easily write down a corresponding affine function \( \mathcal{S} \). Clearly with the constructed \( \mathcal{S} \), any \( 6 \times 3 \) block-Toeplitz matrix \( C \) with row dimension of the block \( K = 2 \) can be written as \( C = \mathcal{S}(p) \) for certain \( p \in \mathbb{R}^{10} \).

We will use the notation \( n_i \) for the number of block columns of the block \( C^{(i)} \). For unstructured and exact blocks, \( n_i := 1 \).

### 3. Properties of the weight matrix \( \Gamma \).

For the evaluation of the cost function \( f_0 \) of the equivalent optimization problem (2.5), we have to solve the system of equations \( \Gamma(X)y(X) = r(X) \), where \( \Gamma(X) \in \mathbb{R}^{md \times np} \) with both \( m \) and \( np \) large. In this section, we investigate the structure of the matrix \( \Gamma(X) \). Occasionally we drop the explicit dependence of \( r \) and \( \Gamma \) on \( X \).

**Theorem 3.1 (structure of the weight matrix **\( \Gamma \)**). Consider the equivalent optimization problem (2.5) from Theorem 2.3. If, in addition to the assumptions of Theorem 2.3, the structure \( \mathcal{S} \) is such that (2.6) holds, then the weight matrix \( \Gamma(X) \) has the block-banded Toeplitz structure

\[
\Gamma(X) = \begin{bmatrix}
\Gamma_0 & \Gamma_1^T & \cdots & \Gamma_s^T & 0 \\
\Gamma_1 & \ddots & \ddots & \vdots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\Gamma_s & \cdots & \ddots & \ddots & \Gamma_s^T \\
0 & \Gamma_s & \cdots & \Gamma_1 & \Gamma_0 \\
\end{bmatrix} \in \mathbb{R}^{md \times md},
\]

where \( \Gamma_k \in \mathbb{R}^{dK \times dK} \), for \( k = 0, 1, \ldots, s \), and \( s = \max_{l=1,\ldots,q}(n_l - 1) \), where \( n_l \) is the number of block columns in the block \( C^{(l)} \) of the data matrix \( \mathcal{S}(p) \).

The proof is developed in a series of lemmas. First we reduce the original problem with multiple blocks \( C^{(l)} \) (see (2.6)) to three independent problems—one for the unstructured case, one for the block-Hankel case, and one for the block-Toeplitz case.

**Lemma 3.2.** Consider a structure specification of the form

\[
\mathcal{S}(p) = \begin{bmatrix} S^{(1)}(p^{(1)}) & \cdots & S^{(q)}(p^{(q)}) \end{bmatrix}, \quad p^{(l)} \in \mathbb{R}^{n_l^{(l)}}, \quad \sum_{l=1}^{q} n_l^{(l)} := np,
\]

where \( p^\top := [p^{(1)} \top \cdots p^{(q)} \top] \) and \( S(p^{(l)}) := S_0^{(l)} + \sum_{i=1}^{n_l^{(l)}} S_i^{(l)} p_i^{(l)} \) for all \( p^{(l)} \in \mathbb{R}^{np^{(l)}} \),
where $\Gamma^{(i)} := G^{(i)}G^{(i)^T}$, $G^{(i)} := [\text{vec}(S_1^{(i)}X_{\text{ext}}^{(i)\top}) \ldots \text{vec}(S_{n_p}^{(i)}X_{\text{ext}}^{(i)\top})]$, and

\[
X_{\text{ext}} =: \begin{bmatrix} X_{\text{ext}}^{(1)} \top \\ \vdots \\ X_{\text{ext}}^{(q)} \top \end{bmatrix}, \quad \text{with } X_{\text{ext}}^{(i)} \in \mathbb{R}^{n_i \times d}, \quad n_i := \text{coldim}(C^{(i)}), \quad \sum_{i=1}^{q} n_i = n + d.
\]

**Proof.** The result is a refinement of Lemma 2.2. Let $\Delta p^\top =: [\Delta p_1^{(1)\top} \ldots \Delta p_q^{(q)\top}]$, where $\Delta p^{(i)} \in \mathbb{R}^{n_i}$ for $l = 1, \ldots, q$. We have

\[
S(p - \Delta p)X_{\text{ext}} = 0 \iff \sum_{l=1}^{q} S^{(l)}(p^{(l)} - \Delta p^{(l)})X_{\text{ext}}^{(l)} = 0
\]

\[
\iff \sum_{l=1}^{q} \sum_{i=1}^{n_p} S^{(l)}_i \Delta p^{(l)}_i X_{\text{ext}}^{(l)} = S(p)X_{\text{ext}}
\]

\[
\iff \sum_{l=1}^{q} G^{(l)} \Delta p^{(l)} = r(X)
\]

\[
\iff \begin{bmatrix} G^{(1)} & \ldots & G^{(q)} \end{bmatrix} \Delta p = r(X),
\]

so that $\Gamma = GG^\top = \sum_{l=1}^{q} G^{(l)}G^{(l)^\top} = \sum_{l=1}^{q} \Gamma^{(l)}$. □

Next we establish the structure of $\Gamma$ for an STLS problem with an unstructured data matrix.

**Lemma 3.3.** Let

\[
S(p) := \begin{bmatrix} p_1 & p_2 & \cdots & p_{n+d} \\ p_{n+d+1} & p_{n+d+2} & \cdots & p_{2(n+d)} \\ \vdots & \vdots & \ddots & \vdots \\ p_{(m-1)(n+d)+1} & p_{(m-1)(n+d)+2} & \cdots & p_{m(n+d)} \end{bmatrix} \in \mathbb{R}^{m \times (n+d)};
\]

then

\[
\Gamma = I_m \otimes (X_{\text{ext}}^\top X_{\text{ext}});
\]

i.e., the matrix $\Gamma$ has the structure (3.1) with $s = 0$ and $\Gamma_0 = I_K \otimes (X_{\text{ext}}^\top X_{\text{ext}})$.

**Proof.** We have

\[
S(p - \Delta p)X_{\text{ext}} = 0 \iff \text{vec}(X_{\text{ext}}^\top S^\top(\Delta p)) = \text{vec}((S(p)X_{\text{ext}})^\top)
\]

\[
\iff \underbrace{(I_m \otimes X_{\text{ext}}^\top)}_{G(X)} \underbrace{\text{vec}(S^\top(\Delta p))}_{\Delta p} = r(X).
\]

Therefore, $\Gamma = GG^\top = (I_m \otimes X_{\text{ext}}^\top)(I_m \otimes X_{\text{ext}}^\top)^\top = I_m \otimes (X_{\text{ext}}^\top X_{\text{ext}})$. □

Next we establish the structure of $\Gamma$ for an STLS problem with a block-Hankel data matrix.
Lemma 3.4. Let
\[ S(p) := \begin{bmatrix} C_1 & C_2 & \cdots & C_n \\ C_2 & C_3 & \cdots & C_{n+1} \\ \vdots & \vdots & \ddots & \vdots \\ C_m & C_{m+1} & \cdots & C_{m+n-1} \end{bmatrix} \in \mathbb{R}^{m \times (n+d)}, \]
\[ \mathbf{n} := \frac{n + d}{L}, \]
\[ \mathbf{m} := \frac{m}{K}, \]
where \( C_i \) are \( K \times L \) unstructured blocks, parameterized by \( p^{(i)} \in \mathbb{R}^{KL} \) as follows:
\[ C_i := \begin{bmatrix} p^{(i)}_1 & p^{(i)}_2 & \cdots & p^{(i)}_L \\ p^{(i)}_{L+1} & p^{(i)}_{L+2} & \cdots & p^{(i)}_{2L} \\ \vdots & \vdots & \ddots & \vdots \\ p^{(i)}_{(K-1)L+1} & p^{(i)}_{(K-1)L+2} & \cdots & p^{(i)}_{KL} \end{bmatrix} \in \mathbb{R}^{K \times L}. \]
Define a partitioning of \( X_{\text{ext}} \) as follows: \( X_{\text{ext}}^T =: [X_1 \ \cdots \ X_n] \), where \( X_j \in \mathbb{R}^{d \times L} \). Then \( \Gamma \) has the block-banded Toeplitz structure (3.1) with \( s = n - 1 \) and with
\[ \Gamma_k = \sum_{j=1}^{n-k} X_j X_j^T, \quad \text{where} \quad X_k := I_K \otimes X_k. \]

Proof. Define the residual \( R := S(\Delta p)X_{\text{ext}} \) and the partitioning \( R^T =: [R_1 \ \cdots \ R_m] \), where \( R_1 \in \mathbb{R}^{d \times K} \). Let \( \Delta C := S(\Delta p) \), with blocks \( \Delta C_i \). We have
\[ S(p - \Delta p)X_{\text{ext}} = 0 \iff S(\Delta p)X_{\text{ext}} = S(p)X_{\text{ext}} \]
\[ \iff \begin{bmatrix} X_1 & X_2 & \cdots & X_n \\ X_1 & X_2 & \cdots & X_n \\ \vdots & \vdots & \ddots & \vdots \\ X_1 & X_2 & \cdots & X_n \end{bmatrix} \begin{bmatrix} \Delta C_1^T \\ \Delta C_2^T \\ \vdots \\ \Delta C_{m+n-1}^T \end{bmatrix} = \begin{bmatrix} R_1^T \\ R_2^T \\ \vdots \\ R_m^T \end{bmatrix} \]
\[ \iff \begin{bmatrix} X_1 & X_2 & \cdots & X_n \\ X_1 & X_2 & \cdots & X_n \\ \vdots & \vdots & \ddots & \vdots \\ X_1 & X_2 & \cdots & X_n \end{bmatrix} \begin{bmatrix} \vec(\Delta C_1^T) \\ \vec(\Delta C_2^T) \\ \vdots \\ \vec(\Delta C_{m+n-1}^T) \end{bmatrix} = \begin{bmatrix} \vec(R_1^T) \\ \vec(R_2^T) \\ \vdots \\ \vec(R_m^T) \end{bmatrix}. \]

Therefore, \( \Gamma = GG^T \) has the structure (3.1), with \( \Gamma_k \)'s given by (3.4).

The derivation of the \( \Gamma \) matrix for an STLS problem with block-Toeplitz data matrix is analogous to the one for an STLS problem with block-Hankel data matrix. We state the result in the next lemma.

Lemma 3.5. Let
\[ S(p) := \begin{bmatrix} C_n & C_{n-1} & \cdots & C_1 \\ C_{n+1} & C_n & \cdots & C_2 \\ \vdots & \vdots & \ddots & \vdots \\ C_{m+n-1} & C_{m+n-2} & \cdots & C_m \end{bmatrix} \in \mathbb{R}^{m \times (n+d)}, \]
with the blocks $C_i$ defined as in Lemma 3.4. Then $\Gamma$ has the block-banded Toeplitz structure (3.1) with $s = n - 1$ and with

$$
\Gamma_k = \sum_{j=k+1}^{n} X_j X_j^\top - k.
$$

(3.5)

Proof. Following the same derivation as in the proof of Lemma 3.4, we find that

$$
G = \begin{bmatrix}
X_n & X_{n-1} & \cdots & X_1 \\
X_n & X_{n-1} & \cdots & X_1 \\
& \ddots & \ddots & \ddots \\
X_n & X_{n-1} & \cdots & X_1
\end{bmatrix}.
$$

Therefore, $\Gamma = GG^\top$ has the structure (3.1), with $\Gamma_k$'s given by (3.5). \qed

Proof of Theorem 3.1. Lemmas 3.2–3.5 show that the weight matrix $\Gamma$ for the original problem has the block-banded Toeplitz structure (3.1) with $s = \max_{i=1, \ldots, q}(n_i - 1)$, where $n_i$ is the number of block columns in the $i$th block of the data matrix. \qed

Apart from revealing the structure of $\Gamma$, the proof of Theorem 3.1 gives an algorithm for the construction of the blocks $\Gamma_0, \ldots, \Gamma_s$ that define $\Gamma$:

$$
\Gamma_k = \sum_{l=1}^{q} \Gamma_k^{(l)}, \quad \text{where } \Gamma_k^{(l)} = \begin{cases}
\sum_{j=k+1}^{n} X_j^{(l)} X_j^{(l)\top} & \text{if } C^{(l)} \text{ is block-Toeplitz}, \\
\sum_{j=1}^{n-k} X_j^{(l)} X_j^{(l)\top} & \text{if } C^{(l)} \text{ is block-Hankel}, \\
0_{dK} & \text{if } C^{(l)} \text{ is exact}, \\
\delta_l I_K \otimes (X_{\text{ext}}^{(l)\top} X_{\text{ext}}^{(l)}) & \text{if } C^{(l)} \text{ is unstructured},
\end{cases}
$$

(3.6)

where $\delta$ is the Kronecker delta function: $\delta_0 = 1$ and $\delta_k = 0$ for $k \neq 0$.

Corollary 3.6 (positive definiteness of the weight matrix $\Gamma$). Assume that the structure of $S$ is given by (2.6) with the block $C^{(q)}$ being block-Toeplitz, block-Hankel, or unstructured and having at least $d$ columns. Then the matrix $\Gamma(X)$ is positive definite for all $X \in \mathbb{R}^{n \times d}$.

Proof. We will show that $\Gamma^{(q)}(X) > 0$ for all $X \in \mathbb{R}^{n \times d}$. From (3.2), it follows that $\Gamma$ has the same property. By the assumption $\operatorname{col} \operatorname{dim}(C^{(q)}) \geq d$, it follows that $X_{\text{ext}}^{(q)} = [-I_d]$, where $*$ denotes a block (possibly empty) depending on $X$. In the unstructured case, $\Gamma^{(q)} = I_m \otimes (X_{\text{ext}}^{(q)\top} X_{\text{ext}}^{(q)})$; see (3.6). But $\operatorname{rank}(X_{\text{ext}}^{(q)\top} X_{\text{ext}}^{(q)}) = d$, so that $\Gamma^{(q)}$ is nonsingular. In the block-Hankel/Toeplitz case, $C^{(q)}$ is block-Toeplitz and block-banded; see Lemmas 3.4 and 3.5. One can verify by inspection that independent of $X$, $G^{(q)}(X)$ has full row rank due to its row echelon form. Then $\Gamma^{(q)} = G^{(q)} G^{(q)\top} > 0$. \qed

The positive definiteness of $\Gamma$ is studied in a statistical setting in [10, sect. 4], where more general conditions are given. The restriction of (2.6) that ensures $\Gamma > 0$ is fairly minor, so that in what follows we will consider STLS problems of this type and replace the pseudoinverse in (2.5) with the inverse.

In the next section, we give an interpretation of Theorem 3.1 from a statistical point of view, and in section 5 we consider in more detail the algorithmic side of the problem.

4. Stochastic interpretation. Our work on the STLS problem has its origin in the field of estimation theory. A linear multivariate errors-in-variables (EIV) model is defined as follows:

$$
AX \approx B, \quad \text{where } A = \bar{A} + A, \quad B = \bar{B} + B, \quad \text{and } \bar{A} \bar{X} = \bar{B}.
$$

(4.1)
The observations \( A \) and \( B \) are obtained from (nonstochastic) true values \( \tilde{A} \) and \( \tilde{B} \) with measurement errors \( \hat{A} \) and \( \hat{B} \) that are zero mean random matrices. Define the extended matrix \( \tilde{C} := [\tilde{A} \ \tilde{B}] \) and the vector \( \tilde{c} := \text{vec}(\tilde{C}^\top) \) of the measurement errors. It is well known (see [25, Chap. 8]) that the TLS problem (1.1) provides a consistent estimator for the true value of the parameter \( \tilde{X} \) in the EIV model (4.1) if \( \text{cov}(\tilde{c}) = \sigma^2 I \) (and additional technical conditions are satisfied). If, in addition to \( \text{cov}(\tilde{c}) = \sigma^2 I \), \( \tilde{c} \) is normally distributed, i.e., \( \tilde{c} \sim N(0, \sigma^2 I) \), then the solution \( \tilde{X}_{\text{tls}} \) of the TLS problem is the maximum likelihood estimate of \( \tilde{X} \).

The EIV model (4.1) is called the structured errors-in-variables model if the observed data \( C \) and the true value \( \tilde{C} := [\tilde{A} \ \tilde{B}] \) have a structure defined by a function \( S \). Therefore,

\[
C = S(p) \quad \text{and} \quad \tilde{C} = S(\tilde{p}),
\]

where \( \tilde{p} \in \mathbb{R}^{np} \) is a (nonstochastic) true value of the parameter \( p \). As a consequence the matrix of measurement errors is also structured. Let \( S \) be affine (2.2). Then

\[
\tilde{C} = \sum_{i=1}^{np} S_i \tilde{p}_i \quad \text{and} \quad p = \tilde{p} + \tilde{p},
\]

where the random vector \( \tilde{p} \) represents the measurement error on the structure parameter \( \tilde{p} \). In [10], it is proven that the STLS problem (2.1) provides a consistent estimator for the true value of the parameter \( \tilde{X} \) if \( \text{cov}(\tilde{p}) = \sigma^2 I \) (and additional technical conditions are satisfied). If \( \tilde{p} \sim N(0, \sigma^2 I) \), then a solution \( \tilde{X} \) of the STLS problem is a maximum likelihood estimate of \( \tilde{X} \).

Let \( \tilde{r}(X) := \text{vec}(S(\tilde{p})X_{\text{ext}}) \) be the random part of the residual \( r \). In the stochastic setting, the weight matrix \( \Gamma \) is up to the scale factor \( \sigma^2 \) equal to the covariance matrix \( V_\Gamma := \text{cov}(\tilde{r}) \). Indeed, \( \tilde{r} = G\tilde{p} \), so that

\[
V_\Gamma := \mathbf{E} \tilde{r}\tilde{r}^\top = G\mathbf{E}(\tilde{p}\tilde{p}^\top)G^\top = \sigma^2 GG^\top = \sigma^2 \Gamma.
\]

Next we show that the structure of \( \Gamma \) is in a one-to-one correspondence with the structure of \( V_\Gamma := \text{cov}(\tilde{c}) \). Let \( \Gamma_{ij} \in \mathbb{R}^{dK \times dK} \) be the \((i,j)\)th block of \( \Gamma \) and let \( V_{\text{ext},ij} \in \mathbb{R}^{(n+d)K \times (n+d)K} \) be the \((i,j)\)th block of \( V_c \). Define also the following partitionings of the vectors \( \tilde{r} \) and \( \tilde{c} \):

\[
\tilde{r} = \begin{bmatrix} \tilde{r}_1 \\ \vdots \\ \tilde{r}_m \end{bmatrix}, \quad \tilde{r}_i \in \mathbb{R}^{dK} \quad \text{and} \quad \tilde{c} = \begin{bmatrix} \tilde{c}_1 \\ \vdots \\ \tilde{c}_m \end{bmatrix}, \quad \tilde{c}_i \in \mathbb{R}^{(n+d)K},
\]

where \( m := m/K \). Using \( r_i = X_{\text{ext}} c_i \), where \( X_{\text{ext}} := (I_K \otimes X_{\text{ext}}^\top) \), we have

\[
(4.2) \quad \sigma^2 \Gamma_{ij} = \mathbf{E} \tilde{r}_i \tilde{r}_j^\top = X_{\text{ext}} \mathbf{E} (\tilde{c}_i \tilde{c}_j^\top) X_{\text{ext}}^\top = X_{\text{ext}} V_{\text{ext},ij} X_{\text{ext}}^\top.
\]

The one-to-one relation between the structures of \( \Gamma \) and \( V_c \) allows us to relate the structural properties of \( \Gamma \), established in Theorem 3.1, with statistical properties of the measurement errors. Define stationarity and s-dependence of a centered sequence of random vectors \( \tilde{c} := \{\tilde{c}_1, \tilde{c}_2, \ldots\} \), \( \tilde{c}_i \in \mathbb{R}^{(n+d)K} \) as follows:

- \( \tilde{c} \) is stationary if the covariance matrix \( V_c \) is block-Toeplitz with block size \((n+d)K \times (n+d)K\).
I. MARKOVSKY, S. VAN HUFFEL, AND R. PINTELON

- $\mathfrak{c}$ is $s$-dependent if the covariance matrix $V_2$ is block-banded with block size $(n + d)K \times (n + d)K$ and block bandwidth $2s + 1$.

The sequence of measurement errors $\mathfrak{c}$ being stationary and $s$-dependent corresponds to $\Gamma$ being block-Toeplitz and block-banded.

The statistical setting gives an insight into the relation between the structure of the weight matrix $\Gamma$ and the structure of the data matrix $C$. It can be verified that the structure specification (2.6) implies stationarity and $s$-dependence for $\mathfrak{c}$. This indicates an alternative (statistical) proof of Theorem 3.1; see the technical report [14].

The blocks of $\Gamma$ are quadratic functions of $X$, $\Gamma_{ij}(X) = X_{ext} W_{\mathfrak{c},ij} X_{\mathfrak{c},ij}^T$, where $W_{\mathfrak{c},ij} := V_{\mathfrak{c},ij} / \sigma^2$; see (4.2). Moreover, by Theorem 3.1, we have that under assumption (2.6), $W_{\mathfrak{c},ij} = W_{\mathfrak{c},|i-j|}$ for certain matrices $W_{\mathfrak{c},k}$, $k = 1, \ldots, m$, and $W_{\mathfrak{c},ij} = 0$ for $|i - j| > s$, where $s$ is defined in Theorem 3.1. Therefore,

$$\Gamma_k(X) = X_{ext} W_{\mathfrak{c},k} X_{\mathfrak{c},k}^T$$

for $k = 0, 1, \ldots, s$, where $W_{\mathfrak{c},k} := 1 / \sigma^2 V_{\mathfrak{c},k}$.

In (3.6) we show how the matrices $\{\Gamma_k\}_{k=0}^s$ can be determined from the structure specification (2.6). Similar expressions can be written for the matrices $\{W_{\mathfrak{c},k}\}_{k=0}^s$.

In the computational algorithm described in section 5, we use the partitioning of the matrix $\Gamma$ into blocks of size $d \times d$. Let $\Gamma_{ij} \in \mathbb{R}^{d \times d}$ be the $(i, j)$th block of $\Gamma$ and let $V_{\mathfrak{c},ij} \in \mathbb{R}^{(n + d) \times (n + d)}$ be the $(i, j)$th block of $V_\mathfrak{c}$. Define the following partitionings of the vectors $\mathfrak{c}$ and $\mathfrak{c}$:

$$\mathfrak{c} = \begin{bmatrix} c_1 \\ \vdots \\ c_m \end{bmatrix}, \quad c_i \in \mathbb{R}^{n + d}.$$

Using $r_i = X_{\mathfrak{c},i}^T c_i$, we have

$$\Gamma_{ij} = \frac{1}{\sigma^2} E \mathfrak{c} \mathfrak{c}^T = \frac{1}{\sigma^2} X_{\mathfrak{c}}^T E (\mathfrak{c} \mathfrak{c}^T) X_{\mathfrak{c}} = \frac{1}{\sigma^2} X_{\mathfrak{c}}^T V_{\mathfrak{c},ij} X_{\mathfrak{c}} = : X_{\mathfrak{c}}^T W_{\mathfrak{c},ij} X_{\mathfrak{c}}.$$

5. Efficient cost function and first derivative evaluation. We consider an efficient numerical method for solving the STLS problem (2.1) by applying standard local optimization algorithms to the equivalent problem (2.5). With this approach, the main computational effort is in the cost function and its first derivative evaluation.

First, we describe the evaluation of the cost function: given $X$, compute $f_0(X)$. For given $X$, and with $\{\Gamma_k\}_{k=0}^s$ constructed as described in the proof of Theorem 3.1, the weight matrix $\Gamma(X)$ is specified. Then from the solution of the system $\Gamma(X) y(X) = r(X)$, the cost function is found as $f_0(X) = r^T (X) y(X)$.

The properties of $\Gamma(X)$ can be exploited in the solution of the system $\Gamma y(X) = r$. The subroutine MB02GD from the SLICOT library [2] exploits both the block-Toeplitz and the banded structure to compute a Cholesky factor of $\Gamma$ in $O((dK)^2 sm)$ flops. In combination with the LAPACK subroutine DPBTRS that solves block-banded triangular systems of equations, the cost function is evaluated in $O(m)$ flops. Thus an algorithm for local optimization that uses only cost function evaluations has computational complexity $O(m)$ flops per iteration, because the computations needed internally for the optimization algorithm do not depend on $m$.

Next, we describe the evaluation of the derivative. The derivative of the cost function $f_0$ is (see the appendix)

$$f_0'(X) = 2 \sum_{i,j=1}^m a_j r_i^T (X) M_{ij}(X) - 2 \sum_{i,j=1}^m \begin{bmatrix} I & 0 \end{bmatrix} W_{\mathfrak{c},ij} \begin{bmatrix} X \cr -I \end{bmatrix} N_{ij}(X),$$

where $M_{ij}(X) = \frac{1}{\sigma^2} X_{\mathfrak{c}}^T V_{\mathfrak{c},ij} X_{\mathfrak{c}}$ and $N_{ij}(X) = \frac{1}{\sigma^2} X_{\mathfrak{c}}^T W_{\mathfrak{c},ij} X_{\mathfrak{c}}$. The derivative is computed in $O(m)$ flops.
where $A^T = [a_1 \cdots a_m]$, with $a_i \in \mathbb{R}^n$, 

$$
M(X) := \Gamma^{-1}(X), \quad N(X) := \Gamma^{-1}(X)r(X)r^T(X)\Gamma^{-1}(X),
$$

and $M_{ij} \in \mathbb{R}^{d \times d}$, $N_{ij} \in \mathbb{R}^{d \times d}$ are the $(i, j)$th blocks of $M$ and $N$, respectively.

Consider the two partitionings of $y_r \in \mathbb{R}^{md}$,

$$
y_r := \begin{bmatrix} y_{r,1} \\ \vdots \\ y_{r,m} \end{bmatrix}, \quad y_{r,i} \in \mathbb{R}^d \quad \text{and} \quad y_r := \begin{bmatrix} y_{r,1} \\ \vdots \\ y_{r,m} \end{bmatrix}, \quad y_{r,i} \in \mathbb{R}^{dK},
$$

where $m := m/K$. The first sum in (5.1) becomes

$$
\sum_{i,j=1}^{m} a_{ji} r_i^T M_{ij} = A^T Y_r, \quad \text{where} \quad Y_r^T := \begin{bmatrix} y_{r,1} & \cdots & y_{r,m} \end{bmatrix}.
$$

Define the sequence of matrices

$$
N_k := \sum_{i=1}^{m-k} y_{r,i+k} y_{r,i}^T, \quad N_k = N_{-k}^T, \quad k = 0, \ldots, s.
$$

The second sum in (5.1) can be written as

$$
\sum_{i,j=1}^{m} \begin{bmatrix} I & 0 \end{bmatrix} W_{\hat{e},ij} \begin{bmatrix} X \\ -I \end{bmatrix} N_{ji} = \sum_{k=-s}^{s} \sum_{i,j=1}^{K} (W_{a,\hat{k},ij} X - W_{\hat{a}b,\hat{k},ij}) N_{k,ij}^T,
$$

where $W_{\hat{e},ij} \in \mathbb{R}^{(n+d) \times (n+d)}$ is the $(i, j)$th block of $W_{\hat{e},k} \in \mathbb{R}^{K(n+d) \times K(n+d)}$, $W_{a,\hat{k},ij} \in \mathbb{R}^{n \times n}$ and $W_{\hat{a}b,\hat{k},ij} \in \mathbb{R}^{n \times d}$ are defined as blocks of $W_{\hat{e},k,ij}$ as

$$
W_{\hat{e},k,ij} := \begin{bmatrix} W_{a,\hat{k},ij} & W_{\hat{a}b,\hat{k},ij} \\ W_{\hat{a},\hat{k},ij} & W_{b,\hat{k},ij} \end{bmatrix},
$$

and $N_{k,ij} \in \mathbb{R}^{d \times d}$ is the $(i, j)$th block of $N_k \in \mathbb{R}^{dK \times dK}$. Thus the evaluation of the derivative $f'_0(X)$ uses the solution of $\Gamma y_r = r$, already computed for the cost function evaluation and additional operations of $O(m)$ flops.

The steps described above are summarized in Algorithm 1.

**Algorithm 1.** Cost function and first derivative evaluation.

1. Input: $A$, $B$, $X$, $(W_{\hat{e},k})_k = 0$.
2. $\Gamma_k = (I_K \otimes X_{\text{ext}}^T) W_{\hat{e},k} (I_K \otimes X_{\text{ext}}) \Gamma_k$ for $k = 0, 1, \ldots, s$.
3. $r = \text{vec}(AX - B)^T$.
4. solve (via MB02GD and DPBTRS) $\Gamma y_r = r$, where $\Gamma$ is given in (3.1),
5. $f_0 = r^T y_r$.
6. If only the cost function evaluation is required, output $f_0$ and stop.
7. $N_k = \sum_{i=1}^{m-k} y_{r,i+k} y_{r,i}^T$ for $k = 0, 1, \ldots, s$, where $y_i$ is defined in (5.2).
8. $f'_0 = 2A^T Y_r - 2 \sum_{k=-s}^{s} \sum_{i,j=1}^{K} (W_{a,\hat{k},ij} X - W_{\hat{a}b,\hat{k},ij}) N_{k,ij}^T$, where $Y_r$ is defined in (5.3).
9. Output $f_0$, $f'_0$ and stop.
The flops per step for Algorithm 1 are as follows:

2. \((n + d)(n + 2d)dK^3\).
3. \(m(n + 1)d\).
4. \(msd^2K^2\).
5. \(md\).
6. \(msd^2K - s(s + 1)d^2K^2/2\).
7. \(mn + (2s + 1)(nd + n + 1)dK^2\).

Thus in total \(O(md(sdK^2 + n) + n^2dK^3 + 3nd^2K^3 + 2d^3K^3 + 2snd^2K^2)\) flops are required for cost function and first derivative evaluation. Note that the flop counts depend on the structure through \(s\).

Using the computation of the cost function and its first derivative, as outlined above, we can apply the BFGS (Broyden, Fletcher, Goldfarb, and Shanno) quasi-Newton method. A more efficient alternative, however, is to apply a nonlinear least squares optimization algorithm, such as the Levenberg–Marquardt algorithm. Let \(\Gamma = U^TU\) be the Cholesky factorization of \(\Gamma\). Then \(f = F^TF\), with \(F := U^{-1}r\).

(Note that the evaluation of \(F(X)\) is cheaper than that of \(f(X)\).) We do not know an analytic expression for the Jacobian matrix \(J(X) = [\partial F_i/\partial x_j]\), but instead we use the so-called pseudo-Jacobian \(J_+\) proposed in [9]. The evaluation of \(J_+\) can be done efficiently, using the approach described above for \(f'(X)\).

Moreover, by using the nonlinear least squares approach and the pseudo-Jacobian \(J_+\), we have as a byproduct of the optimization algorithm an estimate of the covariance matrix \(V_\hat{x} = E(\text{vec}(\hat{X})\text{vec}^T(\hat{X}))\). As shown in [19, Chap. 17.4.7, eqns. (17)–(35)], \(V_\hat{x} \approx (J_+^T(\hat{X})J_+(\hat{X}))^{-1}\). Using \(V_\hat{x}\), we can compute statistical confidence bounds for the estimate \(\hat{X}\).

6. Applications and simulation examples. Under assumption (2.6), the specification of \(S\) is given by \(K\) and the array \(D \in \{ (T, H, U, E) \times \mathbb{N} \times \mathbb{N}\}^q\) that describes the structure of the blocks \(\{C^{(l)}\}_{l=1}^q\); \(D_l\) specifies the block \(C^{(l)}\) by giving its type \(D_l(1)\) (\(T = \text{block-Toeplitz}, H = \text{block-Hankel}, U = \text{unstructured}, \text{and} E = \text{exact}\)), the number of columns \(n_l = D_l(2)\), and, for block-Toeplitz/Hankel blocks, the column dimension \(D_l(3)\) of the block. The following well-known problems are special cases of the block-Toeplitz/Hankel STLS problem of this paper for particular choices of the structure description \(D\). (If not specified, \(K\) and the third element of \(D_l\) are equal to one.)

1. Least squares problem: \(AX \approx B\), \(A \in \mathbb{R}^{m \times n}\) exact, \(B \in \mathbb{R}^{m \times d}\) noisy and unstructured is achieved by \(D = [E \ n], [U \ d]\).
2. TLS problem: \(AX \approx B\), \(C = [AB] \in \mathbb{R}^{m \times (n+d)}\) noisy and unstructured is achieved by \(D = [U \ n + d]\).
3. Data least squares problem [3]: \(AX \approx B\), \(A \in \mathbb{R}^{m \times n}\) noisy and unstructured, and \(B \in \mathbb{R}^{m \times d}\) exact is achieved by \(D = [U \ n], [E \ d]\).
4. Mixed LS-TLS problem [25, sect. 3.5]: \(AX \approx B\), \(A = [A_{\text{noisy}} A_{\text{exact}}], A_{\text{noisy}} \in \mathbb{R}^{m \times n_1}\) and \(B \in \mathbb{R}^{m \times d}\) noisy and unstructured, \(A_{\text{exact}} \in \mathbb{R}^{m \times n_2}\) exact is achieved by \(D = [U \ n_1], [E \ n_2], [U \ d]\).
5. Hankel low-rank approximation problem [4, sect. 4.5], [21]:

\[
\min_{\Delta p} \|\Delta p\|^2 \quad \text{subject to} \quad \mathcal{H}(p - \Delta p) \text{ has given rank } n,
\]

where \(\mathcal{H}\) is a mapping from the parameter space \(\mathbb{R}^{n_r}\) to the set of the \(m \times (n + d)\) block-Hankel matrices, with block size \(n_y \times n_u\). If the rank constraint is expressed as
\( \mathcal{H}(\hat{p}) \left[ \mathcal{X} \right] = 0 \), with \( X \in \mathbb{R}^{n \times d} \) an additional variable, then (6.1) becomes an STLS problem with \( K = n_\gamma \) and \( \mathcal{D} = \{[H \, n + d \, n_\gamma]\} \).

6. Deconvolution problem: For a description of the problem and its formulation as an STLS problem, see [17]. In [17] a finite impulse response (FIR) filter identification problem is considered, which is an application of deconvolution for system identification. The structure in this case is \( \mathcal{D} = [[\mathbf{T} \, n], [\mathbf{U} \, 1]] \), where \( n \) is the number of lags of the FIR filter.

7. Transfer function estimation: For a description of the problem and its formulation as an STLS problem, see [4, sect. 4.6]. The structure arising in this problem is \( \mathcal{D} = [[[H \, n_b + 1], [H \, n_a + 1]]] \), where \( n_b \) is the order of the numerator and \( n_a \) is the order of the denominator of the estimated transfer function.

The last three problems have system theoretic interpretation—the Hankel–low-rank approximation problem is a noisy realization problem [5] or alternatively a model reduction problem (see section 6.2), and the deconvolution and the transfer function estimation problems are system identification problems (see section 6.1). For multi-input, multi-output (MIMO) systems, these problems result in block-Toeplitz/Hankel structured matrices.

Next we show simulation examples for the system identification and model reduction applications. They aim to illustrate the applicability of the derived algorithm for real-life problems. More details on the application of STLS for these problems and more realistic identification examples can be found in [16].

6.1. Improvement of the subspace identification estimate. Maximum likelihood SISO transfer function identification from noisy input/output data can be formulated as an STLS problem with a data matrix composed of two Hankel or Toeplitz structured blocks next to each other; see [4, sect. 4.6]. The STLS method, however, needs a good initial approximation. On the other hand, the popular subspace identification methods [26] do not need initial approximation but do not minimize a particular cost function. As a result, in general, they are statistically not as accurate as the methods based on the maximum likelihood principle. A natural idea is to use the subspace method estimate, on a second stage of the estimation problem, as an initial approximation for the STLS method. The latter is expected to reduce the estimation error.

We show a simulation example to illustrate the idea. Consider the linear time-invariant (LTI) system with a transfer function

\[
\hat{H}(z) = 0.151 \cdot \frac{1 + 0.9z + 0.49z^2 + 0.145z^3}{1 - 1.2z + 0.81z^2 - 0.27z^3}.
\]

This is the “true model” that we aim to identify. Let \((\hat{u}(t), \hat{y}(t))_{t=1}^{m}\) be an input/output trajectory of the system, where \(\hat{u}\) is a zero mean, white process with unit variance. The data available for the identification are \((u(t), y(t))_{t=1}^{m}\), where \(u = \hat{u} + ˘u, y = \hat{y} + ˘y\), and \(˘u, ˘y\) are zero mean, normal, white, measurement noise, with variance \(\sigma^2 = 0.05^2\). Assuming that the exact system order is known, we apply the state space algorithm N4SID [26]. The obtained estimate is used as an initial approximation for the STLS algorithm.

Let \(\text{vec}_{\text{par}}\) be an operator that stacks the parameters of a transfer function, i.e., the coefficients of the numerator and denominator, in a vector. We define the average relative error of estimation by

\[
\bar{e}_{\text{par}} = \frac{1}{N} \sum_{k=1}^{N} \frac{\|\text{vec}_{\text{par}}(\hat{H}) - \text{vec}_{\text{par}}(\hat{H}(k))\|_2}{\|\text{vec}_{\text{par}}(\hat{H})\|_2}.
\]
Here \( \hat{H}^{(k)} \) denotes the identified transfer function in the \( k \)th repetition of the experiment; \( N = 100 \) repetitions of the experiment with different measurement noise realizations are performed. Figure 6.1 shows the average relative errors \( \bar{e}_{\text{par}} \) for the subspace method and for the STLS-based maximum likelihood method as a function of the time horizon \( m \). The example shows that, for large sample sizes, the two approaches give close estimates and, for small sample sizes, the subspace estimate can be improved by the STLS method.

![Fig. 6.1. Results for the system identification example: Average relative error of estimation for the subspace and STLS methods.](image)

### 6.2. MIMO system model reduction.
Finite horizon 2-norm optimal model reduction can be formulated as an STLS problem with a block-Hankel structured data matrix. On the other hand, balanced model reduction [18], like subspace identification, does not require initial approximation but also does not minimize a particular cost function. Again an improvement can be expected over the balanced model reduction method when the STLS method is used on a second stage of the approximation.

To illustrate the idea, consider the following example. A 10th order, 2-input, 1-output random system has to be approximated by an \( r \)th order system, where \( r = 2, 4, 6, 8 \). First we apply balanced reduction. The obtained solution is used as an initial approximation for the STLS method. Table 6.1 shows the average relative \( H_2 \)-errors of approximation over \( N = 100 \) repetitions:

\[
\bar{e}_{H_2} = \frac{1}{N} \sum_{k=1}^{N} \frac{\| \hat{H}^{(k)} - \bar{H} \|_{H_2}}{\| H \|_{H_2}}.
\]

The example confirms that the STLS method can be used to improve the result of the balanced model reduction method.

#### Table 6.1

Results for the model reduction example: Average relative error of estimation \( \bar{e}_{H_2} \) for balanced model reduction (BMR) and STLS.

<table>
<thead>
<tr>
<th>Method</th>
<th>( r = 2 )</th>
<th>( r = 4 )</th>
<th>( r = 6 )</th>
<th>( r = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>BMR</td>
<td>0.1062122</td>
<td>0.0288455</td>
<td>0.0012585</td>
<td>0.0000259</td>
</tr>
<tr>
<td>STLS</td>
<td>0.1034344</td>
<td>0.0276010</td>
<td>0.0012433</td>
<td>0.0000229</td>
</tr>
</tbody>
</table>
7. Conclusions. We considered an STLS problem with the structure of the data matrix, specified blockwise. Each of the blocks can be block-Toeplitz/Hankel structured, unstructured, or exact. It was shown that such a formulation is flexible and covers as special cases many previously studied structured and unstructured matrix approximation problems.

The numerical solution method of [13] was extended to the block-Toeplitz/Hankel case. The approach is based on an equivalent unconstrained optimization problem: 

$$\min_X r^\top(X)\Gamma^{-1}(X)r(X).$$

We proved that under assumption (2.6) about the structure of the data matrix, the weight matrix \( \Gamma \) is block-Toeplitz and block-banded. These properties were used for cost function and first derivative evaluation with computational cost linear in the sample size.

The extension to block-Toeplitz/Hankel structured matrices is motivated by identification and model reduction problems for MIMO dynamical systems. Useful further extensions are (i) to consider a weighted quadratic cost function \( \Delta p^\top V\Delta p \), with \( V > 0 \) diagonal, and (ii) regularized STLS problems, where the cost function is augmented with the regularization term \( \text{vec}^\top(X)Q\text{vec}(X) \). These extensions are still computable in \( O(m) \) flops per iteration.

Appendix. Derivation of the first derivative of the cost function \( f_0 \).

Denote by \( D \) the differential operator. It acts on a differentiable function \( f_0 : U \to \mathbb{R} \), where \( U \) is an open set in \( \mathbb{R}^{n \times d} \) and gives as a result another function, the differential of \( f_0 \), \( D(f_0) : U \times \mathbb{R}^{n \times d} \to \mathbb{R} \). The differential \( D(f_0) \) is linear in its second argument, i.e.,

(A.1) \[
D(f_0) := df_0(X, H) = \text{trace}(f_0'(X)H^\top),
\]

and has the property

\[
f_0(X + H) = f_0(X) + df_0(X, H) + o(||H||_F)
\]

for all \( X \in U \) and for all \( H \in \mathbb{R}^{n \times d} \). (The notation \( o(||H||_F) \) has the usual meaning: \( g(H) = o(||H||_F) \) if and only if \( \lim_{||H||_F \to 0} g(H)/||H||_F = 0 \).) The function \( f_0' : U \to \mathbb{R}^{n \times l} \) is the derivative of \( f_0 \). We compute it by deriving the differential \( D(f_0) \) and representing it in the form (A.1), from which \( f_0'(X) \) is extracted.

The differential of the cost function \( f_0(X) = r^\top(X)\Gamma^{-1}(X)r(X) \) is (using the rule for differentiation of an inverse matrix)

\[
df_0(X, H) = 2r^\top\Gamma^{-1}\begin{bmatrix}
H^\top a_1 \\
\vdots \\
H^\top a_m
\end{bmatrix} - r^\top\Gamma^{-1}(d\Gamma(X, H))\Gamma^{-1}r.
\]

The differential of the weight matrix

\[
\Gamma = V_{\tilde{r}} = \mathbf{E} \tilde{r}\tilde{r}^\top = \mathbf{E} \begin{bmatrix}
X^\top \tilde{a}_1 - \tilde{b}_1 \\
\vdots \\
X^\top \tilde{a}_m - \tilde{b}_m
\end{bmatrix},
\]

where \( \tilde{A}^\top =: [\tilde{a}_1 \cdots a_m], \tilde{a}_i \in \mathbb{R}^n \), and \( \tilde{B}^\top =: [\tilde{b}_1 \cdots b_m], \tilde{b}_i \in \mathbb{R}^d \), is

(A.2) \[
d\Gamma(X, H) = \mathbf{E} \begin{bmatrix}
H^\top \tilde{a}_1 \\
\vdots \\
H^\top \tilde{a}_m
\end{bmatrix} \tilde{r}^\top + \mathbf{E} \tilde{r} \begin{bmatrix}
\tilde{a}_1^\top H \\
\vdots \\
\tilde{a}_m^\top H
\end{bmatrix}.
\]
With $M_{ij} \in \mathbb{R}^{d \times d}$ denoting the $(i,j)$th block of $\Gamma^{-1}$,

$$\frac{1}{2} f_0(X, H) = \sum_{i,j=1}^{m} r_i^T M_{ij} H^T a_j - \sum_{i,j,k,l=1}^{m} r_i^T M_{kl} H^T E \tilde{a}_i \tilde{c}_j^T X_{\text{ext}} M_{jl} r_l$$

$$= \text{trace} \left( \left( \sum_{i,j=1}^{m} a_j r_i^T M_{ij} - \sum_{i,j,k,l=1}^{m} \begin{bmatrix} I & 0 \end{bmatrix} V_{\tilde{c},ij} X_{\text{ext}} M_{jl} r_l^T M_{li} \right) H^T \right),$$

so that

$$\frac{1}{2} f'(X) = \sum_{i,j=1}^{m} a_j r_i^T M_{ij} - \sum_{i,j=1}^{m} \begin{bmatrix} I & 0 \end{bmatrix} V_{\tilde{c},ij} X_{\text{ext}} N_{ji},$$

where $N_{ji}(X) := \sum_{l=1}^{m} M_{jl} r_l \cdot \sum_{l=1}^{m} r_l^T M_{il}$.
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