Authors’ response to the referees’ reports

Paper title: Application of Structured Total Least SqudoesSystem Identification and Model Reduction

Authors: lvan Markovsky, Jan C. Willems, Sabine Van Hufdyt L.M. De Moor, and Rik Pintelon

We thank the Editors and the referees for their comments amdations.

In this document, we quote ioold face statements from the reports. Our replies follow in ordinauint.

Review of the Editors

One thing that needs to be further clarified is the link betwea “error-in-variables” (EIV) and “exact-input”
(EI) techniques. Be explicit in IV:A to explain what you mean Also in IV:B the mismatch w —w will be the
common “output error”.
In the EIV case, the considered identification problem is
Beyy=arg min | min [w—W||2 subjectto we & EIV
eiv g%egm?l < W H Hfg | S ) ( )
and in the El case, it is

Bei = arg%giﬂnI <myin ly—9|Z subjectto colu,y) e ,%’> . (El)

In the EIV case, the fitting trajectory i$ any trajectory of%, while in the El case, the fitting trajectowyis col(u,y),
so that it is generated by tlgeven input u and only the initial conditions are freely chosen.

Indeed, the El case corresponds to output error identificatiowever, (El) is maximum likelihood fémown up to a

scaling factoro? output error covariance matrbo?. If the output error covariance matrix is unknown, the maxim
likelihood principle leads to the cost function

det@ (Y0~ 9(0) (Y1) —9<t>)T> ,

which in the multi output case differs from the cost functafr(El).

Sections IV:A and B are extended and revised.

In IV:C make clear that the extra input (“latent variable”) w ill play the role of innovations, and allowing a
personal P-polynomial for this extra input essentially meas that an ARMAX model is estimated. Using thise

to makew = W s, as pointed out, the conventional prediction error methd for ARMAX models.

The following clarification is added:



The unobserved inpg, calledlatent input, plays the role of innovations. Written in a polynomial fqrthe model
with latent inputs is the classical ARMAX model

P(o)y=Q(o)u+M(o)e.

It is unavoidable that table | is read as a comparison of methds, even though you state on the page before that
the last column of the table has to give the smalled¥l,y, since that is what is minimized.

We revised the simulation results according the commertngddelow. Now the comparison is for the output error
case. In addition, the data is split into 70% identificatioa 80% validation parts.

(1) Why is initialization time not included in the time for ST LS, while it is included for PEM?

Initially the purpose of the simulation example was to shbat the STLS method can be used as an “iterative refine-
ment step” of subspace identification methods. For thisgeepwe were interested in the time for the optimization
step of the algorithm only. Later on we added results withglhenfunction but reused the available results for
the STLS method. We agree that in this way the comparisontigaio In the revised version of the paper, the
initialization time is included in the computation timeg fioth the STLS and prediction error methods.

(2) Itis not clear (to us) which of the data sets are EIV and whih are El.

The data sets in DAISY are arrays of double precision numbvétsa short description how they are obtained and
what is the physical meaning of the variables. There is naréfalication whether the inputs are exact or perturbed.
It is our subjective decision to make suchamumption and consequently apply EIV or output error identificatiam. |
the original version of the paper, all simulation examplegsewconsidered to be EIV identification problems, which
certainly gave priority to the STLS method (it is designeddach problems) over the prediction error and N4SID
methods (they are designed for ARMAX system identificatidn)order to make the comparison fare in this respect,
all simulation results are redone as output error identiiogoroblems.

For the El case, it would therefore be interesting to evaluag ||y — ||/||y|| also whenst | s has been computed
to minimize |jw— W||. (Just like ||w— W] /||w|| is evaluated forpem which minimizes||y—Y||.)

The STLS based method can minimize eiter Y|| (El setting) or||jw—W|| (EIV setting) depending on whether the
input is specified as exact or not. Now the experiments areedrEl setting where both the STLS and PEM method
are meaningful and the validation is performed in terms efdbtput errotly — V|| /|ly||-

(3) Are subi d and det ss (page before table) for the EIV or El case?

subi d is designed for ARMAX system identificatiodet ss is designed for exact system identification. Both they
are applied heuristically to a situation where the asswnptunder which they are derived are not satisfied. In the
revised version, we excluded the exact identification nekflmm the comparison but kept the N4SID methsdi d
because it is used as an initial approximation for STLS.

(4) Recall in table caption what isT, m, p, |.

Done.

(5) The normal way to evaluate an identification result is to @alidate on validation data.

Done.



Reviewer #1:

1. The modeling is done in the behavior framework of Jan Willens, and | cannot judge its novelty

One of the main motivations for the formulation of the bebafiamework is namely the need of a rigorous definition

of what is meant by an exact and approximate model of an obdéiwe series. The paper is certainly not original in

this respect. Also the specific identification problem teedh the paper was proposed by Roorda and Heij in [RH95].
We are not original in this respect either. As the title of plager states, our contribution is

a link between work done in the field of numerical linear algednd signal processing (the structured tota
least squares problem) and work on identification in the eha setting (the global total least square
problem).

[

The paper generalizes earlier results of De Moor [DM93] @mtification of SISO systems to the MIMO case.

2. The method is evaluated on 24 DAISY datasets. The cost futimn presented is the error norm minimized by
the proposed method. Hence itis clear that the STLS method gés the “best” results. No real model validation
is performed.

We revised the simulation results. (See our response tothenents of the Editors.) Now the methods are validated
on part of the data that does not overlap with the data usedéatification.

There are no results on identification of nonlinear system!
The global total least squares method is designed for fifatton of LTI systems. However, as its primary objective

is the approximation of the given data, it is well suited for identification of anILdpproximation of a nonlinear
system. We do not pursue this aspect of the method in the papshow a simulation example, see Section VI.C.



Reviewer #2

A minor error is: Page 10, line 2 of the Proof for Th. 3 : replaceRby R.

Corrected.

1) On page 3, par. 4, lines 3—4, the authors claim that “Non-érative methods ... solve the kernel problem via
the singular value decomposition (SVD)”. But the SVD algotthm is iterative, so techniques based on SVD are
ultimately iterative. Maybe, the phrasing could be refined.

The reviewer is right. We meant to say that the solution idieiXly given in terms of the SVD factors. In addition,
although the computation of the SVD is iterative, the cleasEVD algorithms have global convergence to a global
minimum point with cubic local convergence rate. The SVDy@idally computed up to the machine precision in 5
to 10 iteration steps. Thus although in theory the SVD baseithoas are iterative, in practice they are very similar to
non-iterative methods. We deleted “non-iterative” frora gtatement of page 3.

2) As defined on page 5 after formula (3), ther operator, called “backwards shift operator”, actually looks like
a forward shift operator.

Forw € (R")Z,
w=[ - w0) wl) w2) w3) - ]

ow = [ -+ w(0) w(1) w(2) w(3) - ]

The second line is a backwards shifted version of the first loaece the name far—“backwards shift operator”.
3) Page 5, line -4 (bottom-up): it would be better to define th@perator “col”.

Done, in the place where the notation is first used (see 3eidi®).

4) Page 10, line 2 before Th. 2: Theorem 2 is referred to as a ‘thema”.

Corrected.

5) Page 10, line 3 of Proof for Th. 3: it would be better to definghe matrix .

Done.

6) Page 11, line 1 of subsection B: replace “systems” by “sy&@n”.

Done.

7) Page 13, items 1-4: | think “Destillation” should be replaced by “Distillation”.

Corrected.

8) Page 15, ref. 6: Some words seem to be missing in the titlels4, is “in In” OK (after the title)?

Corrected.



Reviewer #3

... I believe that no new result appears here which has not prgously appeared elsewhere.

To the best of our knowledge, the application of the streiuptal least squares method for MIMO system identifi-
cation, which is the main contribution of the paper, is ar@i Previous results on the application of the structured
total least squares method for system identification [DM®R94, LD01] treat the SISO case only. In the conclusions
of [DR94], the extension to the MIMO case is stated as an opellgm.

the paper does not say anything about the identification of nmlinear systems

The global total least squares method is designed for fitmatton of LTI systems. However, as its primary objective is
the approximation of the given data, it is well suited for identification of anllApproximations of nonlinear systems.
We do not perused this aspect of the method in the paper bwtalsomulation example, see Section VI.C.

Last sentence of section |.D: Weighted norms can also be usgda non-stochastic setting to reflect prior knowl-
edge. It may not be possible to give a precise interpretationf what is being done in this case, but it is common
(and essential) practice.

The comment of the reviewer is added in the end of section I.D.
Just after conjecture 1: The word “motivation” is not the rig ht one here. Perhaps “justification” is better.
Corrected.

Perhaps this conjecture is unnecessarily strong. Would it ot be enough to show that everyv is arbitrarily close
to somew which is in (R*)T? Essentially show thatQ is dense, rather than generic.

A dense set can be too “small”. By generic set we mean a sehdisadn open, dense, and measure exhaustive subset.
We conjecture tha® is generic.

In section IV.C the authors define the phrase “the classicalystem identification framework” somewhat polem-
ically, to suit their own ends. If order selection tests suclas AIC, BIC, MDL, etc are considered to be included
in the “classical framework” then the minimisation in (7) is not just over & but also over/ (max lag) and ne
(and not just of ||€]|). In this case the “classical framework” differs from this paper in detail, rather than in

philosophy.

We agree with the reviewer that the problem to determine todaincomplexity (the ladg and the number of latent
inputsng) from the data is a problem in its own right and is not addm$sehe paper. Our point of view is that
andn, are user defined upper bounds on the model complexity. Whethmt certain choice dfandne allows good
fit can be verified only after a model is identified.

One possible approach to the problem of determinifigm the datai¢e., misfit minimization only) is to plot the
misfit of the optimal model as a function bind choose from the plot a “good” value forThe curve will typically
have the “L” shape and a good value for the parameter is a dhe abrner (small misfit achieved by a simple model).
This is illustrated in the simulation example of SectionG/I.

Both misfit and latency are considered in the classical cas&jough the measures (and the language) used are
different.

We will appreciate to know about specific references adurgske misfit minimization problem in the classical case.

5



| have problems with the phrase “the data is obtained from theerrors-in-variables model” (section V.C). | can
guess what the authors mean, but the notion of data arising &fm a model is highly confusing, particularly in a
paper which includes fundamental issues in its scope.

The errors-in-variables model is
w=w+W, wherewe 2% andwis a stochastic process with known p.d.f. (EIV)

% is the “true model’ws the true trajectory, anat iS the measurement noise. The phrase “the wasabtained from

the errors-in-variables model EIV” means that there is a trajectoryw € B and a realizationv 6f the measurement
noise, such thatlv =w+W. Our statement is similar to the often used statement “dateergted by an ARMAX
model”.

The Conclusions imply that methods other than STLS cannot daertain things, such as model multivariate time
series without a partitioning into inputs and outputs. Thisis clearly false, and the claims should be phrased
more carefully.

We do not know which claims the reviewer refers to. The mdst/emt statement from the conclusion is

“The STLS method allows to treat identification problemsthaut input/output partitioning of the vari-
ables...”

which of course does not imply that the STLS methothésonly one that can treat identification problems, without
input/output partitioning of the variables. In fact, weecih the paper other methods that solve this probles, (
the global total least squares method of Roorda and Heij BRH®Ve do not really understand the objection of the
reviewer.
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