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1 Introduction

Having a good generalisation capability and a sparse representation are the two key requirements in establishing a learning machine. Forward selection using the Orthogonal Least Squares (OLS) algorithm (Chen et al., 1989, 1991, 1999, 2003 and 2004) is a simple and efficient construction method that is capable of producing parsimonious linear-in-the-weights non-linear models with excellent generalisation performance. Alternatively, the state-of-the-art sparse kernel modelling techniques, such as the Support Vector Machine (SVM) (Chapelle et al., 2002; Cristianini and Shawe-Taylor, 2000; Duan et al., 2003; Ong et al., 2005; Scholkopf et al., 1997; Scholkopf et al., 2000; Scholkopf and Smola, 2000; Vapnik, 1995; Vapnik et al., 1997), have become popular in data modelling applications. Originated from the maximum margin linear classification problem, one of the main features of the SVM approach is to use a hyperplane in a high dimensional space to perform both the classification and regression. In classification, the hyperplane is adjusted to obtain the maximum classification margin. In regression, the gradient of the hyperplane is kept to be as small as possible. The Least Squares Support Vector Machine (LS-SVM) regression (de Kruif and de Vries, 2003; Suykens and Van-dewalle, 1999; Suykens et al., 2002; Van Gestel et al., 2001) is an algorithm for solving the Least Squares (LS) problem in its Lagrange dual space, just as the SVM. In an LS-SVM-type method, the training data are mapped to a high dimensional space where they can be approximated by a hyperplane. The parameter of the hyperplane is obtained by minimising the combined cost function consisting of the least squares error and the squared gradient of the hyperplane.

With the aid of the reproducing kernel Hilbert space through Mercer theorem (Aronszajn, 1950), a Mercer kernel can be used and the required mapping from the input space to the high dimensional space is defined implicitly by this kernel function. How to select an appropriate kernel which realises exactly the required mapping is a key problem and some techniques, such as the hyperkernel method, have been used to determine the kernel type as well as the kernel parameters (Duan et al., 2003; Ong et al., 2005). Lanckriet et al. (2004) describe a method for combining multiple kernel representations in an optimal fashion, by formulating a convex optimisation problem which is solvable by semidefinite programming. By combining several kernels together, the produced system model will have an improved performance. A limitation of the SVM-based regression modelling techniques is the fact that the kernel centres or mean vectors are typically placed at the training input data and a fixed common kernel variance is used for all the regressor kernels. The value of this common kernel variance obviously has a critical influence on the sparsity and generalisation capability of the resulting model and it has to be determined via some sort of cross validation. If the positions of kernel regressors are more flexible and different kernel regressors can have their own diagonal covariance matrices, a better system model can be established. However, putting a kernel function at a position not occupied by a training data point or giving different kernel regressors at different positions different covariance matrices are not allowed for the SVM-based methods due to the use of Mercer theorem. It should also be pointed out that the model representation obtained by the LS-SVM is not sparse. To obtain a sparse model, pruning technique can be applied (de Kruif and de Vries, 2003). By contrast, the SVM approach is capable of producing sparse models. However, we found that the models produced by the SVM method are typically not as sparse as those obtained by the OLS algorithm (Chen et al., 2003, 2004).

In the method proposed in this paper, we determine the kernel parameters based on the given training data before doing a classical LS-SVM procedure. Thus, the proposed method can use non-Mercer kernels. Specifically, the generalised kernel function is used in which each kernel regressor has its tunable centre vector and diagonal covariance matrix. Unlike the LS-SVM formulation, we consider an alternative Lagrange dual problem of the general regularised LS problem, which does not restrict to the use of Mercer kernels. To arrive at a sparse representation, an OLS forward selection procedure is adopted to append regressors one by one by incrementally minimising the regularised training Mean Square Error (MSE). Unlike the standard OLS algorithm (Chen et al., 1989), however, at each stage of selection, the optimisation with respect to the kernel centre vector and diagonal covariance matrix is performed using a guided random search algorithm called the Repeated Weighted Boosting Search (RWBS) (Chen et al., 2005). The RWBS algorithm is a general optimisation search method that adopts some ideas from boosting (Breiman, 1999; Freund and Schapire, 1997; Meir and Ratsch, 2003; Schapire, 1990). This optimisation algorithm is simple, robust, easy to implement and can be used in the situation where the cost function is multimodal and/or non-smooth. After the selection of a parsimonious model representation, the associate kernel weights are then calculated from the Lagrange dual problem of the original regularised LS problem. This proposed generalised kernel regression modelling approach has the potential of improving modelling capability and producing sparser final models, compared with the standard approach of restricting the kernel centres to the training inputs and using a single fixed common variance. The advantages of the proposed method are illustrated using two real-life data modelling examples.

The outline of the paper is as follows. Section 2 reviews the standard kernel regression modelling, which positions the kernel regressors at the training input data points and adopts a common variance for every kernel regressor. The classical LS-SVM formulation is first summarised. An alternative Lagrange dual problem of the general regularised LS problem is then considered, which does not restrict to the use of Mercer kernels. This method will be referred to as the Extended LS-SVM (LS-ESVM). Thirdly, to derive a sparse representation, the standard OLS algorithm (Chen et al., 1989) is used to select a parsimonious model and this is followed by solving the corresponding Sparse Extended LS-SVM problem to yield the model weight parameters. This method will be called the Sparse Extended LS-SVM (LS-SESVM). Here it is worth pointing out that many existing kernel selection algorithms, such as the kernel matching pursuit (Vincent and Bengio, 2002), are in fact identical or equivalent to the OLS algorithm (Chen et al., 1989) and therefore, the similarity between the LS-SESVM
algorithm and these kernel selection methods should be apparent. The main contribution of this paper is presented in Section 3, where the generalised kernel regression modelling is considered. A new OLS forward selection procedure is proposed which uses the RWBS algorithm (Chen et al., 2005) to determine the kernel centres and diagonal covariance matrices. This guarantees a sparse representation. Again, the associated kernel weights are solved from a similar LS-ESVM problem after obtaining a sparse representation.

We will refer to this proposed new method as the Generalised high-dimensional space, 

\[ y = \sum_{i=1}^{N} \alpha_i k(x_i, x) + b \]  

(7)

The most common choice of kernel function is the Gaussian function of the form:

\[ k(x_i, x_j) = \exp \left(-\frac{\|x_i - x_j\|^2}{2\sigma^2}\right) \]  

(8)

The common kernel variance \( \sigma^2 \) is not provided by the algorithm and has to be determined by other means, such as via cross validation. The model obtained by the LS-SVM algorithm is not sparse. In de Kruif and de Vries (2003), a pruning method is used to obtain a sparse representation.

2.2 The dual of the regularised least squares problem

Consider the regularised LS regression problem stated as below

\[ \min J(\alpha, e) = \min \left\{ \frac{1}{2} \alpha^T C \alpha + \frac{N}{2} \sum_{i=1}^{N} e_i^2 \right\} \]  

(9)

s.t. \( y_i = \sum_{j=1}^{M} \alpha_j g_j(x_i) + b + e_i, \ i = 1, \ldots, N \)  

(10)

where the regression model is defined by

\[ \hat{y}(x) = \sum_{j=1}^{M} \alpha_j g_j(x) + b \]  

(11)

\( M \) is the number of kernel regressors and \( g_j(x), 1 \leq j \leq M \), are the regressors, which may take (but not restrict to) the form of \( g_j(x) = k(x_i, x) \) with \( M = N \). Let us introduce the following definitions \( b = [b \ b \cdots b]^T \), \( \alpha = [\alpha_1 \ \alpha_2 \cdots \alpha_M]^T \) and

\[ G = [g_1 \ g_2 \cdots G_M] \]  

(12)

with

\[ g_j = [g_1(x_1) \ g_2(x_2) \cdots g_j(x_N)]^T, \ 1 \leq j \leq M \]  

(13)

Then the optimisation Problem (9) and (10) can be written in the matrix form as

\[ \min J(\alpha, e) = \min \left\{ \frac{1}{2} \alpha^T C \alpha + \frac{N}{2} e^T e \right\} \]  

(14)

s.t. \( y = G\alpha + b + e \)  

(15)

The Lagrangian of this optimisation problem is given by

\[ L(\gamma, \alpha, b, e) = \frac{1}{2} \alpha^T C \alpha + \frac{N}{2} e^T e - y^T (G\alpha + b + e - y) \]  

(16)

where \( y^T = [y_1 \ y_2 \cdots y_N] \) are the Lagrange multipliers.
From the Kuhn-Tucker conditions, we have
\[
\frac{\partial L}{\partial \alpha} = \alpha - G^T y = 0
\] (17)
\[
\frac{\partial L}{\partial b} = \sum_{j=1}^{N} y_j = 0
\] (18)
\[
\frac{\partial L}{\partial e} = C e - y = 0
\] (19)

The dual problem of the primal Problem (14) and (15) can be obtained as
\[
\max \bar{L}(y) = \max \left\{ -\frac{1}{2} y^T G G^T y - \frac{1}{2} y^T \gamma + y^T y \right\}
\] (20)
\[
\text{s.t.} \sum_{j=1}^{N} y_j = 0
\] (21)

After \( y \) is known, the kernel weight vector \( \alpha \) in (11) can be obtained from (17) as follows
\[
\alpha = G^T y
\] (22)

The difference between the regularised LS problem of equations (9) and (10) and the one given in Equations (1) and (2) is that in the former problem the regularisation item controls the weight of the kernel function directly while in the latter it controls the gradient of the unseen hyperplane. Note that the kernel function used in this LS-ESVM approach does not restrict to a Mercer kernel.

2.3 Construction of sparse kernel models

The LS-ESVM algorithm of Section 2.2 cannot give a sparse system model. To obtain a sparse model, we propose first to use the OLS algorithm (Chen et al., 1989) to select a parsimonious subset model from the full regression model (12). Without the loss of generality, we will assume the bias term \( b = 0 \) in the model (11). Let an orthogonal decomposition of the regression matrix \( G \) be
\[
G = P D
\] (23)
where \( P = [p_1 \ p_2 \ldots p_M] \) with orthogonal columns satisfying \( p_i^T p_j = 0 \) if \( i \neq j \) and
\[
D = \begin{bmatrix}
1 & d_{1,2} & \cdots & d_{1,M} \\
0 & 1 & \cdots & \\
\vdots & \ddots & \ddots & \\
0 & \cdots & 0 & 1
\end{bmatrix}
\] (24)

The regression model (15) can alternatively be expressed as
\[
y = P D \alpha + e = P \theta + e
\] (25)
where the weight vector \( \theta \) in the orthogonal model space satisfies the triangular system \( \theta = D \alpha \).

Consider the regularised LS cost for this \( M \)-term regression model stated as below
\[
J_M = \frac{1}{2} \theta^T \theta + \frac{C}{2} e^T e
\] (26)
By substituting the regularised LS solution for \( \theta \) in (26) and using the orthogonal property of \( P \), it can be shown that
\[
J_M = C y^T y - \sum_{j=1}^{M} \frac{(y^T p_j)^2}{C p_j^T p_j + 1}
\] (27)
Define the error reduction due to the \( j \)th term \( p_j \) as
\[
\text{ER}_j = \frac{(y^T p_j)^2}{C p_j^T p_j + 1}
\] (28)
Based on this error reduction criterion, a subset model can be obtained in a forward selection procedure (Chen et al., 1989). At the \( l \)th selection stage, a model term is selected from the remaining candidates \( p_j \), \( 1 \leq j \leq M_s \), as the \( l \)th model term in the subset model, if it maximises the error reduction criterion \( \text{ER}_j \). The details of the selection algorithm are readily available in (Chen et al., 1989, 1991, 1999, 2003, 2004) and therefore, will not be repeated here. The selection is terminated at the \( M_s \) stage if
\[
J_{M_s} \leq \xi
\] (29)
where the small positive tolerance value \( \xi \) controls the sparsity level of the selected subset model. This produces a parsimonious model containing \( M_s \) terms. Appropriate value for \( \xi \) is problem dependent and may be learnt via cross validation. Alternatively, the Akaike information criterion (Akaike, 1974; Leonaritis and Billings, 1987) can be adopted to terminate the subset model selection procedure. Moreover, the optimal experimental design criteria can be combined with the regularised LS criterion (26) to automatically terminate the selection with an appropriate \( M_s \)-term subset model without the need for the user to specify a tolerance value \( \xi \), see (Chen et al., 2003; Hong and Harris, 2002; Hong et al., 2003).

In the standard kernel regression modelling, each kernel regressor is positioned at a training input data point and a common kernel variance \( \sigma^2 \) is used for every regressor. Using the OLS forward selection procedure described above, we first obtain a sparse representation containing \( M_s \) kernel regressors. The corresponding kernel weights are then calculated using the LS-ESVM method of Section 2.2. We will referred to this approach of constructing sparse kernel models as the sparse extended LS-SVM (LS-SESVM) method.

3 Generalised kernel regression modelling

In Section 2.2, the deduction of the dual problem does not assume the concept of reproducing kernel Hilbert space and Mercer theorem. Therefore, we are not restricted to Mercer kernels. For example, we will allow a kernel function to take position other than the training input data points and to have an individually tunable diagonal covariance matrix.
This leads to the generalised kernel regression modelling. Specifically, we consider the regressors which take the form of the generalised Gaussian kernel:

\[ g_j(x) = g(x; \mu_j, \Sigma_j) = \exp\left(-\frac{1}{2} (x - \mu_j)^T \Sigma_j^{-1} (x - \mu_j) \right) \]  

for \( 1 \leq j \leq M \), where \( \mu_j \) is the mean vector of the \( j \)th kernel and \( \Sigma_j = \text{diag}(\sigma_{j,1}^2, \sigma_{j,2}^2, \ldots, \sigma_{j,M}^2) \) its diagonal covariance matrix.

### 3.1 Construction of sparse generalised kernel models

In this section, we develop an incremental construction procedure for obtaining sparse generalised kernel models. We will adopt an orthogonal forward selection to append the kernels one by one. At the \( l \)th stage of model construction, the \( l \)th kernel regressor is determined by maximising the following error reduction criterion:

\[ \text{ER}_l(\mu_l, \Sigma_l) = \frac{(y^T p_l)^2}{C p_l^T p_l + 1} \]  

where \( p_l \) is obtained by an orthogonal transformation of the \( l \)th model column \( g_l \) via

\[ p_l = g_l - \sum_{j=1}^{l-1} d_{j,l} p_j \]  

and \( p_j, 1 \leq j \leq l-1 \), are the orthogonalised model columns already selected. The corresponding kernel weights can readily be calculated using the LS-ESVM method of Section 2.2. For a comparison purpose, we will called this construction method Weighted boosting search initialisation: Assign the initial distribution weightings \( \delta_i(0) = \frac{1}{P_S}, 1 \leq i \leq P_S \), for the population.

1. For \( 1 \leq i \leq P_S \), generate \( g^{(i)} \) from \( u^{(n)}_i \), the candidates for the \( l \)th regressor and orthogonalise them:

\[ d_{j,l}^{(i)} = \frac{p_l^T g^{(i)}}{p_l^T p_l}, \quad 1 \leq j < l \]  

\[ p^{(i)}_j = g^{(i)}_j - \sum_{j=1}^{l-1} d_{j,l}^{(i)} p_j \]  

2. For \( 1 \leq i \leq P_S \), calculate the cost function value of each \( u^{(n)}_i \):

\[ f_i = f(u^{(n)}_i) = \frac{C (p^{(i)}_l)^T (p^{(i)}_l)^T + 1}{(p^{(i)}_l)^T y} \]  

### 3.3 Repeated Weighted Boosting Search

The procedure of using the RWBS algorithm to determine the generalised kernel parameters at the \( l \)th incremental modelling stage can now be summarised as follows. Let \( P_S \) be the population size, \( N_G \) the number of generations in the repeated search and \( \xi_B \) the accuracy for terminating the weighted boosting search.

#### Outer loop: generations

For \( n = 1 : N_G \)

**Generation initialisation**: Initialise the population by setting \( u^{(n)}_i = u^{(n-1)}_{\text{best}} \) and randomly generating rest of the population members \( u^{(n)}_i, 2 \leq i \leq P_S \), where \( u^{(n-1)}_{\text{best}} \) denotes the solution found in the previous generation. If \( n = 1, u^{(n)}_i \) is also randomly chosen.

**Weighted boosting search initialisation**: Assign the initial distribution weightings \( \delta_i(0) = \frac{1}{P_S}, 1 \leq i \leq P_S \), for the population. Then

1. Find \( i_{\text{best}} = \arg \min_{1 \leq i \leq P_S} f_i \)

2. Denote \( u^{(n)}_{\text{best}} = u^{(n)}_{i_{\text{best}}} \) and \( u^{(n)}_{\text{worst}} = u^{(n)}_{i_{\text{worst}}} \).

#### Inner loop: weighted boosting search

Set \( t = 0 \); For \( t = t + 1 \)

**Step 1: Boosting**

1. Find

\[ i_{\text{best}} = \arg \min_{1 \leq i \leq P_S} f_i \]

\[ i_{\text{worst}} = \arg \max_{1 \leq i \leq P_S} f_i \]

Denote \( u^{(n)}_{i_{\text{best}}} = u^{(n)}_{\text{best}} \) and \( u^{(n)}_{i_{\text{worst}}} = u^{(n)}_{\text{worst}} \).
2. Normalise the cost function values
\[ \tilde{f}_i = \frac{f_i}{\sum_{m=1}^{P_S} f_m}, \quad 1 \leq i \leq P_S \]

3. Compute a weighting factor \( \beta_i \) according to
\[ \eta_i = \sum_{i=1}^{P_S} \delta_i(t-1) \tilde{f}_i, \quad \beta_i = \frac{\eta_i}{1 - \eta_t} \]

4. Update the distribution weightings for \( 1 \leq i \leq P_S \)
\[ \delta_i(t) = \begin{cases} \delta_i(t-1) \beta_i \tilde{f}_i, & \text{for } \beta_i \leq 1 \\ \delta_i(t-1), & \text{for } \beta_i > 1 \end{cases} \]
and normalise them
\[ \delta_i(t) = \frac{\delta_i(t)}{\sum_{m=1}^{P_S} \delta_m(t)}, \quad 1 \leq i \leq P_S \]

Step 2: Parameter updating

1. Construct the \((P_S + 1)\)th point using the formula
\[ \mathbf{u}_{P_S+1} = \sum_{i=1}^{P_S} \delta_i(t) \mathbf{u}_i^{(n)} \]

2. Construct the \((P_S + 2)\)th point using the formula
\[ \mathbf{u}_{P_S+2} = \mathbf{u}^{(n)}_{\text{best}} + \left( \mathbf{u}^{(n)}_{\text{best}} - \mathbf{u}_{P_S+1} \right) \]

3. Calculate \( g_{i}^{(P_S+1)} \) and \( g_{i}^{(P_S+2)} \) from \( \mathbf{u}_{P_S+1} \) and \( \mathbf{u}_{P_S+2} \),
orthogonalise these two candidate model columns
(as in (35) and (36)), and compute their corresponding
cost function values \( f_i, i = P_S + 1, P_S + 2 \) (as in (37)).
Then find
\[ i_\ast = \arg \min_{i=P_S+1,P_S+2} f_i \]

4. The pair \((\mathbf{u}_i, f_i)\) then replaces \((\mathbf{u}^{(n)}_{\text{worst}}, \tilde{f}_{i_{\text{worst}}})\) in the population
If \( \|\mathbf{u}_{P_S+1} - \mathbf{u}_{P_S+2}\| < \xi_B \), exit inner loop

End of inner loop

The solution found in the \( n \)th generation is \( \mathbf{u} = \mathbf{u}_{\text{best}}^{(n)} \).

End of outer loop

This yields the solution \( \mathbf{u} = \mathbf{u}^{(N_G)}_{\text{best}} \), that is, \( \mu_j \) and \( \Sigma_j \) of the \( l \)th regressor, as well as the corresponding orthogonal model column \( \mathbf{p}_j \).

The motivation and analysis of the RWBS algorithm as a global optimiser are detailed in (Chen et al., 2005). To guarantee a global optimal solution as well as to achieve a fast convergence, the algorithmic parameters, \( P_S \), \( N_G \) and \( \xi_B \), need to be set carefully. The appropriate values for these algorithmic parameters depends on the dimension of \( \mathbf{u} \) and how hard the objective function to be optimised. Generally, these algorithmic parameters have to be found empirically, just as in any global optimisation algorithm. The elitist initialisation adopted in the algorithm is very useful, as it keeps the information obtained by the previous search generation, which otherwise would be lost due to the randomly sampling initialisation. In the inner loop optimisation, there is no need for every members of the population to converge to a (local) minimum and it is sufficient to locate where the minimum lies. Thus, the accuracy for stopping the weighted boosting search, \( \xi_B \), can be set to a relatively large value. This makes the search efficient, achieving convergence with a small number of the cost function evaluations. The number of repeats or generations \( N_G \) should be sufficiently large so that the parameter space will be sampled sufficiently.

4 Modelling experiments

Two real data sets were used to demonstrate the effectiveness of the proposed LS-GSESVM construction procedure. The standard SVM algorithm with the \( \varepsilon \)-insensitive loss function \((\varepsilon\text{-SVM})\) (Gunn, 1998) was used as the benchmark in our modelling experiments.

Example 1 This example constructed a model representing the relationship between the fuel rack position (input \( v(i) \)) and the engine speed (output \( y(i) \)) for a Leyland TL11 turbocharged, direct injection diesel engine operated at low engine speed. Detailed system description and experimental setup can be found in (Billings et al., 1989). The data set, depicted in Figure 1, contained 410 samples. The first 210 data points were used in training and the last 200 points were used to form the test set. The previous study (Billings et al., 1989) has shown that this data set can be modelled adequately as \( y_i = F_S(x_i) + e_i \), where \( y_i = y(i) \) and \( x_i = [y(i-1) v(i-1) v(i-2)]^T \). \( F_S(\bullet) \) describes the unknown underlying system to be identified and \( e_i \) denotes the system noise. Five sets of the results were obtained. Firstly, the modelling result of using the standard LS-SVM method of Section 2.1 was obtained. Secondly, the alternative LS-ESVM method of Section 2.2 was used to perform the modelling experiment. In the third experiment, the LS-ESVM method of Section 2.3 was used to obtain a sparse model by applying the standard OLS forward selection to yield a sparse representation and then calculating the kernel weights of the resultant model based on the LS-ESVM method. The fourth modelling result was produced based on the generalised kernel modelling with the generalised Gaussian kernel function of (30), where each regressor had its tunable mean vector and diagonal covariance matrix. The LS-GSESVM algorithm of Section 3 was adopted to construct a sparse model representation. Lastly, the \( \varepsilon\text{-SVM} \) (Gunn, 1998) was employed to produced a spare model and the result obtained was used for comparison with the proposed LS-GSESVM method. For the first three cases and for the \( \varepsilon\text{-SVM} \), the kernel function, chosen as the Gaussian function of (8), had a common variance \( \sigma^2 \) for every regressor and the regressors were positioned at the training input data points. The previous study (Chen et al., 2003, 2004) has shown that when using the Gaussian kernel model to model this engine data set, the appropriate values of the common kernel variance is \( \sigma^2 = 1.69 \). This value of \( \sigma^2 \) was thus used in all the four Gaussian kernel modelling cases. For the construction of a generalised Gaussian kernel model, the appropriate values of the RWBS optimisation algorithmic parameters, \( P_S \), \( N_G \) and \( \xi_B \), were determined empirically.
The choices of the regularisation parameter $C$ for the LS-SVM, LS-ESVM, LS-SESVM and LS-GSESVM were first determined. For the two non-sparse modelling methods, the LS-SVM and LS-ESVM, Figure 2 shows the influence of $C$ on modelling performance. A property of the proposed LS-ESVM method can be clearly seen from Figure 2. Both the training and test performance continuously improved as $C$ increased with the rate of improvement slowing down for large $C$ but the ratio of the test MSE over the training MSE was approximately constant over a large range of $C$ values. This was not the case for the standard LS-SVM, whose test performance deteriorated rapidly for $C > 10^4$. From Figure 2, it is clear that $C = 10^4$ is appropriate for the LS-ESVM. By contrast, a much larger $C$, up to $5 \times 10^8$, can be used for the LS-ESVM. We chose to use the same $C = 10^4$ for the two non-sparse LS-SVM and LS-ESVM methods and the resulting two models are summarised in Table 1. With $C = 5 \times 10^8$, the LS-SESVM and LS-GSESVM algorithms were used to construct a sparse Gaussian kernel model and a sparse generalised Gaussian kernel model, respectively. Figure 3 depicts the modelling performance as a function of the subset model size for the LS-SESVM method. It can be seen that the training MSE stopped improving after 18 model terms had been selected and at the model size of 22, the training and test MSE values were approximately equal. This suggested that a 22-term model was appropriate. For the LS-GSESVM, Figure 4 shows the modelling performance as a function of the subset model size. The result of Figure 4 suggested that a 12-term generalised Gaussian kernel model was adequate. The results of using the LS-SESVM and LS-GSESVM are also summarised in Table 1.

Apart from $\sigma^2$, the $\epsilon$-SVM algorithm requires two other learning parameters, the regularisation parameter $C$ and $\epsilon$ value. We first fixed $\epsilon$ to a value of 0.02 and investigated the influence of $C$ to the modelling performance. The results obtained are depicted in Figure 5, where it can be seen that the value $C = 40$ is appropriate. We next used $C = 40$ and examined the influence of $\epsilon$. The results obtained are shown in Figure 6, which confirms that the appropriate $\epsilon$ value is around 0.02. Given the $C$ value, the model size as well as the modelling performance are obviously functions of $\epsilon$. With $C = 40$, Figure 7 illustrates the relationship between the model size and $\epsilon$ value, while Figure 8 shows the relationship between the modelling performance and model size. In particular, with $C = 40$ and $\epsilon = 0.023$, the $\epsilon$-SVM algorithm constructed a model consisting of 75 Support Vectors (SVs). The performance of this SVM model is compared with those of the other four methods in Table 1, where it is clear that the models produced by all the five methods had similarly good generalisation capabilities. The LS-SESVM method is seen to be capable of producing a sparser model in comparison to the $\epsilon$-SVM method.
Table 1 Summary of the experimental results for the engine data set

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>LS-SVM</th>
<th>LS-ESVM</th>
<th>LS-SESVM</th>
<th>LS-GSESVM</th>
<th>$\varepsilon$-SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>kernel type</td>
<td>Gaussian</td>
<td>Gaussian</td>
<td>Gaussian</td>
<td>Generalised Gaussian</td>
<td>Gaussian</td>
</tr>
<tr>
<td>$C$ value</td>
<td>$10^4$</td>
<td>$10^4$</td>
<td>$5 \times 10^8$</td>
<td>$5 \times 10^8$</td>
<td>40</td>
</tr>
<tr>
<td>$\varepsilon$ value</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>0.023</td>
</tr>
<tr>
<td>Kernel variance</td>
<td>1.69</td>
<td>1.69</td>
<td>1.69</td>
<td>NA</td>
<td>1.69</td>
</tr>
<tr>
<td>Sparse</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Model size</td>
<td>208</td>
<td>208</td>
<td>22</td>
<td>12</td>
<td>75</td>
</tr>
<tr>
<td>Training MSE</td>
<td>$4.23 \times 10^{-4}$</td>
<td>$4.79 \times 10^{-4}$</td>
<td>$4.71 \times 10^{-4}$</td>
<td>$5.00 \times 10^{-4}$</td>
<td>$4.73 \times 10^{-4}$</td>
</tr>
<tr>
<td>Test MSE</td>
<td>$4.85 \times 10^{-4}$</td>
<td>$5.05 \times 10^{-4}$</td>
<td>$5.04 \times 10^{-4}$</td>
<td>$5.08 \times 10^{-4}$</td>
<td>$4.95 \times 10^{-4}$</td>
</tr>
<tr>
<td>Training time</td>
<td>2 sec</td>
<td>6 sec</td>
<td>6 sec</td>
<td>8 min 33 sec</td>
<td></td>
</tr>
</tbody>
</table>

This confirms our previous observations that the OLS algorithm and the SVM method both have the same excellent generalisation capability but the former is able to produce sparser models than the latter (Chen et al., 2003, 2004). The proposed generalised sparse modelling method is seen to be able to construct a much sparser model than the standard OLS algorithm. The model prediction $\hat{y}_i$ and prediction error $\hat{e}_i = y_i - \hat{y}_i$ for the 12-term generalised Gaussian kernel model constructed by the LS-GSESVM method are illustrated in Figure 9. The performance of the other four models, not shown, are similar to those shown in Figure 9. The generalised kernel modelling approach based on the LS-GSESVM has a clear advantage of producing the sparsest model.

The computational complexity of each algorithm was investigated by measuring the training time that is required for the algorithm to construct a model. The modelling experiment was performed on a low-cost PC with the operating system Windows2000 and the simulation was run using MATLAB 6.1 with Optimisation Tool Boxes. The CPU time was recorded by the Windows task manager. The run time measured did not include the tuning time for finding the learning parameters of $\varepsilon$ and/or $C$. With the training conditions as set in Table 1, the training times for all the five algorithms are compared in the same table. It is seen that for this example of a small-size training set (208 points) and a small input dimension ($m = 3$) the proposed LS-GSESVM method compared favourably with the standard SVM method. The LS-GSESVM was about 80 times faster than the $\varepsilon$-SVM under the given computational platform.

Figure 4 Modelling performance as function of the selected model size for the engine data set using the LS-GSESVM. The regularisation parameter is $C = 5 \times 10^8$.

Figure 5 Influence of the regularisation parameter $C$ to the performance of the $\varepsilon$-SVM for the engine data set, given $\varepsilon = 0.02$ and $\sigma^2 = 1.69$. 
Figure 6  Influence of the ε value to the performance of the ε-SVM for the engine data set, given $C = 40$ and $\sigma^2 = 1.69$

Figure 7  Relationship between the model size and ε value for the engine data set using the ε-SVM. The regularisation parameter is $C = 40$ and kernel variance $\sigma^2 = 1.69$

Figure 8  Relationship between the modelling performance and model size for the engine data set using the ε-SVM. The regularisation parameter is $C = 40$ and kernel variance $\sigma^2 = 1.69$

Example 2. This is a popular regression benchmark data set, Boston Housing, available at the UCI repository (Murphy and Aha; 1992). The data set comprises 506 data points with 14 variables. We performed the task of predicting the median house value from the remaining 13 attributes. We randomly selected 456 data points from the data set for training and used the remaining 50 data points to form the test set. Average results were given over 100 repetitions. The three sparse construction methods, the LS-SESVM, the LS-GSESVM and the ε-SVM, were compared. The learning parameters, $\sigma^2$, ε and C for the SVM algorithm, $\sigma^2$ and C for the LS-SESVM algorithm and C for the LS-GSESVM algorithm, were determining empirically through cross validation.

Specifically, given one particular set of the data partition, we searched the appropriate values of $\sigma^2$, ε and C for the ε-SVM so as to minimise the test MSE. The obtained $\sigma^2$, ε and C were then used in the other 99 repetitions. It was found by this cross validation process that $\sigma^2 = 2025$, ε = 2 and $C = 750$ were appropriate for the ε-SVM. Figure 10 depicts the MSE versus ε plot obtained by the SVM algorithm, given $\sigma^2 = 2025$ and $C = 750$. The results of Figure 10 confirm that, with $\sigma^2 = 2025$ and $C = 750$, the appropriate value for ε was 2. By setting $\sigma^2 = 2025$ and ε = 2, the influence of C on the modelling performance was shown in Figure 11, where it can be seen that the appropriate value for C in this case was 750. Similarly, given $C = 750$ and ε = 2, Figure 12 shows the MSE versus $\sigma^2$ plot. It can be seen that the appropriate value for the kernel variance was $\sigma^2 = 2025$. Since the extensive search for the single common Gaussian kernel variance had been performed for the SVM method and the appropriate value found was $\sigma^2 = 2025$, we also chose to use this value for the LS-SESVM method. The search for an appropriate value of the regularisation parameter C for the LS-SESVM was then carried out and the Figure 13 depicts the modelling performance as a function of C using the LS-SESVM. It can be seen from Figure 13 that a very large value of $C = 1120$ could be used for the LS-SESVM. A similar search process was performed for the LS-GSESVM and it was found that the value of $C = 1120$ was also adequate for the LS-GSESVM.

Table 2 compares the mean modelling performance as well as the mean model sizes averaged over 100 runs together with their associated standard deviations, obtained by the three sparse modelling methods. It can be seen that the ε-SVM algorithm achieved a slightly better generalisation
performance than the LS-SESVM method for this example and it also appeared to be more robust than the latter as shown by their associated estimation standard deviations. However, the LS-SESVM method arrived at a much sparser model than the SVM method. The proposed LS-GSESVM approach is seen not only to produce the sparsest model but also to have the best model generalisation performance. The average model size obtained by the LS-GSESVM method is less than 4% of the SVM model size and its test MSE is less than 72% of the test MSE achieved by the SVM method. We also compared the computational complexity of the three construction algorithms by recording the training times required in typical one-run using the three methods. That is, the CPU times given in Table 2 were corresponding to the training time for the LS-SESVM to obtain a model of 143 terms, the training time for the LS-GSESVM to derive a model of 10 terms and the training time for the \( \varepsilon \)-SVM to result in a model of 244 terms. It can be seen that for

<table>
<thead>
<tr>
<th>Table 2</th>
<th>Summary of the experimental results for the Boston Housing data set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>algorithm</strong></td>
<td><strong>LS-SESVM</strong></td>
</tr>
<tr>
<td>Kernel type</td>
<td>Gaussian</td>
</tr>
<tr>
<td>Regularisation ( C )</td>
<td>1120</td>
</tr>
<tr>
<td>( \varepsilon ) value</td>
<td>NA</td>
</tr>
<tr>
<td>Kernel variance</td>
<td>2025</td>
</tr>
<tr>
<td>Model size (mean±std)</td>
<td>142.5 ± 52.4</td>
</tr>
<tr>
<td>Training MSE (mean±std)</td>
<td>14.3628 ± 2.8242</td>
</tr>
<tr>
<td>Typical training time</td>
<td>1 min 35 sec</td>
</tr>
</tbody>
</table>
5 Conclusion

The contributions of this paper are threefold. Firstly, we have considered an alternative LS-SVM formulation, referred to as the LS-ESVM, which does not assume the reproducing kernel Hilbert space and can be applied to non-Mercer kernels. Secondly, a sparse kernel model construction algorithm, called the LS-SESVM, has been proposed. In this approach a parsimonious representation is selected using the standard OLS forward selection procedure and the corresponding model weights are then computed using the LS-ESVM formulation. In our modelling experiments, the LS-SESVM method has been shown to have a similarly good generalisation capability as the standard SVM algorithm but it is able to produce sparser model representations than the SVM method. Thirdly, which is a major contribution of our work, the generalised kernel modelling has been derived where each kernel regressor has its tunable centre vector and diagonal covariance matrix. An orthogonal forward selection procedure has been proposed to incrementally construct a sparse generalised kernel model representation. At each model construction stage, a kernel regressor is optimised using a guided random search optimisation algorithm. Again the corresponding model weights are then calculated using the LS-ESVM formulation. Our modelling experimental results have clearly demonstrated the advantage of this proposed novel modelling technique to produce very sparse models that generalise well. The proposed LS-GSESVM approach has also been shown to be much faster in constructing a model than the standard SVM approach for the two real-data sets.
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