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Key Results: A new algorithm for text categorization based on pattern separation via ellipsoids and latent semantic feature extraction is designed. Preliminary numerical results are available. 
How does the work advance the state-of-the-art?: preliminary results demonstrate that the algorithm outperforms some existing techniques, up to the level of the state state-of-the-art support vector machine, and sometimes out performs the latter.
Motivation (problems addressed): Classification and ranking of various text documents according to the relevance to some predefined topic (e.g. web search, classification of news articles).
Overview
The problem of document classification based on their semantic content (text categorization) arises when the documents from some set have to be ranked according to their relevance to some usually predefined set of topics (i.e. web search, classification of news articles based on their dealing with business topics). In this work we are going to present a new batch learning algorithm for text classification. Our method applies non-linear ellipsoid separation to the vector space representation of text documents representations. We use `bag of words' vector representation of text documents, and maximal separation ratio method for pattern separation via ellipsoids[2] and kernel GSK algorithm[1] for feature extraction. Therefore we utilize maximization of the separation ratio and approximation of latent semantic feature extraction. We present some preliminary results which indicate high potential for the given approach. 

Ellipsoid Separation
Pattern classification via ellispoids has been of the interest for learning community because it possesses a nice feature of independence from invertible linear transformations of the coordinate system, and it leads to a semidefinite program[2] which can be efficiently solved by state-of-the-art interior point methods. Ellipsoid separation is the most efficiently applicable to such types of binary classification problems where a set of examples with one label (e.g. positive) is much smaller than the other one. One such area is document categorization since the class of relevant documents is usually of much smaller size than the set of all available documents.
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The idea of the approach is to construct two ellipsoids with the same centre and axis directions while one of them is of minimal size to include all the positive examples, and the other is of maximal size such that it does not include any example of the other class. Therefore the optimization criterion is to maximize squared ratio between half-axes of outer and inner ellipsoids. This leads to a semidefinite program, and if the data are separable then our SDP is feasible and bounded so its solution exists and is unique. After all we construct the third ellipsoid with the same center and axis directions, but its half-axes are means of the half-axes of the previous two. We use the latter ellipsoid as a classification function.
The most common approach used in learning for text categorization problems is mapping the set of documents to some linear metric space (feature space), and then applying learning classification techniques based on distance functions in that space. For this purpose the documents are often mapped using the so-called bag of words approach when the occurrence of every distinct word from the set of documents (excluding stop-words, articles and prepositions) is counted as a separate dimension, and thus every document is represented as a vector with word frequencies as its components. For convenience those vectors are often normalized.

The obvious drawback of the bag of words vector representation of the document set is high dimensionality of the vector space because of the high number of distinct terms in the text. As a result the semidefinite program is often computationally impractical. Moreover the dimensionality of the space is usually greater than the size of the dataset so even if a solution of the SDP can be computed it is usually degenerate since we need at least n+1 point in order to define an ellipsoid in an n-dimensional space. 

In order to solve this problem we need to look for some subspace of the bag of words vector representation of the text documents. This subspace must have much lower dimensionality while preserving the ellipsoid separability of the original space. For this purpose we need to use some feature extraction algorithm that meets both requirements. 

Latent Semantic Feature Extraction
The weakness of the bag of words approach is its total ignorance of the occurrence of semantically similar words, e.g. synonyms. Ideally semantically similar documents have to be mapped to the same directions in the feature space. Though explicit computation of the co-occurrence of semantically similar words is rather expensive procedure, the latent semantic indexing approach from information retrieval constructs a feature space based on semantic similarity between different words. 

GSK algorithm [1] is based on latent semantic indexing approach and it projects document feature vectors onto a subspace spanned by k representations of training examples in the feature space. The subspace is selected by applying the Gram-Schmidt orthogonalization procedure to documents in the feature space. This subspace has lower dimension than the feature space, and at the same time it incorporates some semantic similarity between documents. In our algorithm in order to construct the subspace we use a generalized GSK algorithm [1] that has a bias towards positive examples. Note that this algorithm is equivalent to the partial Cholesky decomposition of the kernel matrix.
Conclusions
The technique proposed is attractive theoretically in that it attempts to place an ellipsoid in a kernel defined feature space. Preliminary experiments are very encouraging since they demonstrate that the algorithm can perform document classification up to the level of the state-of-the-art SVM algorithm, and sometimes even better. Further research is needed to investigate the method and its strengths and weaknesses. It will be of particular interest to test its performance on the categories with very few positive examples. The low dimensionality and ellipsoid approach would appear to be suited to this type of problem.
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