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Abstract: The authors propose a coordinate rotation digital computer (CORDIC) rotator algorithm
that eliminates the problems of scale factor compensation and limited range of convergence
associated with the classical CORDIC algorithm. In the proposed scheme, depending on the target
angle or the initial coordinate of the vector, a scaling by 1 or 1=

p
2 is needed that can be realised

with minimal hardware. The proposed CORDIC rotator adaptively selects the appropriate iteration
steps and converges to the final result by executing on average only 50% of the number of iterations
required by the classical CORDIC. Unlike for the classical CORDIC, the value of the scale factor is
completely independent of the number of executed iterations. Based on the proposed algorithm, a
16-bit pipelined CORDIC rotator was implemented. The silicon area of the fabricated pipelined
CORDIC rotator core is 2.73 mm2. This is equivalent to 38 000 inverter gates in the used 0.25mm
BiCMOS technology. The average dynamic power consumption of the fabricated CORDIC rotator
is 17 mW at a 2.5 V supply voltage and a 20 Ms=s throughput. Currently, this CORDIC rotator is
used as a part of the baseband processor for a project that aims to design a single-chip wireless
modem compliant with the IEEE 802.11a standard.
1 Introduction

The Coordinate Rotation Digital Computer (CORDIC)
algorithm [1, 2] provides an elegant way of computing
various transcendental and trigonometric functions [2–4]
by merely using table look-up, shift and addition operations.
Since its introduction, the CORDIC algorithm has been used
in several arithmetic processors as well as to formulate and
implement different modern digital signal processing (DSP)
algorithms [5–11]. In principle, a CORDIC accepts three
input variables x, y and z and generates the output x0; y0 and
z0: It can operate in two different modes: (i) rotation; and
(ii) vectoring where, the z or y variable respectively, is
forced to zero through a series of iterations. Each of these
modes can be utilised in circular, linear and hyperbolic
coordinate systems to compute various functions as shown
in Table 1. The K� are the scale factors that are generated
during the CORDIC computation process.

The classical CORDIC approach [1, 2] suffers from three
principal drawbacks: (i) the requirement of a scale factor
compensation; (ii) the magnitude restriction of the input
variables; and (iii) its low speed of execution. Whereas the
first drawback requires additional multiplication operations,
the second drawback incurs a significant impact on the
accuracy of the computed function since it depends on how
closely the variables y (in vectoring mode) or z (in rotation
mode) can be driven to zero. They can be driven close to
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zero if the initial inputs lie within a certain range called the
‘range of convergence’. Table 1 also lists the range of
convergence for different modes of CORDIC operation.
The third drawback comes from the iterative nature of the
CORDIC algorithm. These drawbacks have motivated
research on the development of high-performance special
purpose CORDIC processors and various implementations
of CORDIC processors have been suggested [12–17].

Circuit-level speed enhancements of the CORDIC
algorithm have been achieved by unfolding the iteration
stages and by realising it in a pipelined fashion. Redundant
arithmetic has also been used to speed-up the addition
operations that are at the heart of the CORDIC algorithm.
On the other hand, to achieve algorithm-level speed
enhancements, it is necessary for the CORDIC algorithm
to converge to the final result by executing as small a
number of iterations as possible. However, the penalty
associated with this approach when applied to the classical
CORDIC formulation is that the scale factor becomes non-
constant and non-predictable and thus, extra post-processing
cycles and circuitry are needed for its compensation. The
complexity of the extra post-processing circuitry and cycles
is in principle comparable to that of the basic CORDIC
process itself.

Two different methods have been suggested to extend the
‘range of convergence’ of the CORDIC. The first one is to
use mathematical identities to pre-process the CORDIC
input quantities [2, 18]. This process is broadly known as the
‘argument reduction technique’. Such mathematical iden-
tities do indeed help ease the present limitations but they are
cumbersome to use in hardware applications due to a
significant processing time and large hardware overhead.
The second approach requires repetition of certain iteration
steps [19–21]. Depending on how these repeated iterations
are chosen, a large number of such iterations may be
necessary to obtain an accurate result which increases the
processing time significantly [15]. Moreover, in this type
of approach, the scale factor does not remain constant and
once again requires extra processing hardware for its
compensation.
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Table 1: Function of the CORDIC in different modes of operation

Hyperbolic Linear Circular

y ! 0 ðvectoringÞ x 0 ¼ Kh

p
ðx2 � y2Þ

z 0 ¼ z þ tanh�1ðy=xÞ

j tanh�1ðy=xÞj � 1:1182

x 0 ¼ x

z 0 ¼ z þ ðy=xÞ

jy=x j � 1

x 0 ¼ Kc

p
ðx2 þ y2Þ

z 0 ¼ z þ tan�1ðy=xÞ

j tan�1ðy=xÞj � 1:7433 ð99:9�Þ

z ! 0 ðrotationÞ x 0 ¼ Kh½x coshðzÞ þ y sinhðzÞ�

y 0 ¼ Kh½x sinhðzÞ þ y coshðzÞ�

jzj � 1:1182

x 0 ¼ x

y 0 ¼ y þ xz

jzj � 1

x 0 ¼ Kc½x cosðzÞ � y sinðzÞ�

y 0 ¼ Kc½x sinðzÞ þ y cosðzÞ�

jzj � 1:7433 ð99:9�Þ
The principal aim of the present work is to develop a
CORDIC processor that: (i) is power efficient; (ii) free from
the scale factor compensation problem; and (iii) has a
convergence range over the entire coordinate space. More
specifically, we concentrate on the rotation and vectoring
mode of operation (i.e. z! 0 or y! 0 respectively) in the
Cartesian coordinate system. The current work is based on a
‘scaling-free’ rotational CORDIC algorithm [9] which has
been utilised to realise a number of DSP algorithms [9–11].
However, this CORDIC algorithm has a very small range of
convergence and can neither be applied for the rotation
operation with large angles nor for the vectoring mode of
operation. In this work we propose a ‘virtually scaling-free’
CORDIC rotator algorithm which requires a constant scale
factor and converges to the final result executing a minimal
number of iterations. This potentially reduces the power
consumption since the number of arithmetic computations is
reduced. The main contributions of the present work are,

1. We develop a CORDIC algorithm where the scale factor
can assume only the values of either one or 1=

p
2 depending

on the input vector. This means that the scale factor is
a-priori predictable.
2. Unlike the classical CORDIC, the value of the scale
factor here is independent of the number of executed
iterations. Thus, algorithm-level speed enhancement
and power saving are possible in the proposed scheme
(by skipping some not actually needed iterations) without
worrying about the scale factor compensation.
3. We show that a basic convergence range of ½0�; 22:5�� is
absolutely sufficient to compute the result of a CORDIC
rotation with the target angle (rotation mode) lying
anywhere in the coordinate space. This is also valid for
the vectoring operation. Utilising this property, the range of
convergence of the proposed CORDIC is extended over the
entire coordinate space.
4. In the proposed scheme on an average, a 50% reduction
in the number of iterations as compared to the classical
CORDIC is achieved.
5. A 16-bit pipelined CORDIC rotator is successfully
designed; fabricated and tested to validate the efficiency
of the proposed scheme.

2 The conventional CORDIC algorithm

The rotation of a vector ½x y�T in the Cartesian coordinate
system can be described as:

x0

y0

� �
¼ cos y sin y
� sin y cos y

� �
x

y

� �
ð1Þ

where, ½x0 y0�T is the final vector and y is the angle of
rotation ð�99:9� � y � 99:9�Þ: In the above equation it
was assumed that the rotation takes place in a clockwise
direction. For the conventional CORDIC method, the target
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angle y is expressed as a summation of a number of
elementary rotational angles ai so that:

y ¼
Xb�1

i¼0

siai ð2Þ

where, b is the bit precision of the machine in which the
operation is to be implemented and si 2 f1; �1g; and is
known as the direction of rotation. In the conventional
circular CORDIC operation ai is expressed as:

ai ¼ tan�1ð2�iÞ ð3Þ
Substituting (2) into (1) and using (3) one may write:

x0

y0

� �
¼
Yb�1

i¼0

cos ai
1 si2

�i

�si2
�i 1

� �
xi

yi

� �
ð4Þ

and

si ¼ sign y�
Xi�1

r¼0

ar

" #
ð5Þ

ziþ1 ¼ zi þ si2
�i ð6Þ

Equations (4)–(6) are the basic working equations of the
CORDIC unit operating in the circular mode. The physical
meaning of these equations is that the target angle inputted
as variable z, is driven to zero by to-and-fro motion of the
vector. At each iteration step the sign of the residual angle si

is calculated and accordingly, the vector is rotated in the
clockwise or counter-clockwise direction. For the vectoring
mode of operation, the value of y is forced to zero in the
same iterative manner and the angles are accumulated in the
z variable. In essence, the mathematical operations involved
here are a sequence of multiply-and-add operations. From
the hardware point of view, this function can be
implemented using shift-and-add operations only.
However, the result obtained in (4) requires scaling by a
factor

Qb�1
i¼0 cos ai: The scale factor remains a machine

constant as long as i runs through all the steps from zero to
b� 1: However, if i changes in a different manner, i.e. if
some of the allowed iterations (i.e. elementary angle
rotations) are dropped or repeated, the scale factor will
not remain constant or predictable. For its compensation one
may require complicated hardware structures or comparable
post-processing cycles.

3 Architecture of a scaling-free CORDIC rotator

Unlike the classical CORDIC method, in the scaling-free
CORDIC [9] the target angle is achieved by rotating the
vector in one direction only (either clockwise or counter-
clockwise) through sufficiently small elementary angles
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ai so that the norm of the vector is always preserved at each
of the iteration steps. These elementary rotational angles can
be expressed by the following equation:

sin ai ffi ai ¼ 2�i ð7Þ
The ‘smallness’ of ai can be worked out by considering the
series expansion of sine and cosine of ai which are given by:

sin ai ¼ ai � a3
i =3!þ a5

i =5!� . . . : ð8Þ

cos ai ¼ 1� a2
i =2!þ a4

i =4!� . . . : ð9Þ
Now, using the approximation ai ¼ 2�i; (8) and (9) can be
written as follows:

sin ai ¼ 2�i � 2�3i=6þ 2�5i=120� . . . ð10Þ

cos ai ¼ 1� 2�2i=2þ 2�4i=24� . . . ð11Þ
The largest term that is neglected during the approximation
of sin ai ffi ai ¼ 2�i; is the second term in the sine series,
which is:

2�3i=6 ¼ 2�ð3iþlog2 6Þ ¼ 2�ð3iþ2:585Þ ð12Þ
Now, let the machine in which the operation is supposed to
be implemented have a wordlength of b-bits. Then, if ð3iþ
2:585Þ equals or exceeds b, multiplication of any quantity

by 2�ð3iþ2:585Þ will essentially become machine zero since
this operation physically means that the multiplicand gets a
right-shift equal to or greater than b-bits. Therefore, the
condition for preserving accuracy during such approxi-
mation becomes:

3iþ 2:585 � b or i � dðb� 2:585Þ=3e

¼ p ðsince i can adopt only integer valuesÞ
ð13aÞ

However, for practical purposes, the lower bound of i can be
relaxed slightly and can be expressed as:

bðb� 2:585Þ=3c ¼ p ð13bÞ
The upper limit of i is b� 1 since a right-shift of any b-bit
number by b-bits will result in machine zero.

Thus, under the above circumstances, the values of sin ai

and cos ai can be expressed as:

sin ai ¼ 2�i ð14Þ

cos ai ¼ 1� 2�ð2iþ1Þ ð15Þ
Considering the above approximation, si ¼ þ1 (since the
sign of the residual angle is always the same for all
iterations) and clockwise rotation of the vector, therefore (1)
may be rewritten as:

x0

y0

� �
¼
Yb�1

i¼p

1� 2�ð2iþ1Þ 2�i

�2�i 1� 2�ð2iþ1Þ

� �
xi

yi

� �
ð16Þ

It can be noted that like (4), expression (16) can be realised
in practice using only shift-and-add operations. On the other
hand, contrary to (4), no scaling term appears in (16), which
implies a ‘scaling-free’ CORDIC operation. The elimin-
ation of the scaling term is a significant step, since it not
only rules out the requirement of extra post-processing
circuitry but also saves extra processing time. The
elementary datapath component for implementing the
above stated operation is shown in Fig. 1 which can be
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viewed as an elementary rotational stage rendering a
rotation of ai to its input vector. It requires four shifters
and four adder=subtractors as the datapath components.
Thus, compared to the datapath of elementary rotational
stages of an unscaled CORDIC, it requires two additional
shifters and two more adder=subtractors. However, for a
pipelined implementation, the shifters are reduced to direct
hard-wired connections and the effective overhead becomes
two adder=subtractors per elementary rotational stage. On
the other hand, for the elementary rotational stages
corresponding to i � b=2; the extra shifters and the
adder=subtractors can be omitted as the right-shift of the
input quantity by ð2iþ 1Þ becomes machine zero and thus
no longer affects the accuracy. Thus, for the elementary
rotational stages corresponding to i � b=2; the hardware
cost is the same as that of the elementary rotational stages of
the conventional CORDIC.

4 Expansion of the angular convergence range in
the rotation mode

Since the CORDIC unit presented in the preceeding Section
is scaling free it saves post-processing hardware as well as
the processing time. However, the principal drawback of
this CORDIC algorithm is that only computations with very
small target angles can be carried out using this principle.
As an example, let us consider the implementation of a
CORDIC unit having a wordlength of 16-bits. Then,
according to the restriction imposed by (13b), the iteration
index i can assume the values 4; 5; . . . ; 15:

Since in our case the target angle y ¼
Pb�1

i¼p ai; and
according to (7), sin ai ffi ai ¼ 2�i; the largest angle which
can be computed is only �7:16�: This is even less than the
range of convergence of the conventional CORDIC ð99:9�Þ
and is clearly insufficient for general-purpose usage. Thus,
methods should be invented to expand the angle compu-
tation range while still preserving the ‘scaling-free property’
of the proposed CORDIC unit.

To expand the angular range of convergence for the
scaling-free CORDIC algorithm both, the ‘argument
reduction’ and the ‘repetition of certain iteration steps’
techniques are exploited with modifications. Firstly, an
argument reduction technique is used to reduce the total
angular range to be computed. Secondly, the elementary
rotational operations are carried out in an adaptive manner
to enhance the rate of convergence and to force the final
angle approximation error below a certain prespecified
limit. In the following discussion this scheme is explained in
detail.

The main objective of the argument reduction technique
is to uniquely map the results of CORDIC rotations with

Fig. 1 Block diagram of the elementary CORDIC rotor stage
producing a rotation of by an angle ai
IEE Proc.-Comput. Digit. Tech., Vol. 151, No. 6, November 2004



large target angles y to the results of CORDIC rotations with
relatively small target angles f: To do this, we divide the
coordinate space into 16 equal domains (i.e. four domains
per quadrant) each having a uniform angular span of p=8:
Any target angle must lie in one of these 16 domains. We
first examine the CORDIC rotation of an input vector with
target angle y lying in the first quadrant. This essentially
means that y lies in one of the four domains A ð½0; p=8ÞÞ;
B ð½p=8; p=4ÞÞ; C ð½p=4; 3p=8ÞÞ or D ð½3p=8; p=2�Þ. In
each domain, y can be redefined in terms of another angle
f as described in the following equations:

y ¼ f in domain A ð17Þ

y ¼ p=4� f in domain B ð18Þ

y ¼ p=4þ f in domain C ð19Þ

y ¼ p=2� f in domain D ð20Þ

It is to be noted that the angle f is always bounded in the
interval ½0; p=8�: Substituting (17)–(20) into (1), the
CORDIC operation on an input vector ½x y�T can be
expressed in different domains as:

xfA
yfA

� �
¼ cosf sinf
� sinf cosf

� �
x

y

� �
in domain A ð21Þ

xfB

yfB

� �
¼ 1ffiffiffi

2
p

ðcosfþ sinfÞ ðcosf� sinfÞ
�ðcosf� sinfÞ ðcosfþ sinfÞ

� �
x

y

� �
in domain B ð22Þ

xfC

yfC

� �
¼ 1ffiffiffi

2
p

ðcosf� sinfÞ ðcosfþ sinfÞ
�ðcosfþ sinfÞ ðcosf� sinfÞ

� �
x

y

� �
in domain C ð23Þ

xfD
yfD

� �
¼ sinf cosf
� cosf sinf

� �
x

y

� �
in domain D ð24Þ

where, xf� denotes the final vector resulting from CORDIC
operations with target angles lying in different domains.

Now recapitulating that the CORDIC rotation for f and
�f can be expressed as:

x0þ
y0þ

� �
¼ cosf � sinf

sinf cosf

� �
x

y

� �
ð25Þ

x0�
y0�

� �
¼ cosf sinf
� sinf sinf

� �
x

y

� �
ð26Þ

where, the þ and � sign at the suffix of x0 and y0 denote
positive and negative CORDIC rotations respectively. Thus,
(21)–(24) can be written as:

xfA ¼ x0� yfA ¼ y0� ðf ¼ yÞ ð27Þ

xfB ¼
1ffiffiffi
2
p x0þ þ y0þ
� �

yfB ¼
1ffiffiffi
2
p �x0þ þ y0þ
� �

ðf ¼ p=4� yÞ ð28Þ
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xfC ¼
1ffiffiffi
2
p x0� þ y0�
� �

yfC ¼
1ffiffiffi
2
p �x0� þ y0�
� �

ðf ¼ y� p=4Þ ð29Þ

xfD ¼ y0þ yfD ¼ �x0þ ðf ¼ p=2� yÞ ð30Þ

Equations (27)–(30) show that the CORDIC operation with
target angles lying in different domains in the first quadrant
can be computed from the results of CORDIC rotations with
target angle f by simple addition and subtraction oper-
ations. This essentially means that the domains B, C and D
are effectively ‘folded back’ to domain A. Hence, we call
this technique ‘domain folding’. A consequence of the
domain folding operation is the generation of a constant
scale factor 1=

p
2 for the target angles lying either in

domain B or domain C. This constant scale factor can be
realised with minimal hardware using only shift-and-add
operations within a prespecified error margin.

Up to now, only the target angle that lies in the first
quadrant has been considered. By exploiting the symmetry
of the coordinate axes, the domain folding technique can be
easily employed to carry out CORDIC operations with
target angles lying in other quadrants as well. It is easy to
show that depending on the quadrant in which the target
angle lies, only the sign of the final output vectors becomes
changed. Thus, a range of convergence spanning the entire
coordinate space is achieved. In summary, for the
computation of vector rotations with an arbitrary target
angle, the first step is to detect the domain in which it lies.
Once the domain is detected, the computation can be carried
out applying an appropriate equation from those derived in
equations (27)–(30).

Although, in using the domain folding technique, it is
sufficient to consider a modified range of convergence of
½0�; p=8� only, it is still beyond the range of convergence of
the scaling-free CORDIC unit presented in Section 3. To
eliminate this discrepancy, one approach is to repeat some
of the iteration steps more than once. The iteration index i at
each stage can be chosen adaptively, in accordance with the
residual angle still to be computed. The process of adaptive
selection of i is described in the flowchart shown in Fig. 2.
In this process at the beginning of every iteration step i, the
residual angle zi is compared with the value of 2�i (the ith
elementary rotation angle). If zi is less than 22i, the ith
iteration step is skipped since the meaning of this is that
the residual angle to be computed is smaller than the ith
elementary rotational angle. In such a case the iteration
index i is updated to iþ 1 and once again the condition of
equality is checked. However, if zi is equal to or greater than
2�i; xiþ1 and yiþ1 are computed according to (16) and the
residual angle is updated accordingly. The process can be
repeated until a user-defined accuracy Rref is achieved.
Since in our algorithm we consider only one-sided rotation,
this process of selection of iteration steps ensures that only
the actually needed iteration steps are performed. This
reduces the number of computations significantly.

Lemma 1: Only the iteration steps corresponding to the
smallest allowable value of i, is repeated more than once
with the other values of i being non-repetitive.

Proof: Let at the start of jth iteration the residual angle be yr
and 2�q < yr< 2�ðq�1Þ< 2�j; where, p< j< q; p being
the smallest allowable value of i. Then, according to the
flowchart shown in Fig. 2, the iteration steps (or the
elementary rotation operations) corresponding to i ¼ j to
ðq� 1Þ will be dropped and an elementary rotation
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corresponding to i ¼ q will be performed. After this
elementary rotation operation, let the new residual angle
yrq still be greater than 2�q: This implies that another
elementary rotation operation corresponding to i ¼ q
(repetition) is required. Moreover, according to the
proposed scheme, application of rotation corresponding to
i ¼ q twice (considering at least one repetition is required to
bring down the value of the residual angle to <2�q)
essentially means that yr must be greater than or equal to
2�ðq�1Þ which is in contradiction to our initial assumption.
Thus, it can be concluded that no elementary rotation steps
corresponding to i> p can be repeated. However, if the
value of target angle y at the start of the first iteration is such
that 2�ðp�nÞ � y and y� 2�ðp�nÞ< 2�p; where n< p; the
elementary rotation operation corresponding to i ¼ p is to
be repeated n times to cover that range. A

To examine the required number of iterations for different
target angles y within the modified convergence range
½0�; p=8� a pseudo-random sequence of angle y has been
generated and a Matlab simulation has been performed

Fig. 2 Operation principle of the adaptive CORDIC

Fig. 3 Number of required iterations with respect to the target
angle lying in the range ½0�; 22:5�� using the proposed algorithm
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using those angles. The result is shown in Fig. 3 considering
a 16-bit wordlength and an angle approximation error of
Oð2�16Þ: It is apparent from the flowchart shown in Fig. 2
and the results of Fig. 3 that for any angle lying within this
range, the required number of iterations is always smaller
than the number of iterations required for the conventional
CORDIC when employed for the same operation.
On average, the proposed scheme needs 50% fewer
iterations compared to the conventional CORDIC method.
It can be easily shown analytically that according to the
proposed scheme, the number of required iterations in the
worst case is 15 which occurs when a CORDIC operation
corresponding to the angle 21:484� is to be carried out.
Thus, using the proposed scheme, a faster convergence rate
compared to the classical CORDIC approach can be ensured
while keeping the scale factor virtually constant.

4.1 Error analysis for rotation mode

The potential sources of error for the hardware realisation of
an algorithm are two-fold: (i) the error due to the
quantisation of the input word; and (ii) the finite wordlength
of the arithmetic units. In the case of the CORDIC, another
potential error source is the error due to the approximation
of the target angles. In our scheme, the errors from the first
two sources are the same as for the conventional
implementation of the circular CORDIC. Thus, a detailed
analysis of the third error source is presented here with the
consideration that the implementation has been done with a
16-bit wordlength. However, the result can be generalised
for any arbitrary implementation.

Let yc be the computed angle whereas y is the ideal target
angle. Then, from (1):

x0 ¼ x cos yc þ y sin yc ð31Þ

y0 ¼ �x sin yc þ y cos yc ð32Þ
where yc ¼ y� e and e ¼ Oð2�16Þ in the present case. After
simplification, (31) and (32) yield:

x0error ¼ ðx cos yþ y sin yÞð1� cos eÞ

þ ð�x sin yþ y cos yÞ sin e ð33Þ

y0error ¼ ð�x sin yþ y cos yÞð1� cos eÞ

� ðx cos yþ y sin yÞ sin e ð34Þ

Since e ¼ Oð2�16Þ; ð1� cos eÞ and sin e will be Oð2�33Þ and
Oð2�16Þ respectively. Thus, the maximum error that can
occur due to the angle approximation according to the
proposed scheme is Oð2�16Þ which is similar to that of the
classical CORDIC [22, 23]. Equations (33) and (34) also
show that the final error due to angle approximation is
dependent on the initial values of the vector components x
and y as well as on the ideal target angle y: It can also be
easily shown from the above mentioned equations that like
the case of the classical CORDIC [22, 23], in this proposed
method the final datapath error also becomes unacceptably
high when non-normalised values of x and y are used at the
input.

5 Expansion of the domain of convergence in the
vectoring mode

The concept of domain folding can be utilised once again to
achieve a convergence range over the entire coordinate
space for the vectoring mode of operation of the proposed
IEE Proc.-Comput. Digit. Tech., Vol. 151, No. 6, November 2004



CORDIC. To explain the complete scheme, let us first
concentrate on the case where the input vector lies in the
first quadrant of the coordinate space i.e. the sign of x and y
are positive and they satisfy the condition j tan�1ðy=xÞj �
90�: The first step in this scheme is to find out the
appropriate domain of the input vector. Using tanð22:5�Þ ¼
ðp2� 1Þ and tanð67:5�Þ ¼ ðp2þ 1Þ it can be said that the
ratios ðy=ðp2� 1ÞxÞ and ðy=ðp2þ 1ÞxÞ define the bound-
aries of the domains A-B and C-D respectively. On the other
hand the boundary of domain B-C is defined by x ¼ y since
tanð45�Þ ¼ 1: Thus, by checking the inequalities ðp2�
1Þx> y; ðp2þ 1Þx> y and x> y; it is possible to determine
the domain in which the initial vector lies. Once the domain
is determined, the input vector can be preprocessed
accordingly. Since, the range of convergence of the basic
CORDIC algorithm proposed here is only 22:5�; the
coordinate axes are first prerotated by an angle of 45� in a
counter-clockwise direction, when the initial vectors are in
domain B or C. This prerotation, in essence, is simply an
addition and subtraction of x and y followed by a scaling ofp

2: This ensures that the final angle to be accumulated
always lies within ½0�; 22:5��: For the vector lying in
domain D, the approach for preprocessing is to swap x and y
at the input. This swapping means that in effect the x
component has to be forced to zero instead of y. This
preprocessing operation is shown in the flow chart of Fig. 4
where ðxin; yinÞ denotes the output of the preprocessing
step.

After preprocessing, ðxin; yinÞ are considered as inputs
to the basic CORDIC having a convergence range of
½0�; 22:5��; which operates in the angle accumulation
(vectoring) mode (shown as vectoring CORDIC in Fig. 4).
The actual angle can be computed at the output of the basic
CORDIC by adding=subtracting the accumulated angle
to=from 45� for domain C and domain B respectively. For
the vectors lying in domain A the accumulated angle during
the vectoring process is the desired angle. The result of the
absolute magnitude of the input vector (the square rooted
result) will be available at the x0 output in all these three
cases. For the vector lying in domain D, the final angle can

Fig. 4 Flow diagram for the preprocessing steps for expansion of
range of convergence for the proposed CORDIC in its vectoring
mode of operation
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be computed by subtracting the accumulated angle from
90�: The square rooted result will be available at output y0 in
this case.

By exploiting the symmetry of the coordinate axes, this
procedure can be directly extended to calculate the
arctangent of any angle lying in the coordinate space and
thus ensuring a convergence range over the entire
coordinate space.

5.1 Error analysis for the vectoring mode

Let us consider that in our formulation the actually
computed angle is yc and the ideal angle that should be
computed is y: These two angles are related by the following
equation:

yc ¼ y� m ð35Þ
where m is the actual error that has to be determined. We
further consider that the final value of y is approximated
within the precision e: Ideally, the final value of y (i.e. y0)
should be zero. Thus, in an ideal situation, the following
condition holds:

�x sin yþ y cos y ¼ 0 ð36Þ
However, since y0 is approximated with accuracy e and the
angle computed is yc; (36) can be written as:

�x sin yc þ y cos yc ¼ e ð37Þ
Substituting the value of yc from (35) and simplifying one
gets:

cos m½�x sin yþ y cos y� 	 sin m½x cos yþ y sin y�¼ e ð38Þ
Using (36), the first term of (38) becomes zero and the angle
approximation error can be expressed as:

m ¼ 	 sin�1 e
x cos yþ y sin y

ð39Þ

In an ideal case, x cos yþ y sin y ¼ r; where r is the
magnitude of the vector. Thus, (39) can be rewritten as:

m ¼ 	 sin�1 e
r

ð40Þ

Thus, the angle approximation error is a function of the
magnitude of the vector as well as the precision by which
the y component of the vector is approximated to zero.

The error in the computation of the magnitude can be
derived by considering the following equation of the x
datapath:

x0 ¼ x cosðy� mÞ þ y sinðy� mÞ ð41Þ
Simplifying the above equation, one gets:

x0 ¼ ðx cos yþ y sin yÞ cos m� ðy cos y� x sin yÞ sin m
ð42Þ

Using (36) and simplifying (42) yields:

x0 ¼ r cos m ¼ r

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðe=rÞ2

q
ð43Þ

where x cos yþ y sin y ¼ r: Thus, the error for the magni-
tude of the vector can be written as:

x0error ¼ r 1�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� ðe=rÞ2

q� �
ð44Þ

As in the case of the error in angle estimation, in this case
also, the final error depends on the initial magnitude of the
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vector as well as on how closely the y input is driven to zero.
From (40) and (44) it can be shown that for very small
values of the input vector, the errors in angle approximation
and magnitude calculation are too large to be acceptable.
The same can be said if the value of the input vector is not
normalised. This behaviour is identical to that of
the classical CORDIC vectoring operation as investigated
in [23].

6 Design of the 16-bit CORDIC rotator

The effectiveness of the proposed algorithm is verified
through a design and implementation of a 16-bit pipelined
CORDIC rotator test chip. Conventional two’s complement
arithmetic has been used throughout the design. In this
Section, we provide the details of the design as well as the
fabrication results.

6.1 Architecture

The complete CORDIC rotator capable of operating in both
the rotation and vectoring modes over the entire coordinate
space has three parts: (i) sign and domain detection
circuitry; (ii) basic CORDIC section with a convergence
range of ½0�; 22:5��; and (iii) the output circuitry. The block
diagram of such a CORDIC rotator is shown in Fig. 5. It has
three principal inputs x (16-bit), y (16-bit) and z (18-bit).
An 18-bit wordlength is selected for z in order to cover the
entire coordinate space ð½0; 2p�Þ: Similarly, it has three
principal outputs x0 (16-bit), y0 (16-bit) and z0 (18-bit). The
sign detection circuitry (designated as ‘sign detect’ in
Fig. 5) detects the sign of input variables x and y to find out
the appropriate coordinate and domain in which the vector
lies. Accordingly, the input variables are processed as has
been described in Sections 4 and 5 and these processed
quantities are regarded as the modified inputs to the basic
CORDIC rotator. The detection of sign and domain,
preprocessing and appropriate inputting of data to the
basic CORDIC rotator require one clock cycle in total. The
basic CORDIC rotator (designated as ‘cord pipe’ in
Fig. 5) is a bit-parallel pipelined implementation with an

Fig. 5 Block diagram of the pipelined CORDIC (without I=O pin
multiplexing)
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internal wordlength of 16-bits. The basic pipeline is 16
stages long where the elementary rotational stage corre-
sponding to 2�4 is repeated six times. Our aim is to
approximate z and y for the rotation and the vectoring mode
respectively with an accuracy of Oð2�16Þ: The quadrant and
domain of the initial vector detected in the sign detect
module are represented by two 2-bit signals namely quad
and domain respectively. An additional single bit signal
sign is also used to indicate the sign of the initial vector.
These signals are transferred between two consecutive
sections of the pipeline along with the data in a local register
transfer manner. Thus, the data in different sections of the
pipeline has a token attributed to it that carries its initial
quadrant and domain information. The output circuitry
(designated as cord op in Fig. 5), consists of a fixed
scaling unit of 1=

p
2; a demultiplexer and a couple of

adder=subtractors. This circuit post-processes the output
vector emerging from the cord pipe section depending
on these attributes and generates the final output. All the
operations at the output are completed in one clock cycle.

A single bit signal rot is also provided with the rotator
whose logic ‘high’ state makes the rotator operate in
rotation mode whereas; its logic ‘low’ state selects the
vectoring mode of operation. Apart from the rot signal, the
rotator is also equipped with a set of input and output data
valid signals that indicate the presence of valid data at the
input and output.

To reduce the input=output (I=O) pin count, we employed
pin multiplexing at the input and output of the core
CORDIC rotator. Two 8-bit datapaths are employed for
the input variables x and y respectively and a 9-bit datapath
is employed for input variable z. Thus, full length data
(16-bit for x and y respectively and 18-bit for variable z) are
available to the core CORDIC after every two clock cycles.
A similar arrangement is provided at the output. Here one
8-bit datapath is provided for the variable x0 and a 9-bit
datapath is provided for the variable y0 (for rotation)=z0 (for
vectoring). The I=O multiplexing circuitry uses a separate
clock, which is twice as fast as the core clock. In our design
we have a target core clock frequency of 20 MHz. Thus, the
I=O clock frequency is of 40 MHz. This multiplexing
reduces the number of required I=O pins from 100 to 56. Of
those 19 pins are output pins, four pins are power pins and
the remaining ones are input pins.

6.2 Hardware complexity and design flow

In our implementation, the basic CORDIC module having a
convergence range of ½0�; 22:5�� requires 66 16-bit 2-input
adders altogether. In the sign detect and cord op
modules the terms such as ðp2� 1Þx and ðp2þ 1Þx and
scaling by 1=

p
2 are realised using shift-and-add operations.

Although these operations can be realised using multiple-
input adders, in our implementation we have used two-input
adders only. The total complexity of the sign detect
and cord op modules are 18 and 12 16-bit two-input
adders respectively. Thus, the complexity of the complete
processors is 96 16-bit two-input adders. The total hardware
complexity of the proposed processor in its present form is
slightly higher than the classical CORDIC processor that
requires 80 16-bit two-input adders considering the scale
factor compensation circuitry. Despite a slightly higher
hardware complexity, the proposed circuit benefits from the
advantage of potentially lower power consumption com-
pared to the classical CORDIC. This is since on average, the
computational burden is reduced by 50%: However, our
more recent work reveals that it is possible to reduce the
total hardware cost associated with the proposed processor
IEE Proc.-Comput. Digit. Tech., Vol. 151, No. 6, November 2004



further and it can be made more economic than the classical
CORDIC [24, 25].

For the design of the rotator, the IHP in-house design kit
was used. The CORDIC rotator is first modelled in VHDL
and simulated using Mentor Graphics’ Modelsim simulator.
After functional verification, Synopsys’ Design Analyzer is
used to synthesise the circuit for IHP in-house 2.5 V 0:25 mm
BiCMOS technology with a target core clock frequency of
20 MHz. The synthesised cell areas of different modules are
shown in Fig. 6. The Figure shows that about 15% at the cell
area of the complete rotator is consumed by the sign and
domain detection circuitry whereas 9:3% is consumed by
the output circuitry. The cell area required by the entire
rotator is equivalent to 38 000 inverter gates (approxi-
mately) in this technology.

After synthesis, the layout of the processor was
performed using Cadence’s Silicon Ensemble. The standard
cell approach with a row utilisation of 85% is deployed. The
area of the processor core after layout is 2:73 mm2:
Including 56 I=O pins, the complete chip area was measured
as 6:6mm2:

6.3 Test results

The fabricated CORDIC rotator was packaged in a QFP 100
package. Testing was carried out in two phases. First, a
pseudo-random sequence of angles and input vectors was
generated. For the rotation mode of operation, the value of z
was varied over the range ½0�; 22:5�� while keeping x and y
constant for a particular set of z. Alternatively, for testing
the vectoring mode of operation we kept z ¼ 0 and the
values of x and y were varied over a wide range. These
vectors were used in Matlab simulations to generate our
reference output results. The same set of vectors had been
applied to the processor and the outputs were cross-checked
with the results of Matlab. In all cases the processor
exhibited a correct behaviour. The latency of the complete
processor was 900 ns and the throughput was 1 set of results
every 50 ns at a 20 MHz core clock frequency.

In the second phase, the current consumption of the
chip was measured with a current meter when the chip
operated in continuous mode with a long vector set. The
average dynamic power consumption of the 26 fabricated
and measured chips is 17 mW at a supply voltage of
2.5 V. The die photograph of the CORDIC processor is
shown in Fig. 7.

After verification of the functional behaviour, the chips
were subjected to a maximum operating frequency test. We
found that all the chips showed correct functional behaviour
for an operating frequency of 50 MHz (I=O clock) i.e. a
25 MHz core clock which is the limit of this tester.

Fig. 6 Cell area of the different modules for the pipelined
CORDIC
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However, the synopsys’ design analyzer predicts that the
circuit will operate correctly up to a core clock frequency of
45 MHz.

7 Conclusions

We have described a CORDIC rotator algorithm that is
virtually scaling free and has a convergence range over the
entire coordinate space. The algorithm converges to the final
result by adaptively selecting only needed iteration steps
and hence, requires 50% fewer computations on average as
compared to known CORDIC implementations. An original
property of our algorithm is that the value of the scale factor
(1 or 1=

p
2) is independent of the adaptive selection of

iteration steps and thus, an algorithmic-level speed-up is
possible without affecting the final value of the scale factor.
The computational precision of the proposed processor is
similar to that of the classical CORDIC processor.

The hardware complexity of the proposed processor is
slightly higher than the classical CORDIC processor.
However, our more recent work reveals that the hardware
cost of the proposed processor can be reduced significantly.
Despite a slightly higher hardware cost, the proposed
processor consumes less power compared to the classical
CORDIC since the number of actually required arithmetic
operations is significantly reduced.

Based on this algorithm, a 16-bit pipelined CORDIC
rotator was implemented using the IHP in-house 0:25 mm
BiCMOS technology. The fabrication results confirm
the predicted performance, power and area parameters.
Currently, this CORDIC rotator is used as a part of our
baseband processor in a project that aims to design a single-
chip wireless modem compliant with the IEEE 802.11a
standard [26].

Without any loss of generality, redundant arithmetic can
be applied in the proposed scheme for circuit-level speed
enhancements. However, our main aim was to improve, on
an algorithmic-level, performance and power consumption
of the CORDIC processor. The proposed scheme has been
shown to be efficient for that purpose.

Fig. 7 Die photograph of the pipelined CORDIC processor
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