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Abstract

An optimal implementation  of  128-Pt  FFT/IFFT for  low power  IEEE 802.15.3a WPAN using pseudo-parallel datapath structure is presented, where the 128-Pt FFT is devolved into 8-Pt and 16-Pt FFTs and then once again by devolving the 16-Pt FFT into 
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.  We analyze 128-Pt FFT/IFFT architecture for various  pseudo-parallel 8-Pt and  16-Pt FFTs and an optimum datapath architecture is explored. It is suggested that there exist an optimum degree of parallelism for the given  algorithm. The analysis demonstrated that with modest increase in area one can achieve significant reduction in power. The proposed architectures  complete one parallel-to-parallel (i.e., when all input data are available in parallel and all output data are generated in parallel) 128-point FFT computation in less than 312ns and thereby meeting the standard specification. The relative merits and demerits of these architectures have been analyzed from the algorithm as well as implementation point of view. Detailed power analysis of  each of the architectures with different number of data paths at block level  is described. We found that from  power perspective the  architecture with eight datapaths is optimum. The core power consumption with optimum  case is  60.6mw which is only less than  half of the latest reported 128-point FFT design in 0.18u technology.  Apart from the low power consumption, the advantages of the proposed architectures include reduced hardware complexity, regular data flow and simple counter based control.
1. Introduction

System on chip implementation of high performance Wireless Personal Area Networks (WPAN) is under development  and  IEEE 802.15.3a standard is intended for the development of such a WPAN system with a target data rate of up to 480 Mbps. Since it is targeted for a portable application, a low  power design is an implicit requirement. A general purpose DSP with associated software is not beneficial for this application since on average, the power consumption of a software solution is an order of magnitude higher compared to a functionally equivalent dedicated hardware solution[9].  Therefore, the major focus of current research and development is for efficient ASIC   implementation of  its  key modules and more importantly a low power architecture. In general, for a given functional specification, the main design concerns are: 1) how much silicon area is needed; 2) how easily the particular architecture can be made flat for implementation in VLSI (routability); 3) in actual implementation how many wire crossings and how many long wires carrying signals to remote parts of the design are necessary (interconnect delay); and 4) how small the power consumption can be.  A Multi-band OFDM-based physical layer (PHY) [1] is the most popular technology for IEEE 802.15.3a  WPANs and  FFT/IFFT is one of the most computationally intensive components in such an OFDM-based PHY implementation, which approximately takes about 90% of the computational power of the baseband processor in the transmitter chain. Proposal [1] states that a 128-Pt FFT/IFFT has to be performed within 312.5 ns. This massive computation rate can be achieved by employing different degree of parallelism, alternatively one can run the design at high frequency.  The later solution poses a serious threat to power and is not acceptable in a battery-operated application that demand intensive computation in portable environments. On the other hand, excessive parallelism consume massive chip area which is also not suitable for a portable device. Thus an optimal case needs to be worked out.  In this paper, we try to address the problem associated with different levels of parallelism. 
There are  proposals for 128 point  FFT architectures [7,8] using dedicated hardware for the above-mentioned standard. The CORDIC based architecture proposed in [7]  completes 128-point FFT computation in 56 clock cycles, therefore the design has to run at 200MHz to meet the timing required by the standard [1], and this leads to increased power consumption. The design in [7] which meets the standard consumes 900mw. Although the proposal in [8] consumes relatively less power, it runs at 110MHz and  the design approach is  less flexible. There are optimal 64-Pt FFT implementation in the literature using 8-Pt FFT blocks, however 128-Pt FFT can not be implemented using 8-Pt FFTs  blocks alone, since it can not be expressed by a power of 8. 

A single data path architecture (
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) was    presented by the authors in [3] which implements 128-Pt FFT by devolving it into 8 and 16-Pt FFTs and then once again by devolving the 16-Pt FFT into 
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. For the convenience of nomenclature, from this point onwards, we will refer to the  
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 architectures respectively as Type1 and Type2. It may be noted that  the  two versions of the single datapath design takes 75 and 105  clock cycles to complete the 128 point FFT [3]. From power perspective the design  is not attractive  because the design has to  run at  very high frequency to meet the timing  constrain (312.5 ns FFT computation) which would mean that  the block is  extremely power hungry. The single datapath Type1  and  Type2 consume respectively,  712mw and 337mw. Although the reported result is for FPGA implementation,  a simple extension with an ASIC solution in  state of the art technology would not give  the targeted low power requirement, given the large number clock cycle for computation. Therefore, we explore a pseudo-parallel architecture with more data paths and optimum pipeline stages to meet the standard specification.  
The contribution of this paper is mainly a pseudo-parallel datapath exploration to identify almost optimum architecture for a given algorithm.   It is found that the Type1  case will not yield best results with increased number of parallel datapath, therefore only Type2 architecture is explored in detail. However, we also report  the detailed power analysis  for Type1 and Type2 with two datapath architecture. In general, the goal in minimizing  power consumption can be achieved by running the design at  minimum clock frequency at the expense of more area. The question  we try to answer is which is  the optimum case for a given algorithm. 
The remainder of the paper is structured as follows:  For completeness the  two algorithms are briefly described in Section 2. Section 3 provides a brief overview of the implementation details of the architectures. We then compare the relative performances of Type1 and Type 2 with two datapaths, which establishes the superiority of Type2 architecture and  made a detailed analysis of Type2 with all possible  parallel datapath cases. Furthermore, we compare the implementation with other proposed architectures in Section 4.  We summarize our contribution and draw some conclusions in Section 5. 
2. Theoretical Groundwork 
The N-point Discrete Fourier Transform (DFT) of a complex data sequence Bk is defined by [5] 
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where r, k ( {0, 1, …, N−1} and WN = e−j2(/N, known as the twiddle factor.

Now considering N = MT, r = s+Tt and k = l+Mm, equation (1) can be rewritten as
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For the present problem considering M = 8 and T = 16 one may write
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Equation (3) suggests that the 128-Pt. DFT can be computed by first computing an 8-Pt DFT on the appropriate data slot (described by equation (3)), then multiplying them by 105 non-trivial complex twiddle factors and computing the 16-Pt DFT on the resultant data with appropriate data reordering. Comparison of the multiplicative complexity of  this scheme with other existing schemes are given [3]  and is shown that  both result  in a significant reduction  in multiplicative complexity.
3. Architecture
The generalized architecture of the 128-Pt FFT can be derived from equation (3) and is shown in Figure 1 One of the major difference between Type 1 and Type 2  is that  the later one does not need a resort module. This is because Type2 implements 16 point FFT by parallel  2-point and 8- point FFTs, hence resorting is not necessary. 
Although the figure shows the generalized architecture, an architecture based on two datapath is described here which can be extended  to other cases (4, 8 and 16 data paths).  We will briefly describe the various modules  and highlight the difference between the modules of the architectures at appropriate point. More detailed description can be found in [3]. 
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Figure 1. Generalized structure of the proposed FFT  architecture

The processor has six functional blocks: input unit, 8-Pt FFTs, multiplier unit,  16-Pt FFTs,  resorting units, output unit and a master control counter. 
Input Unit: The input unit consists of two input register bank having 16-bit wordlength that can store 57 complex samples each. The detailed block schematic of the input unit is shown in  Figure 2. It has two single bit signals “mode” and “data_in”. The first one enables the processor in  FFT or IFFT mode and the second one indicates a valid data at the input. The data is partitioned into even and odd samples for a two datapath architecture. After the assertion of the data_in signal, even samples are clocked into the first register bank and odd samples to second register bank at the top position (56th and 57 th as shown in Figure 2)  and at every clock cycle the complex data having index i is shifted to the (i(1)th position where i ( {1, ... 57}. The register banks are provided with eight pairs of 16-bit fixed wired outputs corresponding to the registers having index 8j, where j ( {0, …, 7}. When the input buffer is filled, the appropriate data (see equation (3)) gets self aligned with these hard-wired outputs and is delivered in parallel to the two parallel  8-Pt FFT unit. This operation is continued in every cycle. A 6-bit counter controls the serial input of the data in the register bank. When the 56th position of the input register bank is full a signal CE is asserted to enable the master control counter. The subsequent operations are controlled by the master counter.  The input buffer size requirement for different number of datapaths  is shown in Table 1.
Table 1.  Input  unit size description for  various cases
	No.  Datapths (DP)
	Input Buffer description

	
	No. of register files
	Size
	Width

	2-DP
	2
	57
	32 (16 bit real &16 bit imaginary

	4-DP
	4
	29
	32

	8-DP
	8
	15
	32

	16-DP
	16
	8
	32


8-Pt FFT Unit: In our implementation we realized the 8-Pt FFT architecture following the 8-Pt DIT FFT flowgraph and  is computed in a single clock cycle. The multiplications by the factor 1/(2 in the third column are realized using hard-wired shift-and-add operations.

Multiplier Unit: To take the full speed advantage offered by the  two parallel 8-Pt FFT, all  necessary constant multiplier are implemented in parallel.  The multiplication of any input by this constant is  a series of additions/subtractions of right shifted values of the input quantity.
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Figure 2. Input module  the proposed FFT  with 2-datapath 

This approach has previously been used in [6] which resulted in a significant performance gain in terms of power consumption and area. Since the target architecture in the present case must run at a relatively low frequency to satisfy the required data rate, we realized each of these  constants in a  two stage pipelined way and arranged them in parallel. The multiplier unit also has a temporary storage register bank that can hold 128 complex data. Again, hard-wired connections are used like the input unit and the data after multiplication enters the registers at locations 127 – 112. At every cycle, the data is down shifted as a block of sixteen until the register bank is full. To deliver the data to the two 16-Pt FFT unit once again the hard-wiring and data self-alignment strategy used in the input unit has been employed. 
16-Pt FFT: There are two types of 16-Pt FFT implementation,  Type1 (4x4 decomposition) and Type2 (2x8 decomposition). Type1 contains two 4-Pt FFTs where each of the 4-Pt FFT is realized using radix-4 butterfly. On the other hand, Type2 contains four 2-Pt and one 8-Pt FFT. 
Resort Unit: The module  is used only for Type1. The resort module takes the data directly from the 2nd FFT in the 16-Pt FFT module and reorders it to form a set of 16 data 

Output Unit: The output unit consists of a complex bank of 128 registers and a 7-bit counter. The data is hard-wired into this register bank at every 8th  and (8-1)th  register position from the respective 16 point FFT modules and is down shifted at every clock cycle until the buffer is full. Once full, the buffer is emptied from the 0th register while continuing down shifting of the data until it is empty. When the first sample is outputted the signal data_out is asserted high and is held high until the buffer is exhausted.  
4. Implementation and Performance evaluation
Both Type1 and Type 2 architectures described in the previous section have been coded in VHDL.  The results reported here are for 16bit datapath, however the design is generic in datapath width. The design was simulated using modelsimTM and was tested for functionality by giving various inputs. The outputs from the VHDL coded architecture are validated against a standard MATLAB FFT function. The architectures were synthesized using the Synopsys tools. Synopsy’s Prime PowerTM was used to estimate the power consumption.  For a two datapath (DP) solution the parallel-to-parallel 128-Pt FFT is performed in 37 and 22 clock cycles for Type1 and Type2 respectively. From the first order analysis, it is found that the Type1 architecture is not power efficient, therefore, only two datapath architecture  is implemented for Type1.  In this section we compare the two datapath case for Type1 and  Type2.  The results for 2-DP architecture are shown in Table 2. The  increased power consumption of the Type1 is due its higher frequency  of operation. That is,  the first architecture takes 37 clock cycles to complete the FFT computation 312.5, therefore, it has to  be run at much higher frequency, hence the increased power consumption.

Table 2. Comparison of Type1 and Type2 implementation for a 2-datapath Implementation

	Parameters
	Type1
	Type2

	Area (mm2)
	3.44
	3.86

	No of clock cycles for FFT computation
	37
	22

	Frequency when it meets Wireless LAN standard
	125MHz
	71.4MHz

	Maximum frequency (MHz)
	275 MHz
	275MHz

	Total Power Consumption
	198.9 mw
	121.1mw


  The highest power consuming block is the complex constant  multiplier block which takes about 40 percent of the total power consumption.  In Type2 the increased power consumption of  16 point FFT block is due to the complete parallel implementation of the  
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, however it helps to reduce the overall  number cycles required for the 128-Pt FFT computation.  Since Type2 two datapath architecture takes only 22 clock cycle for the computation it can run at much lower frequency compared to Type1, while meeting the standard specification. That is the main reason for the lower power consumption of the Type2, however,  it takes more area to implement. In a nutshell, it is clear that the Type2  version is more power efficient, therefore for optimal case exploration, we use only  architecture of Type2 which is explained in  next section. 
 4. 1  Area/Power Tradeoff
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Based on the 2-datapath results presented in the previous section,  it is concluded that Type 2 would give better results from power perspective, therefore, we have implemented 4, 8 and 16 datapath Type2  architectures. The clock frequencies, silicon area  and power  that correspond to each of the designs are tabulated in Table 3. Area is given in equivalent inverter gates. We have also included 2-datapath case as well for completeness.  For the four different cases the module level area is shown in Figure 3 and also module level power consumption is shown in Figure 4. It is important to note that for low datapath architectures the complex multiplier area dominates whereas as we increase the datapath the area of 16-Pt block  dominates. The module wise area for different datapath varies because we have different time constraints for each case.  When we increase the  datapaths from two to four there is only a 166K gate increase which is approximately 33% and the approximate reduction in power is  26%.  In the last part when we modify the paths from 8 to 16 there is  approximately 46% increase in area and  power also goes up by 38%. Figure 5 shows the normalized area/power  vs datapath graph.  The area almost linearly increases with  datapaths as shown, however, the power decreases as the number of datapath increases. But for 16 datapath the area is  unacceptably high and power goes up.  From the graphical analysis shown in Figure 5,  one can see that  the optimum case  is  a  8 parallel datapath architecture. As we see from the above discussion the  power of the design will depend on a number of factors and several alternatives to choose from.
Figure 3:  Module level Area  Comparison for Different Parallel  Datapaths  (Type2)
 Table 4 shows the comparison of the proposed architecture with other available 128 point FFT architectures. The proposals [10, 11] are not compared here because these are  implemented in relatively older technologies. We compare other architectures with our optimum case. Although the total power consumption of our optimum case is 76.9mw, the core power consumption is only 60.6mw. The input/output buffer  power consumption is 16.3 mw. The architectures  in [7, 8] do not include input/output buffer consumption, therefore we compare only the core power consumption in Table 4. Moreover the power consumption  for the design given in [8] is for 10 bit datapath. When we calculate the power consumption per bit is 77.6/10= 7.76mw, therefore for a 16 bit datapath the power consumption for their implementation would have been approximately 16
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7.66 = 124.16mw which is higher than 104.8 % our optimum case.
Figure 4:  Module level power comparison for different parallel  datapaths  (Type2)
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    Table 3. Datapath Analysis for Type 2 Architecture 

	Data Paths
	No. Clk Cycles for 128-Pt FFT 
	Clock

(MHz)
	Design size (inverter gates)
	Power
(mw) 

	2-DP
	22
	71.4 
	502K
	121.1

	4-DP
	14
	45.5 
	688K
	90.1

	8-DP
	10
	33.3
	968K
	76.9

	16-DP 
	8
	25.0
	1415K
	106.0


 Since this design is  a standard cell (CMOS technology) based approach, we have concentrated only on the power reduction in the architectural level. Since master counter is used to generate an enable signal for the modules at different time instants. We could easily  implement clock gating in the entire circuitry with no additional design effort. It is important to note that the reported power is without clock gating.  Furthermore, the technology library does not contain appropriate memory modules and thus we had to use register-based memory structure which occupies more silicon area and consumes more power compared to  memory-based  design.
Table 4.  The performance comparison of the proposed design with available 128 point FFT/IFFT implementations

	128 Point FFT
	[8]
	[7]
	Ours (8 DP)

	Word length
	10
	16
	16

	Uses memory
	yes
	yes
	No

	Technology 
	0.18u
	0.18u
	0.18u

	Power consumption
	77.6mw@110 MHz
	900mw

@132 MHz
	60.6mw
@33.3 MHz

	Max.  Clock
	250MHz
	219 MHz
	275 MHz
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Figure 5: Datapaths Vs Power/Area
5. ConclusionS
In this paper, we have shown that the designer has to take all the options into account so as to achieve an ‘optimal’  or a targeted low power architecture by judiciously incorporating additional datapaths into the design.  Furthermore, for the given algorithm all pseudo-parallel datapath architectures   for realizing 128-Pt FFT/IFFT processor for IEEE 802.15.3a standard have been explored. Block wise area and power consumption  are presented and it  sets a baseline for choosing an appropriate architecture for the designer,  given a area/power constraint. Moreover, the advantages and disadvantages of these low power architectures are analyzed in detail. The analysis demonstrated that with modest increase  in area one can achieve significant reduction in power. In our implementation, it is found that the Type 2 architecture with 8-datapath  implementation of the 128-Pt FFT performs much better in terms of power compared to 2, 4 and 16. The core power consumption with optimum  case is  60.6mw which is only less than  half of the latest reported 128-Pt FFT design in 0.18u technology.  Since the Type1  based architecture takes more clock cycles for computation, it is not attractive from a power perspective  while both type of architectures give significant reduction of algorithmic complexity compared to the existing schemes.  
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