
IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 56, NO. 2, MARCH 2007 575

A Turbo Detection and
Sphere-Packing-Modulation-Aided

Space-Time Coding Scheme
Osamah Rashed Alamri, Bee Leong Yeap, and Lajos Hanzo, Fellow, IEEE

Abstract—A recently proposed space-time block-coding (STBC)
signal-construction method that combines orthogonal design with
sphere packing (SP), referred to here as STBC-SP, has shown
useful performance improvements over Alamouti’s conventional
orthogonal design. In this contribution, we demonstrate that
the performance of STBC-SP systems can be further improved
by concatenating SP-aided modulation with channel coding and
performing demapping as well as channel decoding iteratively.
We also investigate the convergence behavior of this concatenated
scheme with the aid of extrinsic-information-transfer charts. The
proposed turbo-detected STBC-SP scheme exhibits a “turbo-cliff”
at Eb/N0 = 2.5 dB and provides Eb/N0 gains of approximately
20.2 and 2.0 dB at a bit error rate of 10−5 over an equivalent-
throughput uncoded STBC-SP scheme and a turbo-detected
quadrature phase shift keying (QPSK) modulated STBC scheme,
respectively, when communicating over a correlated Rayleigh
fading channel.1

Index Terms—EXIT charts, iterative demapping, multidi-
mensional mapping, space-time coding, sphere packing, turbo
detection.

I. INTRODUCTION

THE ADVERSE effects of channel fading may be signifi-
cantly reduced by employing space-time coding invoking

multiple antennas [1]. Alamouti [2] discovered an appealingly
simple transmit-diversity scheme employing two transmit an-
tennas. This low-complexity design inspired Tarokh et al. [3],
[4] to generalize Alamouti’s transmit-diversity scheme using
the principle of orthogonal design to an arbitrary number of
transmit antennas. Since then, the pursuit of designing better
space-time modulation schemes has attracted considerable
further attention [5]. The concept of combining orthogonal
transmit-diversity designs with the principle of sphere packing
(SP) was introduced by Su et al. in [6]. Orthogonal transmit-
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diversity designs can be described recursively [7] as follows.
Let G1(x1) = x1I1, and let

G2k(x1, . . . , xk+1)

=
[
G2k−1(x1, . . . , xk) xk+1I2k−1

− x∗k+1I2k−1 GH
2k−1(x1, . . . , xk)

]

for k = 1, 2, 3, . . . , where x∗k+1 is the complex conjugate of
xk+1, GH

2k−1(x1, . . . , xk) is the Hermitian of G2k−1(x1, . . . ,
xk), and I2k−1 is a (2k−1 × 2k−1) identity matrix. Then,
G2k(x1, x2, . . . , xk+1) constitutes an orthogonal design of size
(2k × 2k), which maps the complex variables representing
(x1, x2, . . . , xk+1) to 2k transmit antennas. In other words,
x1, x2, . . . , xk+1 represent k + 1 complex modulated symbols
to be transmitted from 2k transmit antennas in T = 2k time
slots. It was shown in [6] that the diversity product quantifying
coding advantage2 of an orthogonal transmit-diversity scheme
is determined by the minimum Euclidean distance of the vectors
(x1, x2, . . . , xk+1). Therefore, in order to maximize the achiev-
able coding advantage, it was proposed in [6] to use SP schemes
that have the best-known minimum Euclidean distance in the
2(k + 1)-dimensional real-valued Euclidean space R

2(k+1) [8].
The results of [6] demonstrated that the proposed SP-aided
space-time block-coded (STBC) system of Section II, referred
to here as STBC-SP, was capable of outperforming the conven-
tional orthogonal-design-based STBC schemes of [2] and [3].

Iterative decoding of spectrally efficient modulation schemes
was considered by several authors [1], [9]–[11]. In [12], the em-
ployment of the turbo principle was considered for iterative soft
demapping in the context of multilevel-modulation schemes
combined with channel decoding, where a soft demapper was
used between the multilevel demodulator and the channel
decoder. In [13], a turbo-coding scheme was proposed for
the multiple-input–multiple-output (MIMO) Rayleigh fading
channel, where an additional block code was employed as an
outer channel code, while an orthogonal STBC scheme was
considered as the inner code.

Recently, studying the convergence behavior of iterative de-
coding has attracted considerable attention [14]–[24]. In order
to determine the Eb/N0 convergence threshold of randomly
constructed irregular low-density–parity-check (LDPC) codes

2The diversity product or coding advantage was defined as the estimated
gain over an uncoded system having the same diversity order as the coded
system [6].
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transmitted over the additive-white-Gaussian-noise (AWGN)
channel, the authors of [14] proposed the employment of a
density-evolution algorithm, which was also employed in [15]
and [16] for the sake of constructing LDPC codes capable of
operating at low Eb/N0 values. Signal-to-noise-ratio (SNR)-
based measures were used in [17] and [18] for studying the
convergence of iterative decoders, while the authors of [19]
investigated the convergence behavior of inner rate-one codes
based on a combination of SNR measures and mutual informa-
tion. In [20] and [21], ten Brink proposed the employment of the
so-called extrinsic-information-transfer (EXIT) characteristics
between a concatenated decoder’s output and input for describ-
ing the flow of extrinsic information through the soft-in/soft-out
constituent decoders. A tutorial introduction to EXIT charts can
be found in [23]. Additionally, several algorithms predicting
the decoding convergence of iterative decoding schemes were
compared in [24].

Motivated by the performance improvements reported in [6]
and [12], we propose a novel system that exploits the advan-
tages of both iterative demapping and decoding. The STBC-SP
demapper of [6] was further developed for the sake of accepting
the a priori information passed to it from the channel decoder
as extrinsic information. As a benefit of the proposed solution,
it will be demonstrated in Section VI that the proposed turbo-
detection-aided STBC-SP scheme is capable of providing
Eb/N0 gains of about 20.2 and 2.0 dB at a bit error rate
(BER) of 10−5 over the equivalent-throughput uncoded STBC-
SP scheme of [6] and over a turbo-detected quadrature phase
shift keying (QPSK)-modulated system based on the STBC
schemes of [2] and [3].

This paper is organised as follows. In Section II, a brief de-
scription of the orthogonal STBC design using SP modulation
is presented, followed by a system overview in Section III.
Section IV shows how the STBC-SP demapper is modified
for exploiting the a priori knowledge provided by the channel
decoder. Section V provides our EXIT chart analysis, while our
simulation results and discussions are provided in Section VI.
Finally, we conclude in Section VII.

II. ORTHOGONAL DESIGN WITH SP MODULATION

This section describes the STBC-SP scheme proposed
in [6], considering space-time systems employing two transmit
antennas, where the space-time signal is given by [2]

G2(x1, x2) =
[
x1 x2

−x∗2 x∗1

]
(1)

and the rows and columns of (1) represent the temporal and
spatial dimensions, corresponding to two consecutive time
slots and two transmit antennas, respectively. According to
Alamouti’s design [2], for example, x1 and x2 represent con-
ventional BPSK modulated symbols transmitted in the first and
second time slots and no effort is made to jointly design a
signal constellation for the various combinations of x1 and
x2. For the sake of generalizing our treatment, let us assume
that there are L legitimate space-time signals G2(xl,1, xl,2),
l = 0, 1, . . . , L− 1, where L represents the number of SP
modulated symbols. The transmitter, then, has to choose the

modulated signal from these L legitimate symbols, which have
to be transmitted over the two antennas in two consecutive time
slots where the throughput of the system is given by (log2 L)/2
bits-per-channel use. In contrast to Alamouti’s independent de-
sign of the two time slots’ signals, our aim is to design xl,1 and
xl,2 jointly, such that they have the best minimum Euclidean
distance from all other (L− 1) legitimate transmitted space-
time signals, since this minimizes the system’s error probability.
Let (al,1, al,2, al,3, al,4), l = 0, 1, . . . , L− 1 be phasor points
from the 4-D real-valued Euclidean space R

4, where each of
the four elements al,1, al,2, al,3, and al,4 gives one coordinate of
the two time-slots’ complex-valued phasor points. Hence, xl,1

and xl,2 may be written as

{xl,1, xl,2} =T (al,1, al,2, al,3, al,4)

= {al,1 + jal,2, al,3 + jal,4}. (2)

In the 4-D real-valued Euclidean space R
4, the lattice D4 is

defined as a SP having the best minimum Euclidean distance
from all other (L− 1) legitimate constellation points in R

4 [8].
More specifically,D4 may be defined as a lattice that consists of
all legitimate SP constellation points having integer coordinates
[a1 a2 a3 a4] uniquely and unambiguously describing the legit-
imate combinations of the two time-slots’ modulated symbols
in Alamouti’s scheme but subjected to the SP constraint of
a1 + a2 + a3 + a4 = k, where k is an even integer. Assuming
that S = {sl = [al,1 al,2 al,3 al,4] ∈ R

4 : 0 ≤ l ≤ L− 1} con-
stitutes a set of L legitimate constellation points from the lattice

D4 having a total energy of E
	
=

∑L−1
l=0 (|al,1|2 + |al,2|2 +

|al,3|2 + |al,4|2) and upon introducing the notation

Cl =

√
2L
E

G2(xl,1, xl,2), l = 0, 1, . . . , L− 1 (3)

we have a set of space-time signals {Cl : 0 ≤ l ≤ L− 1}
whose diversity product is determined by the minimum Euclid-
ean distance of the set of L legitimate constellation points in S.

III. SYSTEM OVERVIEW

The schematic of the entire system is shown in Fig. 1, where
the transmitted source bits are convolutionally encoded and
then interleaved by a random-bit interleaver. A rate R = 1/2
recursive systematic convolutional code was employed. After
channel interleaving, the SP mapper first maps B channel-
coded bits b = b0,...,B−1 ∈ {0, 1} to an SP modulated symbol
s ∈ S such that we have s = mapsp(b), where B = log2 L.
The STBC encoder then maps the SP modulated symbol s
to a space-time signal Cl =

√
2L/E G2(xl,1, xl,2), 0 ≤ l ≤

L− 1 using (1) and (2). Subsequently, each space-time signal is
transmitted over T = 2 time slots using two transmit antennas.

In this treatise, we considered a correlated narrowband
Rayleigh fading channel, based on the Jakes’ fading model [25]
and associated with a normalized Doppler frequency of fD =
fdTs = 0.1, where fd is the Doppler frequency, and Ts is the
symbol period. The complex fading envelope is assumed to be
constant across the transmission period of a space-time coded
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Fig. 1. Turbo-detection STBC-SP system.

symbol spanning T = 2 time slots. The complex AWGN of n =
nI + jnQ is also added to the received signal, where nI and
nQ are two independent zero-mean Gaussian random variables
having a variance of σ2

n = σ2
nI

= σ2
nQ

= N0/2 per dimension,
where N0/2 represents the double-sided noise power spectral
density expressed in watts per hertz.

As shown in Fig. 1, the received complex-valued symbols
are demapped to their log-likelihood-ratio (LLR) representa-
tion for each of the B coded bits-per-STBC-SP symbol. The
a priori LLR values of the demodulator are subtracted from the
a posteriori LLR values for the sake of generating the extrinsic
LLR values LM,e, and then, the LLRs LM,e are deinterleaved
by a soft-bit deinterleaver, as shown in Fig. 1. Next, the soft
bits LD,a are passed to the convolutional decoder in order to
compute the a posteriori LLR values LD,p provided by the
max-log MAP algorithm [26] for all the channel-coded bits.
During the last iteration, only the LLR valuesLD,i,p of the orig-
inal uncoded-systematic-information bits are required, which
are passed to a hard decision decoder in order to determine
the estimated transmitted-source bits. The extrinsic information
LD,e is generated by subtracting the a priori information from
the a posteriori information according to LD,p − LD,a, which
is then fed back to the STBC-SP demapper as the a priori
information LM,a after appropriately reordering them using
the interleaver of Fig. 1. The STBC-SP demapper exploits
the a priori information for the sake of providing improved
a posteriori LLR values, which are then passed to the channel
decoder and, in turn, back to the STBC-SP demodulator for
further iterations.

IV. ITERATIVE DEMAPPING

For the sake of simplicity, a system having a single-receive
antenna is considered, although its extension to systems having
more than one receive antenna is straightforward. Assuming
perfect channel estimation, the complex-valued channel-output
symbols received during two consecutive time slots are first
diversity-combined in order to extract the estimates x̃1 and

x̃2 of the most likely transmitted symbols xl,1 and xl,2 [2],
[1, pp. 400–401], resulting in

x̃1 =
(|h1|2 + |h2|2

) · xl,1 + ń1 (4)

x̃2 =
(|h1|2 + |h2|2

) · xl,2 + ń2 (5)

where h1 and h2 represent the complex-valued channel coeffi-
cients corresponding to the first and second transmit antenna,
respectively, and ń1 as well as ń2 are zero-mean complex
Gaussian random variables with variance σ2

ń = (|h1|2 +
|h2|2) · σ2

n. A received SP symbol r is then constructed from
the estimates x̃1 and x̃2, using (2) as

r = T−1(x̃1, x̃2) (6)

where r = {[ã1 ã2 ã3 ã4] ∈ R
4}. The received SP symbol r can

be written as

r = h ·
√

2L
E

· sl + w (7)

where h = (|h1|2 + |h2|2), sl ∈ S, 0 ≤ l ≤ L− 1, and w is
a 4-D real-valued Gaussian random variable having a covari-
ance matrix of σ2

w · IND
= σ2

ń · IND
= h · σ2

n · IND
, where

ND = 4, since the symbol constellation S is 4-D. According
to (7), the conditional PDF p(r|sl) is given by

p(r|sl) =
1

(2πσ2
w)

ND
2

e
− 1

2σ2
w

(r−α·sl)(r−α·sl)T

=
1

(2πσ2
w)

ND
2

e
− 1

2σ2
w

(∑4

i=1
(ãi−α·al,i)

2
)

(8)

where we have α = h · √2L/E, and (·)T represents the trans-
pose of a vector.
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The SP symbol r carries B channel-coded bits b =
b0,...,B−1 ∈ {0, 1}. The LLR-value of bit k for k = 0, . . . ,
B − 1 can be written as [12]

L(bk/r) = La(bk) + ln

∑
sl∈Sk

1
p(r|sl) · e

∑B−1

j=0,j �=k
bjLa(bj)

∑
sl∈Sk

0
p(r|sl) · e

∑B−1

j=0,j �=k
bjLa(bj)

(9)

where Sk
1 and Sk

0 are subsets of the symbol constellation S

such that Sk
1

	
= {sl ∈ S : bk = 1}, and likewise, Sk

0
	
= {sl ∈

S : bk = 0}. In other words, Sk
i represents all symbols of

the set S, where we have bk = i ∈ {0, 1}, k = 0, . . . , B − 1.
Using (8), we can write (9) as

L(bk/r)

=La(bk)

+ ln

∑
sl∈Sk

1
e

[
− 1

2σ2
w

(r−α·sl)(r−α·sl)T+
∑B−1

j=0,j �=k
bjLa(bj)

]

∑
sl∈Sk

0
e

[
− 1

2σ2
w

(r−α·sl)(r−α·sl)T+
∑B−1

j=0,j �=k
bjLa(bj)

]

=LM,a + LM,e. (10)

Finally, the max-log approximation of (10) is as follows:

L(bk/r)

=La(bk)

+max
sl∈Sk

1


− 1

2σ2
w

(r−α · sl)(r−α · sl)T+
B−1∑

j=0,j �=k

bjLa(bj)




−max
sl∈Sk

0


− 1

2σ2
w

(r−α · sl)(r−α · sl)T+
B−1∑

j=0,j �=k

bjLa(bj)


.

(11)

V. EXIT-CHART ANALYSIS

The main objective of employing EXIT charts proposed by
ten Brink [20], [21] is to predict the convergence behavior
of the iterative decoder by examining the evolution of the
input/output mutual-information exchange between the inner
and outer decoders in consecutive iterations. The application
of EXIT charts is based on two assumptions, namely, that upon
assuming large interleaver lengths, 1) the a priori LLR values
are fairly uncorrelated, and 2) the probability density function
of the a priori LLR values is Gaussian.

A. Transfer Characteristics of the Demapper

As shown in Fig. 1, the inputs of the SP demapper are
the noise-contaminated channel observations and the a priori
information LM,a generated by the outer channel decoder. The
demapper outputs the a posteriori information LM,p, subtracts
the a priori and, hence, produces the extrinsic information

LM,e, as shown in Section IV. Based on the aforementioned
two assumptions, the a priori inputLM,a can be modeled by ap-
plying an independent zero-mean Gaussian random variable nA

having a variance of σ2
A. In conjunction with the outer channel

coded and interleaved bits b ∈ {0, 1} of Fig. 1 or equivalently
x ∈ {−1,+1}, the a priori input LM,a can be written as [20]

LM,a = µA · x+ nA (12)

where µA = σ2
A/2, since LM,a is an LLR-value obeying

the Gaussian distribution [27]. The mutual information of
IAM

= I(X;LM,a), 0 ≤ IAM
≤ 1 between the outer coded

and interleaved bits x and the LLR values LM,a is used to
quantify the information content of the a priori knowledge [28]

IAM
=

1
2
·

∑
x=−1,+1

+∞∫
−∞

pA(ζ|X = x)

× log2

2 · pA(ζ|X = x)
pA(ζ|X = −1) + pA(ζ|X = +1)

dζ. (13)

It was shown in [22] that the mutual information between the
equiprobable bits x and their respective LLRs L for symmetric
and consistent3 L-values always simplifies to

I(X;L) = 1 −
+∞∫

−∞
p(L|X = +1) · log2[1 + e−L]dL

I(X;L) = 1 − EX=+1

{
log2[1 + e−L]

}
. (14)

In order to quantify the information content of the extrinsic
LLR values LM,e at the output of the demapper, the mutual
information IEM

= I(X;LM,e) can be used, which could be
computed as in (13) using the PDF pE of the extrinsic output,
which requires the determination of the distribution pE by
means of Monte Carlo simulations. However, according to
[22], by invoking the ergodicity theorem in (14), namely, by
replacing the expected value by the time average, the mutual
information can be estimated using a sufficiently large number
of samples even for non-Gaussian or unknown distributions,
which may be expressed as [22]

IEM
= I(X;LM,e) = 1 −EX=+1

{
log2[1 + e−LM,e ]

}

≈ 1 − 1
N

N∑
n=1

log2[1 + e−x(n)·LM,e(n)]. (15)

Considering IEM
as a function of both IAM

and the Eb/N0

value encountered, the demapper’s EXIT characteristic is de-
fined as [20], [21]

IEM
= TM (IAM

, Eb/N0). (16)

3The LLR values are symmetric if their PDF is symmetric i.e., when we
have p(−ζ|X = +1) = p(ζ|X = −1). Additionally, all LLR values having
symmetric distributions satisfy the consistency condition [22]: p(−ζ|X =
x) = e−xζp(ζ|X = x).
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Fig. 2. SP demapper EXIT characteristics for different bits-to-SP symbol-
mapping schemes at Eb/N0 = 2.5 dB for L = 16.

Fig. 2 shows the EXIT characteristics of the SP demapper
in conjunction with L = 16 and different mapping schemes
between the interleaver’s output and the STBC encoder. As
expected, Gray mapping (GM) does not provide any itera-
tion gain upon increasing the mutual information at the input
of the demapper. However, using a variety of different anti-
Gray mapping (AGM) schemes [12] results in different EXIT
characteristics, as illustrated by the different slopes shown
in Fig. 2. The four different AGM mapping schemes shown
in Fig. 2 are specifically selected from all the possible mapping
schemes for L = 16 in order to demonstrate the different EXIT
characteristics associated with different bit-to-symbol mapping
schemes. There are a total of 16! different mapping schemes.
Both the GM as well as the various AGM mapping schemes
considered in this paper are detailed in Appendix.

B. Transfer Characteristics of the Outer Decoder

The extrinsic transfer characteristic of the outer channel
decoder describes the relationship between the outer channel
coded input LD,a and the outer channel decoded extrinsic out-
put LD,e. The input of the outer channel decoder is constituted
by the a priori input LD,a provided by the SP demapper. There-
fore, the EXIT characteristic of the outer channel decoder is
independent of the Eb/N0-value and, hence, may be written as

IED
= TD(IAD

) (17)

where IAD
= I(C;LD,a), 0 ≤ IAD

≤ 1 is the mutual
information between the outer channel coded bits c and the
LLR values LD,a. Similarly, IED

= I(C;LD,e), 0 ≤ IED
≤ 1

is the mutual information between the outer channel coded bits
c and the LLR values LD,e.

C. EXIT Chart

The exchange of extrinsic information in the system
schematic of Fig. 1 is visualized by plotting the EXIT character-
istics of the SP demapper and the outer RSC decoder in a joint
diagram. This diagram is known as the EXIT chart [20], [21].

Fig. 3. EXIT chart of a turbo-detected RSC channel-coded STBC-SP scheme
employing AGM-3 of Fig. 2 in combination with the outer RSC code and
system parameters outlined in Table I.

TABLE I
SYSTEM PARAMETERS

The outer RSC decoder’s extrinsic output IED
becomes the

SP demapper’s a priori input IAM
, which is represented on

the x-axis. Similarly, on the y-axis, the SP demapper’s ex-
trinsic output IEM

becomes the outer RSC decoder’s a priori
input IAD

.
Fig. 3 shows the EXIT chart of a turbo-detection-aided

channel-coded STBC-SP scheme employing the AGM-3 of
Fig. 2, in conjunction with the outer RSC code and the system
parameters outlined in Table I. Ideally, in order for the exchange
of extrinsic information between the SP demapper and the
outer RSC decoder to converge at a specific Eb/N0 value,
the extrinsic-transfer curve of the SP demapper recorded at the
Eb/N0 value of interest and the extrinsic-transfer-characteristic
curve of the outer RSC decoder should only intersect at a point
infinitesimally close to the IED

= 1.0 line. If this condition is
satisfied, then a so-called convergence tunnel [20], [21] appears
in the EXIT chart. The narrower the tunnel, the more iterations
are required for reaching the intersection point. Observe in
Fig. 3 that a convergence tunnel exists at Eb/N0 = 2.5 dB.
This implies that according to the predictions of the EXIT chart
shown in Fig. 3, the iterative decoding process is expected to
converge, and hence, a low BER may be attained at Eb/N0 =
2.5 dB. The validity of this prediction is, however, dependent
on how accurately the two EXIT-chart assumptions outlined
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Fig. 4. Decoding trajectory of turbo-detected RSC channel-coded STBC-SP
scheme employing AGM-3 in combination with the outer RSC code and system
parameters outlined in Table I and operating at Eb/N0 = 2.5 dB with an
interleaver depth of D = 106 bits after ten external joint iterations.

at the beginning of Section V are satisfied. These EXIT-chart-
based convergence predictions are usually verified by the actual
iterative decoding trajectory, as will be discussed in Section VI.

VI. RESULTS AND DISCUSSION

Without loss of generality, we considered a SP modulation
scheme associated with L = 16 using two transmit and a sin-
gle receiver antenna in order to demonstrate the performance
improvements achieved by the proposed system. All simulation
parameters are listed in Table I.

Since the space-time signal, which is constructed from an
orthogonal design using the SP scheme of (3), is multiplied
by a factor that is inversely proportional to

√
E, namely, by√

2L/E, it is desirable to choose a specific subset of L = 16
points from the entire set of legitimate constellation points
hosted by D4, which results in the minimum total energy.
It was shown in [8] that there is a total of 24 legitimate symbols4

hosted by D4 having an identical minimum energy of E = 2.
We used a computer search for determining the optimum choice
of the L = 16 points out of the possible 24 points, which
possess the highest minimum Euclidean distance, hence min-
imizing the error probability.

Fig. 4 illustrates the actual decoding trajectory of the turbo-
detected RSC channel-coded STBC-SP scheme of Fig. 3 at
Eb/N0 = 2.5 dB and using an interleaver depth of D = 106

bits. The zigzag-path shown in Fig. 4 represents the actual
EXIT between the SP demapper and the outer RSC channel
decoder. Since a long interleaver is employed, the assumptions
outlined at the beginning of Section V are justified, and hence,
the EXIT-chart-based convergence prediction has been attained.

4In simple terms, the sphere centered at (0, 0, 0, 0) has 24 spheres around it,
centered at the points (+/ − 1, +/ − 1, 0, 0), where any choice of signs and
any ordering of the coordinates is legitimate [7, p. 9].

Fig. 5. Decoding trajectory of turbo-detected RSC channel-coded STBC-SP
scheme employing AGM-3 in combination with the outer RSC code and system
parameters outlined in Table I and operating at Eb/N0 = 2.5 dB with an
interleaver depth of D = 103 bits after ten external joint iterations.

Fig. 6. Achievable extrinsic information of turbo-detected RSC channel-
coded STBC-SP scheme employing AGM-3 in combination with the outer RSC
code and system parameters outlined in Table I and operating at Eb/N0 =
2.5 dB with different interleaver depths after ten external-joint iterations.

However, the decoding trajectory shown in Fig. 5 is different
from the EXIT-chart prediction, because a shorter interleaver
length is used. The achievable IED

associated with employ-
ing different interleaver lengths is demonstrated in Fig. 6.
The BER curves of the schemes characterized in Fig. 6 are
shown in Fig. 7 when using ten external joint iterations,
demonstrating the achievable BER difference at Eb/N0 =
2.5 dB when increasing the interleaver length to D = 106 bits.
Additionally, observe the turbo cliff taking shape at Eb/N0 =
2.5 dB upon increasing the interleaver length.

Fig. 8 compares the performance of the proposed
convolutional-coded STBC-SP scheme employing AGM-3 and
GM against that of an identical-throughput 1-bit-per-symbol
(1BPS) uncoded STBC-SP scheme and a conventional or-
thogonal STBC design, as well as against an RSC-coded
QPSK modulated STBC scheme when communicating over a
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Fig. 7. Performance comparison of AGM-3-based RSC-coded STBC-SP
schemes in conjunction with L = 16 against an identical-throughput 1BPS
uncoded STBC-SP scheme using L = 4 and against Alamouti’s conventional
G2-BPSK scheme, after ten external-joint iterations and using different inter-
leaver depths. The remaining system parameters are listed in Table I.

Fig. 8. Performance comparison of AGM-3(1) and GM(2)-based RSC-coded
STBC-SP schemes in conjunction with L = 16 against an identical-throughput
1BPS uncoded STBC-SP scheme(3) using L = 4 and against Alamouti’s
conventional G2-BPSK scheme(4), as well as against an RSC-coded QPSK
modulated STBC scheme(5) when employing the system parameters outlined
in Table I and using an interleaver depth of D = 106 bits.

correlated Rayleigh fading channel. An interleaver depth of
D = 106 bits was employed, and a normalized Doppler fre-
quency of fD = 0.1 was used. The QPSK modulated STBC
system employs a set-partitioning mapping scheme reminiscent
of Trellis-coded modulation [29]. Observe in Fig. 8, by com-
paring the two GM STBC-SP curves, that no BER improve-
ment was obtained when ten turbo-detection iterations were
employed in conjunction with GM, which was reported also
in [12] and evident from the flat curve of the GM in Fig. 2.
By contrast, AGM-3 achieved a useful performance improve-
ment in conjunction with iterative demapping and decoding.
Explicitly, Fig. 8 demonstrates that a coding advantage of about
20.2 dB was achieved at a BER of 10−5 after ten iterations by
the convolutional-coded AGM-3 STBC-SP system over both
the uncoded STBC-SP [6] and the conventional orthogonal
STBC design-based [2], [3] schemes for transmission over the
correlated Rayleigh fading channel considered. Additionally,

TABLE II
BIT MAPPINGS FOR THE GM AND THE FOUR DIFFERENT AGM SCHEMES

INTRODUCED IN SECTION V FOR STBC-SP SIGNALS OF SIZE L = 16

coding advantages of approximately 3.2 and 2.0 dB were
attained over the 1BPS-throughput RSC-coded GM STBC-SP
and the RSC-coded QPSK modulated STBC schemes, respec-
tively. The employment of SP of size L = 16, as opposed to
QPSK, would double the number of metrics to be computed in
the demapper.

VII. CONCLUSION

In this paper, we proposed a novel system that exploits the ad-
vantages of both iterative demapping and turbo detection [12],
as well as those of the STBC-SP scheme of [6]. Our investiga-
tions demonstrated that significant performance improvements
may be achieved when the AGM STBC-SP scheme is com-
bined with outer channel decoding and iterative demapping, as
compared to the GM-based systems. Subsequently, EXIT charts
were used to search for the optimum bit-to-symbol mapping
schemes that converge at the lowest possible Eb/N0 values.
Several STBC-SP mapping schemes covering a wide range
of extrinsic transfer characteristics were investigated. When
using an appropriate bit-to-symbol mapping scheme and ten
turbo-detection iterations, an Eb/N0 gain of about 20.2 dB was
obtained by the convolutional-coded STBC-SP scheme over
the identical-throughput 1BPS uncoded STBC-SP benchmarker
scheme of [6].

APPENDIX

GM AND AGM SCHEMES FOR SP MODULATION

OF SIZE L = 16

In this Appendix, GM and the four different AGM schemes
introduced in Section V for STBC-SP signals of sizeL = 16 are
described in detail. More specifically, for all mapping schemes,
constellation points of the lattice D4 are given for each integer
index l = 0, 1, . . . , 15. Observe that all mapping schemes use
the same 16 constellation points from the entire set of 24 points,
which were selected by finding the highest minimum Euclidean
distance, as described in Section VI. The normalization factor
of these constellation points is

√
2L/E = 1, where E is as

defined in Section II. The constellation points corresponding
to each mapping scheme are given in Table II.
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