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Abstract—In this contribution projection approximation sub-  different carrier frequencies, which results in indeperilye
space tracking using deflation (PASTD) is investigated in the fading channels for the UL and DL. By contrast, in the
context of MIMO transmit preprocessing systems by exploiting  Tpp mode. the UL and DL transmissions ensue at the same
the specific property of Time Division Duplexing (TDD) tech- - ’
niques that the uplink and downlink channels are similar, since carrier frequency. Hence the UL and _DL Channel‘?’ t?nd to fade
they both use the same carrier frequency. Hence the channel together and therefore can be considered as similar [8]. We
estimated from the received signal can also be used for transmit will exploit this similarity of the UL and DL channels of the
preprocessing. More explicitly, based on the received signal, the TDD mode in this paper.

PASTD algorithm is used for tracking both the left and the  Tng cg) required at the transmitter can be obtained with the
right singular vectors of the MIMO channel matrix, which are . o . .
required by eigenmode transmissions, instead of periodically ,a'd of the side-information .contrc-)l channel from the rgeew
reestimating the MIMO channel matrix and performing the = in the FDD mode. Alternatively, it can be directly estimated
singular value decomposition (SVD), which would impose a high on the basis of the received signal's quality and exploited b
computational complexity. A specific deficiency of the family of the transmitter in the TDD mode.

subspace tracking algorithms is their phase ambiguity imposed Channel estimation (CE) followed by singular value de-

by the the non-unique nature of the SVD, which is resolved in . SVD) is invoked. wh . de t o
this treatise by employing differential encoding. The efficiency COMPOsion (SVD) is invoked, when eigenmode transmissions

of the proposed subspace tracking scheme is demonstrated byareé employed [10], which potentially imposes a high com-
our performance results, indicating that the advocated technige putational complexiy. Instead of estimating the entire NOM
preforms within 1dB from the BER curve of the perfect channel  channel matrix and then additionally implementing SVD,
estimation aided benchmarker. it was claimed in [11], [12] that subspace tracking based
algorithms may result in lower computational complexity in
the context of eigenmode transmissions.

In the family of subspace tracking algorithms, the so-chlle

Due to the emerging high demand for supporting novefojection approximation tracking combined with deflation
multimedia applications, next generation wireless systamre (pASTD) [13] has been shown to be applicable in diverse
expected to support higher data rates. When employing mulitenarios [14], [15]. Hence, in this paper PASTD algorithm

ple antennas at both the transmitter and receiver, multiplet js employed for subspace tracking in a MIMO-aided TDD
multiple output (MIMO) systems have the potential achigvinsystem_

a high transmission rate than their traditional single tnpu
single output (SISO) counterparts [1]. I

) ) . . MIMO T RANSMISSIONMODEL
MIMO systems have attracted intensive research mterestsC id havi . a7 .
during the last decade [1]-[3]. In the absence of chann&t sta onsider a system haviny/r transmitter and\/, receiver

information (CSI) at the transmitter, space time coding [ ntennas subjected to a flat-fading channel between any pair

or spatial multiplexing [5], [6] constitue prime candidatir f trans_mltter and receiver antennas. Then the recehgd

MIMO transmission. However, when the CSI is available &imensional symbol vectoy can be expressed as

both the transmitter and the receiver, a more sophisticated y = Hx+n, (1)

technique refered to as eigenmode transmission [7] candzk us ) ) ) ]

for decomposing the MIMO channel into several independe¥ffiere x is the Mr-dimensional transmitted symbol vector

SISO subchannels, which involves the singular value decoffld H is an (Mg x Mr)-dimensional complex channel

position (SVD) of the MIMO channel matrix. In this case ndnatrix with the (i, j)th element being the fading channel

joint detection is needed and the resultant single-antbasad Petween theith receive andjth transmit antennas. Finally,

detection algorithm becomes rather simple. n is the Mpr-dimensional AWGN vector having a zero-mean
The third-generation (3G) wireless systems support tv?é‘dE(nnH) = oLy, Herely is an(M x M)-dimensional

different modes, namely frequency division duplexing (RDDdentity matrix.

and time division duplexing (TDD) [8], [9]. In the FDD mode, !f the rank ofH is assumed to be (¢ < min(M, N)), the

the uplink (UL) and downlink (DL) signals are transmitted ap VD Of the channel matrid is given by
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whereU is an (Mg x Mg)-dimensional unitary matrix sat- we assume that the system supports a single user. Then the
isfying UZU = I,,, andV is an (Mr x Mz)-dimensional Mpg-dimensional received symbol vectgy; (k) of the DL and
unitary matrix having the property & 7V = I,,.., while A  the Mr-dimensional received symbol vectgy; (k) of the UL

is an(Mg x Mr)-dimensional matrix andly; is an(M x M)- can be expressed as

dimensional identity matrix. In the second line of (2),

is a (¢ x ¢)-dimensional diagonal matrix having diagonal Ya(k) = Ha(k)xa(k) +na(k), )
elements ofA; > Ay---A,_1 > Ay, which are the singular
values of H. Furthermore, in (2) we portrayell and V yu(k) = Hy(k)xu(k) +nu(k), (5)

in form of two components, wher&J, is an (Mz x q)-
dimensional matrix constituted by the firgstcolumns ofU,
which span the column-space Bf and V is an (M7 x p)-
dimensional matrix formed by the firgtcolumns ofV, which
span the row-space dfl. Still referring to (2), U, is an
[Mr x (Mg — q)]-dimensional matrix, which is orthogonal
to U,, while spanning the null space & and V,, is an
[Mp x (Mr — ¢)]-dimensional matrix that is orthogonal ¥,

and spans the left null space Hf B(numy) = on, Ty
. A ’ . i h L DL ti | f a TDD link -
If the channel matrixH is known at both the transmitter Since the UL and tmeslots of a Ink are trans

_mitted on the same carrier frequency, the UL and DL channel

and receiver, the so-called eigenmode transmission regi Strices may be assumed to be identical, provided that the
of [7] can be invoked to decompose the MIMO chann oppler frequency is sufficiently low and hence the corre-

|tnto ort.?[ogonzzl subghannels byt.aplplyll’_ﬁglsd.and U. at the sponding channel impulse response (CIR) does not change
ransmitter and receiver, respectively, yielding dramatically during the time between the UL and DL time

wherex; (k) is an Mp-dimensional DL symbol vector trans-
mitted from the BS to the MS, whilex,; (k) is an Mg-
dimensional UL symbol vector transmitted from the MS to the
BS. FurthermoreH (k) is the DL channel matrix anH,,; (k)

is the UL channel matrix. Moreoven; (k) is the DL AWGN
noise vector having a zero-mean af@ngn%) = o2 In,,

n,; (k) is the UL AWGN noise vector having a zero-mean and

y = Uly slot. Hence we have
= UJ(HVx+n) H,(k) = HE(k). (6)
= AR+, ®3)

Upon substituting (6) into (5), we arrive at
wherex is a g-dimensional transmitted symbol vector, while T
i = Ufn is a g-dimensional noise vector, which has the Yu(k) = Hg(k)xu (k) +nu(k). @

same statistical properties 8, i), becauseU’ is a unitary The transmitted symbol vector,; is conjugated before trans-

matrix. o . _ mission, as proposed in [11]. In this case, we obtain
As an explicit benefit of using the SVD, the known channel

matrix H is finally decomposed intg independent orthogonal ya(k) = HL(k)x} (k) +ny (k). (8)
subchannels, each of which has a channel gaim\,ofind
this transmit preprocessing regime is referred to as eigelem
transmission [7].

As a further simplication, it was shown in [11] that high- yi (k) = HE(E)xu(k) +nk (k). 9
integrity reception can be achieved, if we opt for transnmtt )
in a limited number ofp (1 < p < ¢) subchannels having According to (2), the SVD otiy can be expressed as

Furthermore, the received symbol vector is conjugated #is we
hence we have

channel gains of\; > \,--- > ), for achieving a high Ag. O \'%
throughput, while meeting the specific target BER perfor- ~ Har = [Ua, Ua,] { o o } { vir } , (10)
mance. "

Another potential advantage of eigenmode transmissi¥fereUa, is an(Mp x g)-dimensional unitary matrix, while
is that only the left singular vectors d0, and the right Vau. isan(Mr x g)-dimensional unitary matrix. Furthermore,
singular vectors ofV, are needed, as we can see in (3Y\d. IS a(qxg)-dimensional diagonal matrix with its diagonal
Hence it is intuitively appealing to invoke algorithms, whi €lements given byA; > Ay---A;1 > A, which are the
estimate or update the singular vectors only [11], [12]éest Singular values ofLy. Accordingly, the SVD offf” is given
of estimating the entire MIMO channel matrid and then by

additionally implementing the SVD, which would inevitably A 0 Ut
. . h . HH — [V vV } dlg dls (11)
impose a high computational complexity. dl diy Vi, 0 0 vl |-

lIl. TDD MIMO T RANSMISSIONM ODEL When eigenmode transmission is used for the sake of

avoiding interference among the transmitted data symbols,

DD de. In thi lovi h TDthe p-dimensional transmitted symbol vectdtg, andx,,; are
or mode. In this paper, we assume employing the P\ultiplied by Vg, and Uy, given by the firstp columns

mode. Co_nS|der a TDD system usingr antenna_ls at the of V4, and Uy, respectively, before their transmission.
base station (BS) and/i antennas at the mobile stationy

coding to (3), we obtain
(MS), encountering a flat-fading channel between any pair o? gto(3)
transmitter and receiver antennas. Furthermore, for siihpl ya(k) = Ha(k)Va,,Xa +na(k), (12)

A full-duplex MIMO link may be created using either FDD



* - H ~ Operation procedure of PASTD algorithm
yuk) = Hyg®)Ua, X +nak).  13) | im=y
. % Fori=1,2,---,p, Do
The resultant received symbol vectogs; and y;, are ri(k) = wilk — 1)y:(k): prejection operation
multiplied by the matrlceijgw and Vgsp, respectively, for di(k) = Bd;(k — 1) + |r;]?;
the sake of avoiding interference among the transmitted dat ei(éfk)): yi(k(:;c_ Vl‘f)z(f —(Qﬁi(’?)’;)/d (©)]: updating e .
. . w;(k) =w;(k— e;(k)[r; i (t)]; updating eigenvectors
symbols. Finally, we obtain Vorr (k) = yi(k) — wa(k)ri(k); deflation
TABLE |
Ya(k) = UZ, (K)yai (k) THE PASTDALGORITHM DESIGNED FOR TRACKING THE SIGNAL
_ Adl (k)idl(k’) + UH (k)ndl(kﬁ) (14) SUBSPACE COMPONENTS OF THE RECEIVED SIGNAL VECTORy;
- P dlsp ’
Yulk) = Vi, (k)yuk)

= H
= Aa, (k)X (k) + Vi, (F)nw(k),  (15)  termed as the noise subspace, which is orthogonal to thalsign

where Ay, is a (p x p)-dimensional diagonal matrix havingSubspace [12], [14]. _ _
A1 > Aa--- A, 1 > ), as its diagonal elements. As we can We can see from our discussions above that the eigenvectors
see,_only the mat_ri>Udl has to be known at the MS, whilein Ug, also consist of the orthonormal basis vector of the
the matrixV g is used for preprocessing at the BS. column-space oHy. Moreover, when the vectayq of re-

The mat,icegUdl ~and V,_ can be obtained by SVD ceived symbols becomes available, so-called subspadérngac
of the channel matrip>Hdl. Howg:ver, this requires estimating2!g0rithms can be used to track the orthonormal basis v&ctor
the channel matrix first, then implementing the SVD, whichf Udlfpv which spans the column-spaceﬂt
improses a high computational complexity. Observe in (9) to Similarly, when the vectoryy, of received symbols be-
(15) however, that only the subspace matritgs,, andV ., comes available, the eigenvectors Wy;,, can be tracked

are required instead of the knowledge of the entire chan@ Well, which spans the row-space Hi. Upon obtaining
matrix. the corresponding left and right singular vectors f the

Let us continue by considering the DL transmission in mo@genmode MIMO-aided transmission regime described above
detail. More explicitly, our goal is to obtain the matrice§an be employed.

Uy, andV,;_, without estimating the channel matf and In the family of different subspace tracking algorithmsg th
without performing the SVD oH. Upon substituting (10) into Projection Approximation Subspace Tracking techniquegisi
(12), we obtain deflation (PASTD) [13] stands out as one of the most popular
- algorithms. In the next section, the PASTD algorithm will be
va = [Ua Ul { Aa, O } { Vg}s ]les %4 + ng. briefly described in the context of tracking the elements of
0 0 Vi, i Ug,,. The same algorithm can also be used for tracking the

(16) elements ofV .

The autocorrelation matrix of the vectgry; of received
symbols is given by IV. PASTD SUBSPACETRACKING [13]

The PASTD algorithm of [13] designed for signal sub-
space tracking is summarized in Table |, wherg(k) is
Let the total average transmit powBrbe a constant and let usthe kth Mg-dimensional received signal vector generated for
allocate an equal power to each nonzero subchannel in (1B). transmission, whiled;(k) represents the exponentially
Then we obtain the autocorrelation of thelimensional vector weighted estimate of théh eigenvalue andw;(k) denotes

Rde = E[Ydly{iﬂ = HdlvdlspR;{dl VgspHg + on L. (17)

e¥e)

x4 of transmitted symbols as follows the estimate of theth eigenvector at théth time instant.
P Furthermore,5 (0 < 8 < 1) represents the forgetting factor.
Rg, = ERaXl] = Elp. (18) Table | summarizes the operations of the PASTD algorithm,

which is based on the so-called deflation technique [13] and
Hence, following a few further manipulations, (17) can bgs basic philosophy is that of the sequential estimation of
written as the so-called principal components [13]. The most dominant
£A3l + gﬁdl 0 Ui eigenvector is updated first by applying the PAST algorithm
[Ua, Ua, )| 7 16 o2 } { Ugs } » at the 1st iteration [13]. Then the projection of the current
t "(19 signal sample vectoy 4 (k) onto this eigenvector is removed
from y 4 (k) itself. Now the second most dominant eigenvector
whereU 4, is constituted by, eigenvectors oR,, associated becomes the most dominant one in the updated signal vector
with the ¢ largest eigenvalue$§/\% +o02 ) > (f)\g + and hence can be extracted in the same way as outlined

ng;
op,) = (%)\3 + 02,,) of Ry . The space spanned byabove. This procedure is applied repeatedly, until all réesi
the columns ofUy;,_ is referred to as the signal subspacesigencomponents have been estimated.
while Uy, consists of(Mpr — ¢q) number of eigenvectors of  Since the deflation [13] technique results in a strong loss of
R, , related to(Mgr — ¢) number of eigenvalue&;ﬁdl} of orthonormality between the singular vectors [13], the Gram

R, . Finally, the space spanned by the columndllf, is Schmidt orthonormalization [16] technique is invoked for

R
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mﬂmgg g; :ZE{,E&;@:%&?T 3 allows us to exploit the channel knowledge over a longer
Normalized maximum Doppler frequengy,Zs | 0.001 period, resulting in a higher forgetting factor. Beyond the
Forgetting factor3 in Section IV 0.95 optimum value of3, more than necessary past channel output
TABLE Il samples are invoked, therefore the correlation betweenrr a fa
PARAMETERS FOR THEPASTDALGORITHM IN TDD MODE distant channel sample and the current one is low and hence

the effects of the noise imposed by a distant noisy sample
on the correlation becomes more dominant, which actually
degrades the algorithm’s performance. We can also see for

reorthogonalizing the signal subspace after each update. SNR=-10dB and—5dB that the optimum forgetting factor is

The variablesl; (0) andw;(0) have to be initialized, as seen@roundf = 0.95, while for SNR=0dB it is around0.90. The
in Table | . Specifically, the SVD of the first/ vectors of the €2S0N behind this may be attributed to the observation that

received symbols are used for the initializationdf0) and Or 1ower SNRs a higher number of noisy samples may be

w;(0) [14]. needeq to m|t|ga_te the e_ffects of the noise and_hence a higher
Since the singular vector generated according to (2) can [9&9€tting factor is required. By contrast, for higher SNis

different up to a complex-valued coefficient of unit normJj11 '0Wer number of noisy samples is sufficient for mitigating th

it may cause phase ambiguity [11], which can be resolved #ffects of noise, which results in a lower forgetting factor

example by differential encoding, leading to differenplase

shift keying (DPSK) modulation [11].

1
V. PERFORMANCERESULTS [0 —— UL Tracked
Having described the TDD system and the PASTD algo- o O — UL Perfect
rithms in Section IV, in this section our simulation residte E
provided in order to characterize the attainable perfogaan 10? BN
of PASTD subspace tracking in the context of a TDD system. & =
Furthermore, differential BPSK modulation is used. mm,a \‘:
LN
10* =
1
= == 10° AN
-10 -5 5
10t ra SNR (dB)
——
102 4
% /,/ Fig. 2. BER versus SNR performance, when only the largesheidee is
aQ R =4 used for uplink transmission. The remaining parameters aresdahee as in
10 = Table II.
10° g - gmg::éggB In Figure 2 the attainable BER performance is portrayed for
{ —— SNR=0dB different values of the SNR, when only the largest eigerealu
1095 085 09 055 10 is used for uplink transmission. The remaining parameters
Forgetting factop? are the same as in Table Il. We can see from Figure 2

that the achievable BER performance of PASTD subspace
tracking is similar to that achieved with the aid of perfect
Fig. 1. BER performance against the forgetting facfbintroduced in  channel knowledge. Observe, however that the BER differenc
Section IV, when only the largest eigenvalue is used forkpliansmission - het\een the perfect estimation based scenario and theettack
at different values of SNR. The remaining parameters are thee sas in . . . . L.
Table I scenario becomes higher upon increasing the SNR. This is
because the forgetting factor gf= 0.95 is not the optimum
In Figure 1 the achievable BER performance is plottecalue for higher SNRs, as seen earlier in Figure 1. The same
against the forgetting factos, when only the largest eigen-performance is observed for downlink transmissions bexaus
value is used for both the uplink and downlink transmissionthe uplink and downlink are similar.
respectively, at SNRs of10dB, —5dB and0dB. The remain-  In Figure 3 the achievable mean BER performance is plotted
ing parameters are the same as in Table Il. We can see fragainst the forgetting factg? introduced in Section IV, when
Figure 1 that for a given SNR, the BER slightly decreasdbe first two largest eigenvalues are used for UL transnissio
upon increasing the forgetting fact8r until an optimum point for different values of the SNR. The remaining parametegs ar
is reached. Beyond this point the BER increases relativdlye same as in Table II. We can see from Figure 3 that different
sharply upon increasing the forgetting factbrThis is because optimum forgetting factors are found for the different edu
for the low normalized Doppler frequency ¢f,,,7s = 0.001, of the SNR. The reason for this observation is the same as
the channel exhibits a high correlation for a long periodiclvh that stated earlier for Figure 1.
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Fig. 3. Mean BER performance against the forgetting fagtan Section
IV, when the first two largest eigenvalues are used for upliaksmission at

different SNRs. The remaining parameters are the same as ia Mabl
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B -
2 \ A Perfect 1st
" \:\\\ﬁ x —— Perfect 2nd
10 - . = & —— Perfect Mean
5 T —
o N X
w AN AN
o, A" MNAN
NN
L% N S—
s \ \E- A N
\ N8 Y
Y X\ B N
) \ A\
. NI\
10 -10 -5 0 10
SNR (dB)

Fig. 4. BER versus SNR performance, when the first two eigemgabre
used for uplink transmission. The remaining parameters aresahee as in

Table II.

V1. SUMMARY AND CONCLUSIONS

In this paper, PASTD subspace tracking aided MIMO trans-
mit processing techniques were investigated in the cortext
a TDD system. Since only the left or right singular vectors
of the channel matrix are required at transmitter and recgiv
respectively, for eigenmode transmission in the TDD mode,
PASTD subspace tracking can be used at both the transmitter
and receiver to acquire the required left and right singular
vectors without estimating the entire MIMO channel matrix
H. This operation is followed by SVD df, which typically
results in a high complexity. Furthermore, since the PASTD
subspace tracking technique is a blind algorithm, it impsov
the achievable spectral efficiency. A specific deficiency of
the family of subspace tracking algorithms is their phase
ambiguity imposed by the the non-unique nature of SVD,
which was resolved by employing differential encoding. Fi-
nally, the efficiency of the proposed scheme was verified by
our simulations.
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