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Abstract

Previous vessel segmentation methods mainly concentrate on the general structure, and often ignore the accuracy, smoothness and continuity of vessel boundaries. A water flow based method is proposed to solve the problem. It embodies the fluidity of water and hence can handle the complex topological changes of vessels. A snake-like force functional combining edge-based and region-based forces produces capability for both accuracy and range. Properties analogous to surface tension and adhesion are also applied so that the smoothness of the evolving contour and the ability to flow into narrow branches can be controlled. The technique has been assessed on synthetic and real images, and shows excellent detection performance and ability to handle noise.

1 Introduction

Accurate vessel structure analysis plays an important role in medical imaging since it is needed in many diagnoses like diabetic retinopathy and hypertension, where information such as vessel width, tortuosity and abnormal branching is required. Manual delineation of the vessels is ineffective especially when the number of images is large. Therefore, automatic analysis is needed.

Previous methods can be classified into two groups: model-based techniques and supervised ones. The former methods first set up certain criteria of vessels and then find the pixel response to these standards. Morphological properties such as width, linearity, connectivity, and Gaussian-like profile, together with the pixel attributes like intensity and gradient, are often used as the criteria. Finally, some identification processes are applied. The techniques include vessel tracking [10], morphological filtering [12], and locally adaptive thresholding [5,6]. Alternatively, supervised methods compute a feature vector for each pixel: Staal et al [11] compute it using the intrinsic property that vessels are elongated structures; Leandro et al [8] construct the vector by colour information and the wavelet transform response. The feature vectors are then classified by supervised classifiers which require manually labelled images for training.

Those methods primarily concentrate on the general vessel structure and ignore the accuracy, smoothness and especially the continuity of the boundaries. Active contours (snakes) can tackle these problems by considering an object boundary as a single, connected structure, and applying certain smooth-ness constraints. In vessel extraction, however, the classical snake is of limited use as it needs good initialization near the boundary and cannot handle topological changes. Snake energy functionals using region statistics or likelihood information [3, 4] have been proposed to overcome the initialization restriction. A common premise is to increase the capture range of the external forces to guide the curve towards the boundaries. For complex topology detection, several authors have proposed adaptive methods like the T-snake [9] based on repeated sampling of the evolving contour on an affine grid, and geometric active contours [2] where the planar curve is represented as a level set of an appropriate 2-D surface. Both methods detect complex shapes well, at the cost of significantly increased complexity.

This paper proposes a new feature extraction method based on water flow. Unlike the famous watershed method, which is based on mathematical morphology and is often combined with snakes [7] and region growing [1], the focus is now on the “water” itself rather than the “landscape” of images as the properties of water, like fluidity and surface tension, are suited to complex shape detection and hence vessel extraction. Combined by local region processing with binary decision processes, the technique has a low computation requirement. We first introduce the related physical principles and the framework of the method, and then define all the analogical factors. Finally, results both for synthetic and for real iris images are presented, which show the resolution of problems like topological changes, and good noise immunity.

2 Methodology

Water flow is a compromise between several factors: the position of the leading front of a water flow depends on pressure, surface tension, adhesion/capillarity. There are some other natural properties like turbulence and viscosity, which are ignored here. Image edges and some other characteristics that can be used to distinguish objects are treated as the “walls” terminating the flow. The final static shape of the water will describe the related object’s contour.

The flow is determined by pressure and the resistance. The relationship between the flow rate \( f_r \), the flow resistance \( R \) and the pressure difference, is given by:

\[
 f_r = \frac{(P_l - P_o)}{R} \tag{1}
\]

where \( P_l \) and \( P_o \) are pressure of the inflow and outflow, respectively. The pressure difference drives the flow and

\[
 f_r = AV_{\text{effective}} \tag{2}
\]
where $A$ is the cross-sectional area and $V_{\text{effective}}$ is the effective flow velocity. Hence the velocity can be related to force and resistance through equations (1) and (2).

There are small discontinuities or weak regions existent on the contours which may lead to “leakage” of water. Surface tension, which can form a water “film” to bridge gaps, is then applied to overcome the problem. An attractive force existing between water and walls, named adhesion is defined as the attractive force generated by image edges. It is adopted in the new technique to assist surface tension to bridge edge gaps and allow flow into narrow branches.

2.1 Framework of the operator

The new method has little dependence on the starting contour shape. The only limitation on initialization is that it cannot cross the target object’s boundaries. One pixel in the image is considered to be one basic unit of the water, and the pressure between an element and each of its neighbors is assumed to be the same. An adaptive source is assumed so that the water can keep flowing until stasis, where flow ceases. An inner element with symmetrical distribution of neighbors hence suffers zero resultant pressure. A water contour element, however, has asymmetrically distributed neighbors hence suffers non-zero resultant pressure. A water contour element, however, has asymmetrically distributed neighbors (possibly an additional adhesive force), thus has non-zero pressure difference which leads to a non-zero velocity by equations (1) and (2), and can move outwards. Hence only boundary elements are of interest.

The flow process is assumed to be made up of two separable steps. The first stage is acceleration: the contour element achieves a velocity due to the presence of the pressure difference (and any adhesive force). The next step is external movement where the moving element is now free from the influence from other water elements and suffers only external image forces. This is not consistent with the real flow process but is sufficient for the digital image analogy and greatly simplifies the algorithm.

The water element can move outwards in any direction for which the component of velocity is positive. However, only if the velocity in the direction is sufficiently large, can the element break through the image resistant forces and reach the new position. To reconcile the flow velocity with forces, dynamical formulae are used. We may compute the displacement of a contour element on each possible direction within a fixed time interval, which is similar to snake techniques. However, for simplicity and avoiding the interpolation problem, a framework like region growing and techniques. Nevertheless, for the sake of clarity, we set contour elements entries in $W$ as fixed negative values, like $-t$. Then, replacing $W$ in equation (5) with the new matrix $W'$ (note that the force should now be normalized by the possible maximum of $3+2t$), will give the driving force combined with surface tension. Here, we set $t=1$.

2.2 Flow driving force with surface tension

The flow driving force results from the pressure difference between water elements. Using a matrix $W$ to save the water information where a water element has a value one and others are all zeros, then the gradient of $W$ will give the information of pressure difference. As the potential flow in each direction will be examined separately, the component of each force is of interest. We have, for a particular direction $i$: $F_{Di} = -\nabla_i W$ (4)

where $\nabla_i$ is the component gradient in direction $i$ and $F_{Di}$ is the corresponding matrix saving the forces, respectively. We use a negative gradient when the gradient points from lower intensity (non-water) to higher one (water), and the driving force acts oppositely. Therefore, the driving force strength on direction $i$ at point $(x, y)$ is just the $(x, y)$th entry of $F_{Di}$.

From physics, the surface tension is decided by the temperature and the water itself. In this image analogy, it is defined as a constant attractive force between the contour elements. So in the previous convolution, we can just modify the water matrix with the contour position information so that the point will exhibit attractive forces.

This is done by setting contour elements entries in $W$ as fixed negative values, like $-t$. Then, replacing $W$ in equation (5) with the new matrix $W'$ (note that the force should now be normalized by the possible maximum of $3+2t$), will give the driving force combined with surface tension. Here, we set $t=1$.

2.3 Resistance to flow and the velocity

From equation (1) and (2), the flow velocity is inversely proportional to the resistance of water. In a physical model, the flow resistance is decided by the water, the flow channel and temperature etc. Since this is a physical analogy which offers great freedom in selection of parameter definitions, we can assign high resistance values for unwanted image attributes and low values to preferred ones. For instance, in iris vessel detection, if the vessels have relatively low intensity, we can define the resistance to be proportional to the intensity of the pixel. If we couple the resistance with the edge information, the process will become adaptive. That is, the edge response is strong, resistance would lower its influence at edge positions and the problem in balloon models [1], where strong driving forces may overwhelm “weak” edges, can be suppressed. We first write an equation of velocity by (1) and (2):

$$V_i = F_i / A \cdot R$$ (5)
where \( \mathbf{V}_t \) is the resulting flow velocity. The direction of \( \mathbf{V} \) is the same as the force \( \mathbf{F}_t \). In this paper, \( \mathbf{A} \) is set as a constant, and \( \mathbf{R} \) at position \((u, v)\) is determined by
\[
\mathbf{R}(u, v) = \exp(-k \cdot \mathbf{E}(u, v))
\]
where \( \mathbf{E} \) is the edge response matrix and \( k \) controls the fall of the exponential curve.

### 2.4 Image forces

The gradient of an edge response map is often defined as the potential force in active contour methods since it gives rise to vectors pointing to the edge lines [3]. This is also used here. The force is large only in the immediate vicinity of edges and always pointing towards them. The second property means that the forces at two sides of an edge have opposite directions. Thus it will attract water elements onto edges and prevent overflow. The potential force on a contour element \((x_t, y_t)\) is given by:
\[
\mathbf{F}_p = \nabla \mathbf{E}(x, y)
\]
where \( \nabla \mathbf{E} \) is the gradient of the edge map, and \((x, y)\) are the coordinates of the flow target because the potential force is presumed to act during the second stage of flow where the element has left the contour and is moving to the target.

Adhesion is defined as the attraction between water and adjacent vessel walls in physics. In the image analogy, it is determined by potential force based on an edge map with “flooded” positions set to zero. In this map, the edges that have been occupied by the water are ignored so that the edges are clipped. As water flows, vectors (forces) pointing from the flooded edges to the existent ones are generated iteratively and thus assist in flow to the reserved edge lines. The adhesion at contour point \((x_c, y_c)\) is defined as
\[
\mathbf{F}_a = \nabla \mathbf{D}(x, y)
\]
where \( \mathbf{D} \) is the edge map eroded by the flowing water. This equation effectively defines the attractive force from edges to the water. Therefore, even if the water has flowed onto an edge point, it can still move to the adjacent edges. This will thus help water flow into narrow branches, and “flood” small noise pixel clusters to give noise robustness.

The forces defined above work well as long as the gradient of edges pointing to the boundary is correct and meaningful. However, as with corners, the gradient can sometimes provide useless or even incorrect information. Unlike the method used in the inflation force [1] and T-snake [6], where the evolution is turned off when the intensity is bigger than some threshold, in the inflation force \( \mathbf{F}_a \) and T-snake \( \mathbf{R} \) Flow velocity \( \mathbf{V} \) can then be obtained through equation (5). If the velocity points towards the exterior of the water, the element is assumed to leave the original position. A unified image force \( \mathbf{F} \) provided by equations (7) and (11) is then turned on. The summation in equation (3) can be computed and the sign determines the result of the movement.

Defining \( m \) and \( S \) in equation (3) as constants, we can then present the new and detailed expression with parameters defined before:
\[
J = \lambda \left( \frac{(F_D + F_A) \mathbf{R}_A(x, y)}{2} + F \right)
\]
where \( \lambda \) is a regularization parameter set by users which controls the tradeoff between the two energy terms. It can be considered to be determined by the combination of mass \( m \), displacement \( S \) and area \( A \). Its value reflects smoothing of image noise. For example, more noise requires larger \( \lambda \). \( F_A \) and \( F_D \) are the scalar components on the movement direction of \( \mathbf{F}_A \) and \( \mathbf{F}_D \), respectively. A positive direction is defined from the origin to the target. The movement decision can be completely made by this operator since the term on the right hand side inside the brackets gives the velocity information and \( J \) corresponds to the ultimate kinetic energy. If the velocity component is greater than zero and if \( J \) is positive, the movement is said to be feasible and the target point will be flooded by water.
3 Experimental results

The new technique is applied to both synthetic and natural iris images, and noise analysis is also performed.

3.1 Synthetic images

A 512×512 test image was generated for performance evaluation according to chosen criteria: a) horizontal, vertical and diagonal branches are included; b) narrow and wide branches are presented, respectively; c) there is a circular pipe so that we get a curve with smoothly changing curvature; d) each half of the object has a different intensity so that weak edges exist between them. The image is suited to assess the operator’s ability in complex feature extraction. Noise immunity is tested by adding Gaussian and impulsive noise to the image. Figure 1 shows the evolution and the result.

The detection is successful in total, and the immunity to impulsive noise should be emphasized. It is very difficult for snakes and region growing approaches to deal with impulsive noise as the edge response is very strong. In figure 1(c) and (d), almost all the noise points inside the object are flooded, and the detected contour is reasonably accurate. The robustness to impulsive noise arises from the fluidity and the adhesion: water surrounds the small clusters of impulsive noise pixels, and the adhesive force given by the noise pixels attracts the water to flow inside the noise area. Thereby, unless the noise clusters are too large, the noise pixels will be flooded. The most significant failure shown by figure 1d) is the incomplete detection of the thinnest diagonal branch in the top right corner. This is because the branch is too narrow and a noise cluster “blocks” the pipe. In practical applications, this kind of gap will exist and makes the contour extraction to terminate early. Flow from multiple sources can be considered, to overcome the problem. In this simple case, as shown in figure 2, a new source is initialized inside the undetected area. It then fills the region and merges with the “main” part. Therefore a complete detection can be achieved.

3.2 Vessel detection in retinal images

Based on the eye fundus photos which are acquired by digital camera and are stored as true colour images, the performance of the operator in vessel detection is studied. The green channel, which is generally accepted as the one providing the greatest boundary information of vessels [1, 2, 3], is used here. Except for the difficulties brought by the irregular shapes of vessels, the images themselves have some problems as well, e.g., noise, uneven brightness and contrast (the closer to the centre, the better the quality), and some vessel features have very low contrast or inhomogeneous intensity. Therefore, image enhancement techniques are often used to improve the image quality before detection, but the process also increases the noise level. The water-flow method, however, is relatively immune to noise and hence can incorporate with image enhancement for pre-processing.

The flow is initialized at a point inside a vessel branch and ended at stasis. Figure 3 shows the progress. We can see that the new technique can handle problems like complex topological changes and noise. Moreover, the detected vessel is a single, connected structure which is superior to the previous algorithms.

From figure 3(d), we can see that the detection is not yet complete. Some of the vessels are not detected. The failure is due to the initialization restriction (vessels without existing connection to the detected “vessel system” will certainly be missed), or to the gaps in the branches. Some of the gaps are formed naturally and are meaningful as the ones formed by intersection of two vessels. The other gaps result from imaging factors such as the camera, lighting, and noise etc. To handle these problems, multi-source initialization, as in section 3.1, will be helpful. To show this, two new water “sources” have been added as indicated by figure 3(e), and the final result is shown in figure 3(f). The water from the upper source merged with the previously detected vessel structure which gives a more complete result. However, the lower one still stops at gaps. In that case, some gap-linking techniques could be applied to obtain continuous contours but
Figure 3: Vessel detection results where $\alpha=0.5$, $\lambda=1$, $k=50$. (a) – (d) indicates the flow from one branch to all the other connected vessels; two new water sources are added in (e) and (f) gives the final result with the three source

this will be studied in further applications. Automated multi-source initialization methods are often incorporated with techniques like region growing and are not invoked here.

4 Conclusions and Future work

This paper introduces a new water flow based feature extraction method, which successfully realizes the significant attributes of flow process: the fluidity, the surface tension and
the adhesion. The resistant force given by images is defined by a combination of object boundary and regional information. The problems of topological changes are settled whilst the attractive features of snakes like the smooth and continuous contour is retained. Noise immunity is also tested and the results are encouraging. Besides, the complexity is relatively low and hence is expected to be of potential use in practical applications. Here the application to vessel detection, where the previous algorithms often generate discontinuous and irregular contours, is studied and the detection is successful. A more thorough performance evaluation based on large datasets with possible extensions such as multi-seeded flow and gap-linking will be studied in future work.

Irregular contours, is studied and the detection is successful. A more thorough performance evaluation based on large datasets with possible extensions such as multi-seeded flow and gap-linking will be studied in future work.
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Appendix
The sums of integrations in equation (10) have to be modified due to the discrete nature of image pixels:

\[ F_1(C) + F_2(C) = \sum_{j=1}^{n_{ext}^{-1}} (u_j - \mu_{ext})^2 + \sum_{j=1}^{n_{int}^{-1}} (u_j - \mu_{int})^2 \] (A.1)

where subscript “0” means the state before movement, and \(u_i\) and \(u_j\) represent pixels inside and outside the water region respectively. After a single pixel flow, the numbers become \(n_{ext}+1\) and \(n_{int}-1\), respectively with corresponding changes in the statistics. By denoting the flooded pixel as \(u_n\), we can deduce the changes. For the external term, the new term is

\[
F_2'(C) = \sum_{j=1}^{n_{ext}^{-1}} (u_j - \mu_{ext})^2 + \sum_{j=1}^{n_{ext}^{-1}} (u_j - \mu_{ext})^2
\]

Denote \((u_n, \mu_{ext})\) as \(\Delta\), then \(\sum_{j=1}^{n_{ext}^{-1}} (u_j - \mu_{ext})^2 = -\Delta\) (since \(\Sigma_{j=1}^{n_{ext}^{-1}} (u_j - \mu_{ext}) = 0\)), and then we have:

\[
F_2'(C) = \sum_{j=1}^{n_{ext}^{-1}} (u_j - \mu_{ext})^2 + \frac{\Delta^2}{n_{ext} - 1} + 2 \Delta \frac{\Delta}{n_{ext} - 1} (-\Delta)
\]

\[
= \sum_{j=1}^{n_{ext}^{-1}} (u_j - \mu_{ext})^2 - \Delta^2 / (n_{ext} - 1)
\]

\[
= \sum_{j=1}^{n_{ext}^{-1}} (u_j - \mu_{ext})^2 - \Delta^2 / n_{ext} (n_{ext} - 1)
\]

The change to the external region is then \(-\Delta^2 n_{ext} / (n_{ext} - 1)\).

The coefficient is greater than 1, but for \(\Delta\), we have:

\[ u_n - \mu_{ext} = u_n - \frac{\sum_{j=1}^{n_{ext}^{-1}} u_j}{n_{ext}} - \frac{\sum_{j=1}^{n_{ext}^{-1}} u_j}{n_{ext}} \]

So the maximum of \(\Delta\) is achieved when \(u_n=1\) (normalized) and \(u_j=0\) for others. The external change should satisfy:

\[ C_{ext} = \frac{n_{ext}^{-1}}{n_{ext}} (u_n - \mu_{ext})^2 \leq \frac{n_{ext}^{-1}}{n_{ext}} \left( \frac{n_{ext}^{-1}}{n_{ext}} - 1 \right) < 1 \]

Similarly, we can derive the change of the internal factor caused by the movement, which is given by

\[ C_{int} = \left( \frac{n_{int}}{n_{int}+1} \right) (u_n - \mu_{int})^2 \]

The sum of the two changes gives equation (10). Since the absolute values of both terms fall in the range [0 1) for normalized images, the value range of the regional force is (-1, 1), which can be directly applied to the formula.