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Abstract. Biological development is a remarkably complex process. A
single cell, in an appropriate environment, contains enough information
to produce a wide variety of specialised cell types, whose spatial and
temporal dynamics interact to form intricately detailed patterns and
behaviour.

Much of the complexity of a developing system lies in the dynamics of
gene regulation that occur within each cell. We used a simple recurrent
network to model the process of gene regulation and evolved systems
that were able to generate the first four cell divisions of the C. elegans
cell lineage tree with a high degree of accuracy.

1 Introduction

The development of a single, fertilised egg cell into an elaborate, multicellular
organism is one of the most complex processes in biology [36]. Cells are able to
achieve and maintain stable patterns of gene activation over a large number of
cell divisions while continuously integrating information from their environment
and signals from other cells. Their activities are carefully coordinated through
both space and time to produce a correctly formed organism, all without any
form of centralised control.

Some of the most interesting areas of investigation within developmental
biology include how cells differentiate over time, how body plan patterning and
structure emerge from the internal dynamics and external interactions of groups
of cells, how the information required to guide this process is encoded in an
organism’s genome and how developmental processes change over evolutionary
time.

Computer modelling and simulation have the potential to contribute to these
investigations. They can enable the synthesis and analysis of vast amounts of ex-
perimental data, such as that produced by genome sequencing projects and gene
expression profiling. Computational models also allow hypotheses about evolu-
tionary processes and emergent properties, such as robustness and evolvability,
to be generated and explored.



One field that has made extensive use of the concept of development is artifi-
cial life, which recognises it as a powerful and highly evolvable means of encoding
design solutions [3]. This view has led many researchers in artificial life to ap-
proach biology primarily as a source of novel ideas capable of revolutionising
engineering and other domains [25]. However, we believe that artificial life mod-
els also have the potential to make a contribution to biology (see also [21]). One
issue that must continually be addressed is that of bridging the gap between
computational models of biological processes and specific biological tasks in a
way that makes artificial life models accessible to a wider scientific audience.

In this study, we introduce a simplified gene regulatory network model based
on a standard recurrent network control architecture and demonstrate the ability
of our model to generate the beginnings of the cell lineage tree of the nematode
worm, Caenorhabditis elegans.

The next section describes cell differentiation and the way in which patterns
of gene activation determine a cell’s fate. The early embryogenic steps of C.

elegans are then described in more detail. Previous computational approaches
to modelling gene regulation and development are briefly reviewed before our
own recurrent network model is presented. The ability of our model to evolve a
network capable of generating a set of differentiated cells is demonstrated and an
analysis of its performance with respect to accuracy and search time is reported.

2 Mechanisms of Cell Differentiation

Cell differentiation is the process by which cells undergo physical and chemical
changes that result in them becoming structurally and functionally distinct.
From an initial, undifferentiated egg cell, each successive cell division results in
a new generation of cells whose final fate is more determined. Upon reaching its
terminal, fully differentiated state, a cell will function as, for example, a nerve,
muscle or blood cell.

The primary feature that determines the function of a fully differentiated
cell is the proteins it contains [1]. Similarly, the most important property char-
acterising a developing cell is its pattern of gene activity. In the early stages of
embryo development, the few cells produced are unlikely to be visibly distinct
from one another. Already, however, the differences in the patterns of gene ac-
tivity of these precursor cells will determine the role they and their daughters
are to play in the fully developed organism.

When a cell divides, its pattern of active and inactive genes is passed on
to its daughter cells via a number of different mechanisms [36]. The sections
below describe how eukaryotic genes are regulated, how patterns of activity are
maintained through a cell lineage and how these patterns can change as each
cell’s fate becomes more determined. Several other mechanisms that play a part
in the differentiation of cells are also described.



2.1 The Control of Cell Differentiation by Gene Regulation

The process of gene expression begins when an RNA polymerase molecule binds
to the start site of a gene, unwinds a section of DNA and uses one of the strands as
a template to transcribe messenger RNA (mRNA) molecules. mRNA molecules
are transported outside of the cell nucleus to the cytoplasm, where they are
translated into proteins by ribosomes. Proteins can either be functional, enabling
a cell to carry out the chemical processes required by its role as, for example, a
nerve or blood cell, or they can re-enter the nucleus to regulate the expression
of other genes.

Regulatory proteins interact with the promoter and control regions of a gene
to either activate or repress the transcription of that gene. Some regulatory pro-
teins, known as general transcription factors, are required for any transcription
to occur at all. Others play a role as activators, binding to enhancer sites located
upstream or downstream of the gene to facilitate transcription. Yet another type
of regulatory protein acts as a repressor, either blocking the activity of activator
proteins, or preventing the binding of RNA polymerase to a gene start site from
occurring at all [16].

When a cell divides, the set of regulatory proteins that determine its pattern
of gene activation are divided between the daughter cells, so each will gener-
ally have a similar pattern of gene expression to its parent. Patterns of gene
activity can also be maintained across cell divisions by heritable chemical and
structural modifications to the genome. DNA methylation, a chemical modifica-
tion to DNA, can inactivate individual genes, and chromatin structure can be
repackaged, rendering localised regions of the genome transcriptionally inactive.

While the maintenance of patterns of gene activation is an important part of
development, for cell differentiation to occur, it is necessary that some differences
arise in the activity of newly formed cells [36]. There are several ways that this
can occur. As well as being regulated by a cell’s own internal chemistry, genes
can also be switched on and off by external signals originating from other cells
or from the environment. In general, these signalling molecules bind to receptors
found on the cell surface, and the signal is transmitted to the nucleus via a series
of chemical events called a signal transduction pathway. Asymmetric cell division
is yet another way that differences between cells may arise. When a parent cell
divides, the two daughter cells may not necessarily be identical. Irrespective
of any influence from the cellular environment, the concentration of regulatory
and other proteins in the parent cell’s cytoplasm may be unevenly distributed
between daughters. As well as resulting in cells of different sizes, this inequality
also has the potential to affect the pattern of gene activation of each daughter
in a different manner.

2.2 Other Mechanisms of Controlling Cell Differentiation

In addition to gene regulation, other mechanisms involved in cell differentiation
include induction and the use of positional information.



Fig. 1. Caenorhabditis elegans as a newly hatched larva. The pharynx is used to pump
food from the mouth to the intestine. The nervous system consists primarily of a
number of sense organs around the head. Four bands of muscle running the length of
the organism allow it to propel itself by alternatively flexing and relaxing. The gonad
primordium will continue to develop into the reproductive system. The precursor cells
specifying each of these different anatomical features are, for the most part, formed
only a few cell divisions after the fertilisation of an egg cell. Redrawn from [36].

Inductive interactions between adjacent groups of cells play an important role
in cell differentiation by altering the fate of the target cells. The signals involved
may either act locally, via direct contact between cells, or be transmitted over
a greater distance via diffusible molecules. A controlled series of induction steps
is one of the approaches utilised by development to specify the body plan of an
organism. A second mechanism responsible for pattern formation is the use of
positional information. Several theories have been proposed for how cells may
determine their position. One possible method would be by tracking a chemical
whose concentration varies in a regular fashion over a region of cells. Another ap-
proach would be to use local signals from surrounding cells to determine relative
positional information.

3 The Early Embryogeny of C. elegans

C. elegans is a small (approximately 1mm as an adult) worm that lives in rotting
vegetation around the world and survives on a diet of bacteria (Figure 1). It is an
important model organism for developmental biologists for a number of reasons.
It has a relatively small number of cells (less than a thousand as a fully developed
adult) with an invariant cell lineage, and a short life-cycle, making it highly
suitable for laboratory experimentation. Furthermore, it is transparent, allowing
observation of the formation and movement of cells throughout development.
Most significantly, it is one of the simplest existing organisms that shares many
of the same biological characteristics as humans.
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Fig. 2. The cell lineage tree of very early C. elegans embryogeny. Each precursor cell
cleavage results in the production of one somatic cell and a further precursor cell. The
final precursor cell, P4, gives rise to the germ line. See text for further details. Redrawn
from [36].

The first complete observation of C. elegans embryogenesis was carried out
by Sulston and colleagues in 1983 [28], resulting in a tree of the entire cell
lineage. The initial cell divisions are invariant, with each precursor cell cleavage
producing one somatic cell, which goes on to specify some region of the embryo,
and a further precursor cell. After the fourth cleavage, the precursor cell forms
the basis of the organism’s germ line [36] (see Figure 2).

First cleavage: Before fertilisation, there is no asymmetry in the egg cell. The
point of sperm entry determines the first, asymmetric cleavage of the zygote
and defines the orientation of the anterior–posterior axis. The two daughter cells
produced are the AB cell, which goes on to produce cells related to the epidermis,
nervous system and muscle tissue, and another precursor cell, P1.

Second cleavage: At this point, the P1 cell divides to produce the EMS cell and
a further precursor cell P2. The relative positions of the cells at this point define
the orientation of the dorsal–ventral axis.

Third cleavage At the third cleavage the EMS cell divides to form the MS and
E cells. MS goes on to specify a portion of the pharynx while the E cell gives
rise to the gut. The P2 cell divides to produce the C cell, which specifies the
epidermis and muscle, and P3, another precursor cell.

Fourth cleavage Finally, P3 divides to form the D cell, which produces muscle,
and the P4 cell, which gives rise to germ cells.



At this early stage, the major regions of the developing embryo have already
been specified. The role that intra-cellular interactions play in the process of
differentiation has been demonstrated by manipulating an embryo after the first
cleavage to change the orientation of the AB cell [36]. Not only does this reverse
the position of the daughters of the AB cell, but the position of the P1 daughter
cell, EMS, is also reversed relative to the AB cells, resulting in a reversal of the
dorsal–ventral axis.

The primary mechanisms determining the fates of the first few cells in the C.

elegans embryo are therefore the cell lineage, specified by the change in patterns
of gene activation, and cell interactions.

4 Methods for Modelling Gene Regulation and

Development

Recent years have seen a rapid increase in the use of modelling as a tool to
understand biological processes. Approaches to modelling range from detailed,
mathematical models tied closely to experimental data (see [6, 32] for recent
reviews) to more abstract models from the fields of complex systems and artificial
life that aim to develop insights about the high-level properties of gene regulation
(e.g., [18, 26, 35, 5]).

The sections below focus on reviewing the network approach to modelling
gene regulation and the various models that use gene regulation to control de-
velopmental processes.

4.1 The Network Approach to Gene Regulation

As described above, the regulation of gene expression is coordinated by interac-
tions between multiple transcription factors that bind to a gene’s control region.
Frequently, these transcription factors are also the products of gene transcription
events, and hence they too are under regulatory control. The transcription of a
given gene can therefore be defined as a combinatorial function of the levels of
transcription of the other genes in the system, together with any environmental
influences. Thus future states of the system can be predicted from the current
pattern of gene expression.

More formally, a genetic system can be viewed as a network in which each
node is a gene and each link defines a regulatory interaction. The activation
of a node is updated based on the activations of each of the other nodes to
which it is connected. In the simplest case, nodes are either on or off (i.e., either
transcribed or not) and the condition for activation of a node is represented as
a Boolean function of the input nodes. Depending on their size, connectivity
and node update function, such systems are capable of displaying a variety of
dynamic behaviours, ranging from ordered fixed-point and cyclic attractors to
disordered or “chaotic” dynamics [18, 37, 8].

Other previous studies of gene regulation have used networks with continu-
ous, rather than Boolean, activation [22, 20, 33, 34, 24]. These networks are sim-



ilar to a widely studied class of artificial neural network models known as re-
current neural networks [10]. Continuous activation networks capture several
properties of gene regulatory networks not represented by Boolean networks.
Firstly, genes may have a different effect depending on their level of expression
that a simple on/off distinction does not capture. Secondly, genes may influence
the transcription of different genes by differing amounts.

4.2 Modelling Development

Several studies have incorporated a developmental mapping between genotype
and phenotype layers in a number of different domains including evolving neu-
ral networks [19, 23, 14], evolving autonomous agent and robot controllers and
morphologies [17, 7, 9, 4] and other evolutionary design tasks [2, 31].

A number of artificial life researchers have also been interested in developing
models of biological processes for the further insights that these models may
provide about biology [11, 15, 12] (see [27] for a recent review).

An essential, but often challenging requirement for modelling any biological
system is to determine an appropriate level of abstraction for the issues under
investigation. At the “appropriate” level, properties that the model seeks to
explain or investigate can be seen to emerge from interactions between well-
understood agents at a lower level of description. The goal is to balance simplicity
with biological plausibility. If a model is too simplistic, extensions to biology may
be unconvincing, and findings will lack cogency. Conversely, overly elaborate
models may include unnecessary details that obscure the essential dynamics of
the process under investigation.

The core issue in our model of gene regulation and development is to under-
stand how a network model of gene regulation can control the developmental
sequence of a complex organism.

5 Methodology

5.1 The Recurrent Network Model

In our model, a genetic system was defined as a network of N interacting nodes
(see Figure 3). The activation state of each node was a continuous variable
in the range [0, 1], where 0 represented a completely inactive gene and 1 a fully
expressed gene. The network was updated synchronously in discrete steps, where
each time step represents a single cell division.

In most organisms, the time-scale for a single cell cycle is measured in minutes
or hours [1]. The time taken for an individual transcription event is considerably
shorter, therefore a single cell cycle will consist of multiple transcription events.
To capture the potential complexity of the interacting transcription factors, we
have used a fully connected network. Thus an individual link in the network
does not necessarily represent an actual physical interaction, but rather the
degree of influence that the transcription of the source gene at time t has on
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the transcription of the target gene at time t + 1. This influence is described by
a weight on the link, which may be positive or negative, depending on whether
the source gene is an activator or a repressor in that context. The inclusion of
self-connections (i.e. from node i to node i) allows for the possibility of genes
being self-regulatory. The inclusion of regulatory outputs from functional nodes
accounts for any potential regulatory influence that their transcription may have,
whether it be via direct interaction, competition for metabolic resources, or
indirect feedback through the environment.

The state of the network was updated synchronously, with the activation of
node i at time t, ai(t), given by

ai(t) = σ
(

N
∑

j∈N

wijaj(t − 1) − θi

)

(1)

where wij is the strength of the interaction form node i to node j, θi is the
activation threshold of node i, and σ(.) is the sigmoid function, given by

σ(x) =
1

1 + e−x
(2)
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Fig. 4. The tree of target gene activation patterns. The bars under each terminal
cell represent the pattern of gene activation that defines that cell’s current state of
differentiation. The enlarged example pattern illustrates the correspondence between
the pattern and the target activation of the functional output nodes.

The network contained 15 nodes. One of the nodes was defined to be a relative
position input. After a cell division, this node is set to 0 in the left daughter and 1
in the right daughter. This external input reflects the difference in intra-cellular
and environmental signals to the cell resulting from their respective positions in
the embryo. The next ten nodes were defined to be the functional outputs of the
cell. These nodes represent a subset of genes whose pattern of activation specifies
the current state of differentiation of the cell. The remaining four nodes in the
network represent genes that play a regulatory role only. The model network
contains considerably fewer nodes than the actual number of regulatory genes
in C. elegans, however it was considered appropriate for the complexity of the
task used in this study.

5.2 The Cell Differentiation Task

The task we required our system to perform was to generate a subset of the
cell lineage tree of C. elegans, up to the point at which the major regions of
the embryo are specified. At the beginning of each simulation run, we defined
six random patterns of gene activation to represent the target pattern of gene
activation for each terminal cell (see Figure 4).

A cell lineage tree was generated in the following way. Beginning with the
original network, a single update was performed. Cell division then occurred, in
which two copies of the network were created with identical weights and node



activations except for the relative position input node, which was set to 0 in the
left daughter and 1 in the right daughter. This process was repeated for each
non-terminal daughter cell until networks corresponding to cells AB, MS, E, C,
D and P4 were obtained. The activation of the ten functional genes in these
cells was compared to the corresponding target pattern and the accuracy of this
match was used as the basis for evaluating the network.

Two related error values were calculated based on the distance from the
desired pattern. The first error value was the Sum Squared Error (SSE), which
measured the difference between the target activation (either 1 or 0) and the
continuous-valued activation of each node. The SSE was calculated by

SSE =

6
∑

j=1

10
∑

i=1

(pj
i − f

j
i )

2

(3)

where p
j
i is the activation of gene i in the target pattern j and f

j
i is the activation

of the functional gene i in the network corresponding to the cell j. This error
value was used as the basis for comparing two networks in the evolutionary trials
described below.

A second error measure, the Number of Gene Errors (NGE) was defined
as the number of incorrect gene activations in a pattern, where a correct gene
activation was defined as being greater than 0.5 if the target activation was
1, and less than or equal to 0.5 if the target activation was 0. The NGE was
calculated by

NGE =

6
∑

j=1

10
∑

i=1

φ(pj
i , f

j
i ) (4)

where

φ(pi, fi) =

{

0 if
(

(pi = 1) ∧ (fi > 0.5)
)

∨
(

(pi = 0) ∧ (fi ≤ 0.5)
)

1 otherwise
(5)

A simple evolutionary search strategy called the 1+1 EA was used. Initially a
single network was generated with uniformly distributed random weights in the
range [−1, 1]. The error values for this individual were calculated as described
above and stored. A mutant network was derived from this network by adding a
uniformly distributed random value in the range [−0.5, 0.5] to each weight. The
error values for the modified individual were calculated and compared to that
of the original individual. The individual with the lowest SSE was retained and
used as the basis for the creation of a new mutant. This process repeated for
20,000 generations.

6 Results and Discussion

Twenty trials were run, each initialised with a different, randomly generated
individual and a different, randomly generated set of target activation patterns.



All trials evolved a solution that was able to perform the cell differentiation task
with above 90% accuracy within 20,000 generations (see Figure 5 for a time
series of the SSE and NGE over a typical run). In 6 of the 20 trials, a solution
containing only one incorrect gene (98.3% accuracy) was found.

Some variation was noted in the number of residual incorrect genes at the
end of 20,000 generations (see Figure 6). When a good solution was found, it
was typically found very quickly. The average time required to find a solution
that was at least 95% correct (i.e., three or less residual errors) was only 3,308
generations (standard deviation = 2,304 generations).

We also examined progress toward the solution in a number of runs (see
Figure 7). The evolutionary dynamic typically begins with an initial transient
period, corresponding to the initial rapid decrease in error (see Figure 5 inset).
This reduction in error is followed by a long period of relative stability as the
search process fine tunes the network weights. In the example shown in Figure 7,
a solution with only one error (in the ninth gene of the MS cell) was found after
approximately 3,000 generations. Over the succeeding 17,000 generations, the
SSE continued to decrease, but the residual error remained.

7 Conclusions and Further Work

The simulations demonstrate how a network model of genetic regulation can
generate the gene expression patterns required for cell differentiation and devel-
opment. By working with a problem taken directly from the domain of biology,
we have taken steps to bridging the gap between computational models and real
data.

As it is presented here, our recurrent network model and task definition rep-
resent a high level of abstraction from the biological systems under consideration.
In current work, we are extending the approach described above to explore al-
ternative network structures, and target patterns derived from biological data,
with the ultimate aim of evolving a system capable of generating the entire C.

elegans cell lineage tree. This more complex task has raised several interesting
questions about the dynamics of gene regulation in both artificial and natural
systems [30].

Furthermore, with the sequencing of the C. elegans genome complete [29],
it should be possible to extend our knowledge of the embryogenic process to
understand how developmental information is encoded in the genome, and hence
how it interacts with evolutionary processes. In a complementary study, we have
been exploring the use of computational models of genome sequences as a tool
for the investigation of regulatory network structure and dynamics [13].
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