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Abstract—A key design constraint of circuits used in hand-
held devices is the power consumption, mainly due to battery
life limitations. Adaptive power management (APM) techniques
aim to increase the battery life of such devices by adjustinghe
supply voltage and operating frequency, and thus the power
consumption, according to the workload. Testing for resiste
bridging defects in APM-enabled designs raises a number of
challenges due to their complex analog behavior. Testing ahore
than one supply voltage setting can be employed to improve &t
coverage in such systems, however, switching between seler
supply voltage settings has a detrimental impact on the oveil
cost of test. This paper proposes a multi-Vdd automatic test
generation method which delivers 100% resistive bridging dfect
coverage and also a way of reducing the number of supply voltge
settings required during test through test point insertion The
proposed techniques have been experimentally validated ing a
number of benchmark circuits.

Index Terms—Adaptive Power Management, Resistive Bridging
Faults, Test Generation, Test Points

I. INTRODUCTION

NERGY-EFFICIENT design is becoming more important
with technology scaling and with high performance re-

quirements, especially for portable, battery-driven &gpes.
Several adaptive power management methods have been
ployed in a wide range of consumer electronics to optimiz

frequency according to the processing load [1], as impleaten
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their power consumption. A popular adaptive power manage-
ment technique is scaling the supply voltage and operatinar

in several state-of-the-art processors [2] and [3]. Tyibica

a design with adaptive power management has a set of dis-
crete supply voltage/frequency settings it can switch betw
depending on the current workload and power saving mode.
Manufacturing test needs to ensure that such a design oper-
ates correctly over the entire set of supply voltage/fregye
settings, while keeping the overall cost of test low.

Resistive bridges represent a major class of defects for
deep submicron CMOS and have received increased attention.
Research has investigated modeling [4], [5], [6], [7], %],

[10], simulation [6], [9] and test generation [6], [11], [1.2
[13], [14] for resistive bridging faults (RBF). It has bedmsvn

in [8] that the fault coverage of a test set targeting ressti
bridging faults can vary with the supply voltage used during
test. This means that, depending on the operating Vdd gettin
a given RBF may or may not affect the correct operation of
the design. Consequently, to ensure high fault coverage for
design that needs to operate at a number of different Vdds,
it may be necessary to perform testing at more than one Vdd
to detect faults which manifest themselves only at paricul
Vdds. The first aim of this paper is to propose an automatic tes
generation method targeting multiple Vdd settings. Th@sdc
aim of this work is to demonstrate a method of reducing the

em-

number of Vdd settings required during test without affegti

e defect coverage.

The paper is organised as follows: Section Il gives back-
ound information and summarizes the prior work on RBF
testing. The motivation of multi-Vdd testing is discussed i
Section Ill. In Section IV-A we present a deterministic test
generation method targeting RBF at multiple Vdd setting$ an
report the experimental validation results. A method tauced
the number of Vdd settings required during test by using test
points is presented in Section V. Concluding remarks arergiv
in Section VI.

Il. BACKGROUND AND PRIOR WORK

The main difficulty in RBF test generation arises from the
fact that the bridging resistance is a continuous parameter
which is not known in advance. A recent approach based on
interval algebra [8], [9] allowed treating the whole comniim
of bridge resistance valuds,;, from 002 to co by handling a
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finite number of discrete intervals. The key observationchhi a8 " v v v
enables this method is that a resistive bridge changes the
voltages on the bridged lines from 0V (logic-0) or VVdd (logic >‘
1) to some intermediate values, which will be different for Faulty behavior Fault-free behavior

different R, values. The logic behavior of the physical defect
can be expressed in terms of the logic values perceived by - 2
gate inputs driven by the bridged nets based on their specific
input threshold voltage.

A typical bridging fault scenario is illustrated in Fig. 11D correct value, and finally, for bridges witR,, € R, R3]
and D2 are the gates driving the bridged nets, while S1, S@nly S3 reads a faulty value while the other two successor
and S3 are successor gates, i.e. gates having inputs dijven gates read the correct logic value. Consequently, eactvaite
one of the bridged nets. The resistive bridge affects thilog [R:, Ri+1] corresponds to a distinct logic behavior occurring
behavior only when the two bridged nets are driven at opgositat the bridging fault site. The logic behavior at the fautesi
logic values. For example, let us consider the case when th&n be captured using a data structure which will be further
output of D1 is driven high and the output of D2 is driven low. referred to as logic state configuration (LSC). An LSC cdssis
The dependence of the voltage level on the output of ) ( of the logic values at the inputs of the driving gates and the
on the equivalent resistance of the physical bridge is showlogic values detected by the inputs of the successor gates.
in Fig. 2. The deviation ofl; from the ideal voltage level LSCs capturing faulty logic behavior can be looked at as
(vdd) is highest for small values aR,; and decreases for logic fault models. An LSC is said to be non-redundant, if
larger values ofR,;. To translate this analog behavior into there is at least one test pattern which can justify the net
the digital domain, the input threshold voltage levéls,,;, Values specified by the LSC and also make the faulty behavior
Vinz and Vi3 of the successor gates S1, S2 and S3 havebservable at the primary outputs. An LSC for which no
been added to th&, plot. For each value of the bridging such test pattern exists is referred to as a redundant LSC.
resistanceR,;,, the logic values read by input§, I, andl;  This means that redundant LSCs cannot occur during the
can be determined by compari®g with the input threshold functional operation of the circuit, and consequently amby-
voltage of the corresponding input. These values are showiedundant LSCs have to be targeted during test generation in
in the second part of Fig. 2. Crosses are used to mark therder to ensure correct operation of the circuit. The unibn o
faulty logic values and ticks to mark the correct ones. It carihe resistance intervals corresponding to non-redundasL
be seen that, for bridges witR,;, > R3, the logic behavior forms the Global Analogue Detectability Interval (G-AD§][
at the fault site is fault-free (all inputs read the corregiire), Basically, G-ADI represents the entire range of detectable
while for bridges withR,;, between 0 andk;, one or more of physical defects. Given a test SE, the Covered Analogue
the successor inputs are reading a faulty logic value. Ehe  Detectability Interval (C-ADI) represents the range of picgl
value corresponding t®; is normally referred to as “critical defects detected ¥ S. The C-ADI for a bridging defect is the
resistance” as it represents the crossing point betwedty fau union of one or more disjoint resistance intervals, the anio
and correct logic behavior. Methods for determining théaai  of intervals corresponding to non-redundant LSCs [4], [8],
resistance have been presented in several publication®]6] [13]. Throughout this paper, the quality of a test set isested

A number of bridging resistance intervals can be identified’y measuring how much of the G-ADI has been covered by
based on the corresponding logic behavior. For exampldéhe C-ADI. When the C-ADI of test seff'S is identical to the
bridges withR,;, € [0, R1] exhibit the same faulty behavior in G-ADI of fault f, T'S is said to achieve full fault coverage for
the digital domain (all successor inputs read the faultyidog f
value), similarly, for bridges withR,;, € [R;1, Rz], successor Several test generation methods for resistive bridgingfau
gates S2 and S3 read the faulty value, while S1 reads thHeave been proposed [6], [11], [14] and more recently [123].[1

Bridging fault behavior
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The mthOd presented in [11] is to_ gua_rantee the_appli_caﬁon Fig. 4. Effect of supply voltage on bridging fault behavifigital domain
all possible values at the bridge site without detailedtelzal

analysis. In [12], the effect of a bridge on a node with fanout

CASE 1.

is modeled as a multiple line stuck-at fault. The study in [6] LF1,LF2 and LF3 - non-

identifies only the largest resistance interval and detegmi redundant

the corresponding test pattern. In contrast to [6], theiceiciy -ADI(Vdd,) I R
approach from [14] considers all the sections (resistamigs-i S ADIVdds) Rie Rao Ras 8

vals)[R;, R;+1]. For each section, the corresponding LSC (and

: . SRR 9 G-ADI(Vddx8Vdd) I
associated faulty logical behavior) is identified. Thisidgdhe

need for dealing with the resistance intervals and impreives .
test quality compared with [6], but the number of considered casEz
faUItS gI’OWS. LF2 and LF3 - non-redundant

In [13], the authors combined the advantages of the interval Ria R Ra R
based [6] and the sectioning approach [14] into a more efficie CAPI Ree Ros Ree i
test generation procedure by targeting the section with the G-ADI(Vdds) ——— I ———————
highest boundaries first. Interval based fault simulatien i G-ADI(VddA &Vl — -

then used to identify all other sections covered by the test
pattern. It should be noted that all test generation methodsg. 5. Effect of supply voltage on bridging fault behavi@@bservable
described above [6], [11], [12], [13], [14] are intended for DPridging resistance ranges
fixed supply voltage setting, i.e. all tests are applied at th
same supply voltage. In the next section we explain why it is
sometimes necessary to use more than one Vdd setting durifio the digital domain. In this example, three distinctitog
test to ensure full br|dg|ng defect coverage for adapti\mm‘o faults LF1, LF2 and LF3 could be identified for each Vdd
management enabled designs. setting. However, because the voltage level on the output of
D1 does not scale linearly with the input threshold voltages
of S1, S2 and S3 when changing the supply voltage (this
has been validated through SPICE simulations), the resis-
This section provides an analysis of the effect of varyingance intervals corresponding to LF1, LF2 and LF3 differ
supply voltage on bridging fault behavior, which providese t from one supply voltage setting to another. This means that
starting point for the work presented in this paper. FiglBes a test pattern targeting a particular logic fault will detec
4 and 5 show the relation between the voltage on the output afifferent ranges of physical defects when applied at dsffier
gate D1 (Fig. 1) and the bridging resistance for two differensupply voltage settings. For example,laid,, a test pattern
supply voltagesVdd4 and Vddg. The diagrams in Fig. 4 targeting LF3 will detect bridges wittRs, € [Raa, R34l,
show how the analog behavior at the fault site translatewhile atVddg it will detect a much wider range of physical

IIl. M OTIVATION OF MULTI-VDD TESTING
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IV. PROPOSED MULTFVDD TEST GENERATION

fault at Viddg but not atVdd,. To demonstrate the need for 50 —
bridging resistance corresponding to faulty logic behatao 20 -
a fixed Vdd scenario. We have extended the concept of G-ADI NS S & $ &

G-ADI =) G-ADI(Vdd;) Fig. 6. The distribution of resistance values that cannotidiected at 0.8V
fully covers the overall G-ADI. This means that a test sefcost of test. Consequently it would be desirable to keep the
there is no test pattern which can detect LF1. In this casey single Vdd settingW(ddg), if the logic fault corresponding
achieved using a single Vdd setting. aims to increase the defect coverage at specific Vdd settings
of repeating the same test at all Vdd settings, which wouldnethodology is presented in Section V.
which effectively contribute to the overall defect covezad The proposed multi-Vdd test generation flow is shown in
occurrence distribution of bridge resistance may make somE00% bridging defect coverage.

A. Methodology
which cannot be detected at 0.8V Vdd (which would be a The proposed test generation flow starts by generating the
defects across the resistance range suggests that to @igure generation procedure, detailed in Fig. 8, generates Vedifp
certain resistance range. patterns.

bridges R. € [Rap, R3p]). Analysing this from a different
perspective, a bridge witlR,, = Rsp will cause a logic
using multiple Vdd settings during test we use the following 20 ] |
two scenarios. In Case 1 (Fig. 5) all three logic faults LF1,
LF2 and LF3 are non-redundant. Fig. 5 shows the ranges of
the two Vdd settings (basically the G-ADI sets correspogdin
to the two Vdd settings). Previous work on test generation fo 10 1 W :H_W
bridging faults [13] has used the concept of G-ADI assuming 0 L
O )
to capture the dependence of the bridging fault behaviohen t A P IR
supply voltage by defining the multi-vVdd G-ADI as the union Resistance (Ohm)
of Vdd specific G-ADIs for a given design.
The overall G-ADI consists of the union of the two Vdd /4
specific G-ADI sets. It can be seen th@tADI(Vdda) rep-
resents about 45% of the overall G-ADI white ADI(Vddp)
detecting LF1, LF2 and LF3 will achieve full bridging defect number of Vdd settings required during test to a minimum. By
coverage when applied dtfddg. In Case 2 from Fig. 5, analysing the scenario described in Case 2 (Fig. 5), it can be
only LF2 and LF3 are non-redundant, which means thateen that full bridging defect coverage could be achievattus
G-ADI(Vdda) represents about 30% of the overall G-ADI to the resistance interv@R; 4, R1 5], LF1 in this case, would
while G-ADI(Vddg) represents about 90% of the overall G- become detectable, i.e. non-redundant. Based on this-obser
ADI. This means that full bridging fault coverage cannot bevation, we propose a test point insertion methodology which
From the previous analysis it can be concluded that tly exposing resistance intervals corresponding to rechinda
achieve full G-ADI coverage in a variable Vdd system, it maylogic faults, which consequently reduces the total number o
be necessary to apply tests at several Vdd settings. Inste&dld settings during test. The proposed test point insertion
lead to long testing times and consequently would increase
the manufacturing cost, it would be desirable to be able
to determine for each Vdd settings only the test patterns
methodology for achieving this is presented in Section LV-A Fig. 7. The multi-vVdd test generation flow starts from the
Although in this work we are considering equal probabil-placed and routed design to generate a realistic list ofesd
ities for defects with different resistance values, thd tiéa  and computes a number of Vdd-specific test sets which provide
resistance values unlikely to be found on a fabricated itircu
The impact of a real life distribution on multi-vVdd testing o
RBFs is addressed in Fig. 6. It shows the distribution of clsfe
preferred Vdd for a 1.2V process according to [4], [8]). Thebridge list by coupling capacitance extraction on the plsaed
distribution in Fig. 6 is based on seven of the medium andouted design, where each pair of nets that are capacitively
large size ISCAS benchmarks. The random spread of thesmupled are considered a likely bridge. The multi-Vdd test
defect coverage it will be necessary to test at more than ortest sets for the given bridge list and synthesised nefiist.
Vdd, even if the defect occurrence distribution correspogd optional post processing step, explained later in thisieect
to a particular manufacturing process is concentratednatau can be performed to further reduce the overall number of test
Switching between different Vdd settings during test is not The test generation algorithm starts by identifying forkeac
a trivial task, and therefore a large number of Vdd settingdridge the resistance intervals corresponding to faulgiclo
required during test can have a detrimental effect on theative behaviour (at least one of the inputs fed by the bridged nets
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Input: netlist, Vdd settingd” = {v}, BridgesB = {b}
Circuit Output: Multi-vVdd tests with 100% defect coverage
1: for all Bridgeb € B do
2. forall veV do

e 3: compute all(lsc, i) for (b, v)
/I ri abbreviates Resistance Interval
4: LFS(b) := LFES(b) U{(Isc,v,ri)}
5. end for
simulator 6: end for
7: while (B # () do
ﬂ 8: Get a bridgeb from B
9. forall ifse LFS(b)do
Test sets 10: if (Ifs not coveredyhen
for each Vdd 11: ATPG(b, LSC(ifs))
MVTG flow 12: if (ATPG found a test pattertp) then
\_/ 13 TP(lfs):=tp
_ _ _ 14: mark(fs as covered in_LES(b)
Fig. 7. Flow for the test generation algorithm .
15: end if
16: end if

1 17: end for

reads an incorrect logic value) for each Vdd setting (lines
TS_LFS := select_LFSs (c_LFS(b))

6). This is achieved by determining the voltage levels on the'8

bridged nets through SPICE simulations and comparing then®: B = B\{b} _

with the threshold voltages of the inputs fed by them. one?® for all LFS ifs € TS_LFS do
simulation is done for each possible input assignment to thé™ vi=V(ifs)

gates that drive the bridged nets. To speed-up the prodess, t2* tp:=TP(lfs)

TestSet(v) := TestSet(v) U{tp}

SPICE simulation results are stored into a database, sath th?%: :
fault simulate onb € B and mark all detected LFS

for subsequent bridges with the same type of driving gatesz,“: : =
the time-consuming SPICE simulations are replaced with fas as covered in_LFS(b)
database look-ups. The logic behaviour correspondingeh ea 25 €nd for

resistance interval is captured using logic state conftinma 26 €nd while

(LSC) data structures, as explained in Sections Il and Ifl. A Fig. 8. Multi-vdd Test Generation (MVTG)
LSC holds the Boolean values at the inputs of the gates drivin

the bridge and the Boolean values seen by the inputs fed by the

bridged nets. The tuple consisting of an LSC, its correspand have used a method similar to the one employed in [9].
Vdd settingv and resistance intervat will be further referred An optional post-processing step can be employed to further
to as a Logic Fault Set (LFS), with the following semantic: areduce the size of the multi-vdd test set size obtained as
test pattern detecting the faulty behaviour describedidy  gescribed earlier. Initially, each test pattern is fairitgated
covers the resistance interval when applied at Vdd setting ysing the entire bridge list to compute its individual defec
. coverage. The test set is then sorted in descending ordee of t
The algorithm continues by computing for every bridge test pattern defect coverage. The test patterns in the exder
the test patterns for resistance intervals that are notoxeired  test set are fault simulated again, this time dropping tast
(lines 9-17). All generated test patterns are included iatab  intervals as soon as they are detected. If for a particulr te
candidate test-patterns forby adding the corresponding LFS pattern {p) no resistance interval was droppeg.,is removed
to c_LFS(b). The resulting set of test patterns comprises alfrom the test set as it does not contribute to the overallaefe
possible ways of covering the detectable resistance i@erv coverage since all resistance intervals targetedphyad been

corresponding to the bridge This test set is minimised using ajready detected by the previous test patterns in the atdere
an integer linear programming formulation of a minimumiest set.

set covering problem (selettFSs on line 18). The result
TS_LFS is the minimum set of test patterns that covers all
detectable bridge resistance (the scope of G-ADI). Thetale
test set TS _LF'S) is fault simulated using all remaining  The proposed multi-Vdd test generation method has been
bridges and the resistance intervals corresponding tcidete implemented as a tool chain (Fig. 7) consisting of an autamat
LFSs are marked as covered, so they are not targeted anymaest generator and a fault simulator and has been validated
in subsequent iterations (lines 20-25). For fault simaolatve  experimentally using a number of ISCAS 85 and ISCAS 89

B. Experimental results
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TABLE | TABLE I
MULTI-VDD TEST GENERATION RESULTS MULTI-VDD TEST-SETS DEFECT COVERAGE
Vdd | vdd | vdd TS TS TS TS
0.8V | 1.0V | 1.2V 1 1&2 1&3 1&2&3
Design| RBF | #tp | #tp | #tp | Sum| CPU | ATPG | Sim/RBF Design defect defect defect defect
# |TS1|TS2| TS 3| #tp | time % coverage| coverage| coverage| coverage
c1355 80 39 39 21 71 557 c1355 100.0
c1908 98 57 57 13 58 296 c1908 100.0
c2670 | 104 67 67 27 41 269 c2670 100.0
c3540 | 363| 184 6 1] 191| 340 62 568 c3540 99.20 99.96 100.0
c7552 | 577| 281 1| 282| 1049 66 552 c7552 99.95 100.0
s838 34 26 2 28 6 54 243 s838 95.04 100.0
s1488 | 435| 144 2 146 193 10 265 51488 99.98 100.0
s5378 | 305| 214 214| 308 32 914 s5378 100.0
9234 | 223| 132 2 134 130 43 1068 59234 99.87 100.0
s13207| 358| 192 5 1| 198| 2454 53 1291 513207 99.57 99.92 100.0
s15850( 943| 324 4 5| 333]| 11835 42 417 515850 99.84 99.94 100.0
s$35932| 1170| 547 50 63| 660| 11233 53 263 35932 93.95 98.48 100.0

benchmark circuits. The sequential circuits were treated adefined in Table I. Column two until five show the
combinational by assuming full scan-chains and only nonincremental defect coverage of applying the test-sets
feedback bridges have been targeted. in order. This defect coverage is defined as follows:

The benchmark circuits were synthesised using an ST celPC = ), detected resistan¢é _ ; detectable resistance,
library of 0.12um. Three Vdd settings were used during thewhere)_ , signifies the sum over all the RBFs. Column two
experiment, 0.8, 1.0V and 1.2/. In Table | and Table lll is the defect coverage of only applying TS 1 (for 0.8V Vdd).
we show the test-set sizes generated and the CPU time for tk@lumn three is the defect coverage achieved by applying TS
algorithm in Fig. 8 and the optional test set post-procegsinl at 0.8V and TS 2 at 1.0V. In the same way, column four is
step respectively. Table | shows the results of running thé&he defect coverage of TS 1 and TS 3 (where TS 3 is applied
Multi-Vdd Test Generation program (Fig. 8). The left-mostat 1.2V). The last column shows the defect coverage achieved
column shows the benchmark circuits, where an initial “c’by applying all test-sets at their respective Vdd settings.
means that the circuit is combinational and an “s” means that As can be seen from Table I, for some circuits, 100% defect
the circuit is sequential. The second column from the lefcoverage can be achieved using a single Vdd during test.
shows for each design, how many non-feedback bridges havéowever, for other circuits, such as s35932, achieving full
been identified from the circuit layout. The “extractRC” koo defect coverage requires testing at more than one Vdd gettin
from Cadence was used to get the pairs of nets that are capac-Table Il shows the results of applying the optional post
itively coupled. These pairs of nets are the most likely ¢eid processing step to the test-sets in Table I. The columns that
locations. Feedback bridges were identified and removed. Thrare marked with # show the final number of test patterns in
next three main columns, marked with “vdd 08 “vdd the test set for the respective Vdd settings. The compliargnt
1.0" and “Vdd 1.2V, show the test pattern count in the %-columns give the relative reduction in test patterns ia th
corresponding test-set - TS 1, TS 2 and TS 3 respectively. Thespective test sets. So for circuit s15850, the outcomaef t
sixth column shows the total number of test-patterns nacgss post-processing was 235 test patterns for Vdd 0.8V, which is
to achieve 100% defect coverage. The column that is marke2i7% less than before the post-processing (see Table I, colum
with “CPU time” shows the CPU time required to achieve3). In the fifth main column is the relative reduction in th&ato
these results, in seconds. Our implementation uses a SATumber of test patterns. The last column shows the relative
solver based ATPG engine [15]. The second column from thdifference in CPU time. So again, for circuit s15850, it took
right shows the fraction of time spent inside the ATPG enginel.58 times longer to include the post-processing compared t
(line 11 of Fig. 8). We believe this fraction can be signifitgn column 7 of Table I. Table Ill demonstrates that it is possibl
reduced if access to a more efficient commercial ATPG engint® achieve up to 27% reduction in test set size at the expense
is available. The right-most column gives the average numbef increased CPU time.
of simulations per bridge that would have been required if An additional experiment was made using Synopsys Tetra-
we did not have a pre-compiled database of bridge simulatioMAX and Multi-vdd Test Generation (Fig. 8) as a combined
data. test generation flow. First, a test-set targeting bridgagt$ is

In Table Il we have evaluated the test-sets that argenerated with TetraMAX, using the same bridge list as in the
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TABLE llI
TEST-SET SIZE REDUCTIONS USING THE POSPROCESSING STEP ON THE T
TEST SETS FROMTABLE | KCiTCUit New c|rCL.JIt with \
test points

0.8V 1.0V 12v | Tot. | cPU ﬂ @

Design time
# % | # % | # | % % TPI process
c1355 32 18 18 95

ATPG

MVTG
Fault
simulator

ATPG
c1908 | 47 18 18 | 238 - )

c2670 57 15 15 393 Fault
c3540 | 151 18| 6 0 1 0 17 419 simulator

c7552 229 19 1 0 18 528

s838 22 15| 2 0 14 67 ﬂ ﬂ ﬂ

51488 121 16 2 0 16 608

<5378 | 175 18 18 | 585 Essential Resistance Reduced Vdd
<9234 | 109 17| 2 0 17 | 390 Vdds Interval for TPI test set
s13207| 158 18| 3 40| 1 O | 18| 342 \ TPI method flow j
s15850| 235 27| 4 0| 3 40| 27| 458

s35932| 459 16| 43 14| 51 19 16 900

Fig. 9. Flows for the proposed TPI scheme

TABLE IV
RESULTS OF USINGTETRAMAX AND MVTG AS A COMBINED TEST
GENERATION FLOW = 0.8V. TetraMAX uses a heuristic that combines the victim-
aggressor bridge fault model with a scheme to drive one of
TMAX MVTG top-up the bridged nodes with maximum strength and the other node
08v_|08v 10V 12V) Tot | CPU with minimum strength. This way, the likelihood of detegtin
Design | DC  #p | #p  #p  #p | #p | time a bridge defect is maximised, even though TetraMAX does not
c1355 | 83 33| 32 65 18 take the defect resistance value into account.
clo08 | 98 42| 27 69 11
c2670 | 90 27 50 v 36 V. REDUCING THE NUMBER OF TESTVDDS
c3540 | 96 72| 126 6 1| 205| 239
c7552 | 95 44| 198 11 243 | 789 The flow for reducing the number of Vdd settings during
<838 88 17| 17 > 36 > test is shown in Fig. 9, it consists of two phases: test point
s1488 | 96 82| 82 2 166 | 123 identification and insertion, during which phase the method
s5378 | 95 60| 123 183 | 214 identifies the Vdd settings which can be eliminated durirsg, te
s9234 | 89 48| 92 2 142 105 and test generation on the modified circuit.
s13207| 95 60| 89 5 1| 155 | 1625
s15850 | 98 56 | 144 4 5| 209 | 1954 A. Methodology
s35932| 96 33| 89 36 66| 224 | 11511

As shown in Section IV-A, different test sets need to
be applied at several Vdd settings to ensure 100% defect
coverage for multi-vVdd designs. Switching between supply
experiment of Table I. Then the TetraMAX test-set was fau|t\/o|tage settings during test is not a trivial task and insesa
simulated at Vdd 0.B (since higher resistive bridging fault the cost of test, mainly due to the switching time overheads.
coverage is achieved at a lower Vdd). The defect coverageonsequently, it is desirable to keep the number of the test
achieved and the number of test patterns in the TetraMAXpltage settings to a minimum. Previously, test point itisar
test-set is given in the second main column of Table IV(TPI) has been used for increasing the defect coverage fitb] a
Subsequently, MVTG is used on the bridges that were not fullyest compaction [17]. In this section, we show how TPI can be
covered by the TetraMAX test-set, to supply the remainingysed to reduce the number of different Vdd settings required
defect coverage up to 100%. The sizes of the test sets gederatiuring test without affecting the defect coverage. The pseg
by the MVTG top-up run are given in the third column for eachfiow is shown in Fig. 9. For this purpose, we introduce the
Vdd setting. In the fourth column of Table IV, marked “Tot.” concept of "essential” test Vdd. A test Vdd is said to be
we show the total test pattern count. The last column is thessential if there is at least one bridge for which the highes
CPU time (in seconds) for simulating the TetraMAX test-setresistance value causing faulty behavior can be detectisat
and running MVTG to top-up the test-set. vdd. This means that any of the resistance intervals taigete

Please note in Table IV, that Synopsys TetraMAX generateat non-essential test Vdds by the test generation algorithm
test-sets that may yield defect coverage as low as 83% at Vdaresented in the previous section can be detected at one of



8 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATEDIRCUITS AND SYSTEMS, PAPER ID: 4050/4167

: Compute set of Essential Test Vddg.{;)
: Compute set of NRINEV 1 on
: forall NRINEV do o
LSC Selection(NRINEVV )

Determine a preliminary set of test points at the defect ><

site boundary for detecting the selected LSCs 1 | o
. end for :

: Minimize set of observation points —_——
+ Control Point Mlmmlzatlon 0 . . Fig. 11. Observability calculation

: Generate Essential Vdd Test Sets for the modified netlist

10: return (netlist, Test Sets)

aprowdnk

© 00 N O

were determined by simulating 5000 pseudorandom patterns,
however other analytical methods for estimating signabpfo
bility could be used for this purpose just as well. The aldoni
continues by identifying all LSCs which expose resistance
intervals fully or partially overlapping with the target NV
interval. A probabilistic estimate of the controllabilitgnd
observability (PECO) is computed for each candidate LSC
(steps 3 to 5) as follows:

Fig. 10. Test Point Insertion

the essential test VVdds, subject to suitable controligbéind
observability at the bridge site. Test point insertion carubed
to provide the controllability and observability requiratthe
bridge site. Fig. 10 outlines the method for achieving tlualg
The key steps of this method are further detailed in Fig. 12
13, 14 and 15. PECO(LSC) = C(LSC) - O(LSC 1

The algorithm starts by computing the set of essential test ( ) =< )-O( ) (1)
Vdds for the given voltage settings and bridge list. To aghie where C(LSC) is a probabilistic measure of the LSC con-
this, for each bridge B, the algorithm determines the highesrollability and O(LSC) is a probabilistic measure of the
detectable bridge resistance value across all availablé Vdbbservability of the defect at the outputs of the gates fed by
settings and marks the Vdd setting corresponding to theesigh the bridge.
resistance value as essential Vdd. In line 2, the algorithm
determines for each bridge the set of resistance intervaishw
cause faulty behaviour at a non-essential Vdd, but are arlly
partially undetectable at any of the essential Vdds duedb la . .
of suitable controllability or observability. These rdgisce Wheren is the cumulated number of inputs of the two gates
intervals are referred to as Non Redundant Interval at Nor@riving the bridged nets aniéirob(i) is the probability of logic
Essential Voltage (NRINEV). Next, in lines 3 to 6, for each Value required by the LSC on input

C(LSC) = [ (Prob(i) (2)

i=1

NRINEV, the algorithm determines a set of test points needed m
to make the resistance interval detectable at an esserdil V O(LSC) = Z( f(X)) 3)
setting. For this purpose, a set of LSC which fully cover the =

NRINEYV interval is identified. Since in most cases, more thanherem is the number of gates fed by the bridged nets which
one set of LSCs can be used to cover the same NRINEV, t%‘\ropagate the faulty value to their outputs afdy) is the

algorithm selects the LSC set which is likely to require st robabilit :
X , y that the fault effect is propagated throughegt,
number of test points to become detectable. The LSC sefecti omputed as follows:

algorithm used for this purpose is detailed in the following
i i i k 1
section. Once all NRINEV intervals have been covered, in B Z_j:l Hi:l SP;;
— >

lines 7 and 8 an attempt is made to reduce the number of f(X) 4)
required test points by identifying test points which can be _ i o i

shared among two or more selected LSCs. The algorithr‘ﬁ’herek is the number of input combinations which propagate
then inserts the resulting set of test points into the oaigin € fault effect to the output of successor géfe [ is the

netlist and invokes MVTG (Fig. 8) to generate the test set§UmPer of inputs of gat&" which are not fed by the bridge,
corresponding to the set of essential Vdds. andSP,; ; is the probability of having the value corresponding

to input combinationj on inputi. For example, for a 3-input
1) LSC selection:LSC selection aims to determine a setAND gate fed by the bridge (as shown in Fig. 11) there is one
of LSC covering a given NRINEV which is likely to require input configuration which will propagate the fault (0/1) ts i
the least number of test points. The algorithm, illustratecbutput out of the 4 possible combinations on the two inputs
in Fig. 12, uses signal probabilities to quantify the effortwhich are not fed by the bridge. Assuming the “1” probalkti
required to control the logic values required by a LSC onof the inputs which are not driven by the bridge to be 0.4
the corresponding nets. In our experiments, signal préiiabi and 0.7 respectively, the probability of this gate propiggat
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Input: NRINEV interval
Essential Vdd setting¥.;
Output: Set of LSCs covering NRINEV with minimum num-

output of any of these gates. If the fault is observable at the

output of these gates, then the algorithm structurallyetrses

. . the circuit and marks all the nets that observes the faulty
ber of requ_lred test p0|r_1t_§ behavior as potential observation point candidates (s&p 2

1: Compute S'gf‘a' probabilities on all nets . If the fault effect is not observable at the output of any of

: Qenerate a list of LSC candidates sets which cover Pathe successor gates, the algorithm uses the logic values on

tially or completgly the NRINEV abess all the nets, set by the stimulus generated in step 20 of the

 for all LSC candidateslo algorithm, and identifies the successor gate which observes

. eng(;g]rpme PECO(LSC) the faulty value and requires the least number of controitgoi

) . : _ . in order to propagate it to its output. The nets correspandin

+ Determine the set of LSC covering NRINEV with maxi- to these copntrgl ?)oints are thenpadded to ECL. In Iﬁ]cg; 28
mum overall PECO. to 34 the algorithm repeats steps 17 to 23 to mark all the

7: return LSC selection nets that observe the faulty values for later observatidntpo

Fig. 12. LSC Selection minimization, if a test pattern cannot detect the defecineve

after inserting control points for observability.

N

o g AW

the fault to its output i (0,410.7) — 0.07. In this way O(LSC) 3) Test points minimizationThe TPI algorithm (Fig. 10)

provides a probabilistic estimate to help compare varicdS4 minimizes the number of observation points, after processi

o : f";tll the NRINEV intervals. The optimum set of observation
and favour the one which is likely to require lesser number of . ) o
observation points. points will be the minimum set cover of the nets marked as

. N .. _observation point candidates in lines 22 and 33 of Fig. 13.
PECO(LSC) is then used as weight in a set covering Imea{'his is similapr to the method proposed in [18]. 9

programming formulation to determine the LSC set covering h laorith I | poi L |

NRINEV which is likely to require the fewest number of test . T € TPI algorit m calls control point minimization algo-

points. rlthm in step 8 of _F_lg. 1Q, to redL_Jce_ the n_umber of (_:on_trol
At this point, the selected LSCs can be made controllablgo!mS in the modified circuit. This is achieved by finding

and observable by inserting appropriate test points atefect pairs of control point candidate nets which can be replaced
site boundary, by a single control point while still achieving the required

controllability. The algorithm (shown in Fig. 14) starts by
2) Preliminary test point insertion at the defect site bound determining the fan-in cone (FIC) sets for each net added to
ary: The method proposed for determining the preliminary sethe ECL set in lines 9 and 26 of Fig. 13. FKZ] consists of all
of test points at the defect site boundary for a given LSC igets in the fan-in logic cone afc, starting from the primary
shown in Fig. 13. The algorithm starts by checking whether thinputs. Basically, FIG{c) contains all nets which may affect
driving gates’ input assignments required by the LSC can béhe logic value orec. Next, the algorithm finds the Common
satisfied. If the required input assignments can be satjstied Nets (CN) for the FIC of all possible pairs of nets in ECL,
means there is at least one test pattern which activates th€., CNc;, ec;) holds the nets which appear in both H&
fault. Otherwise the algorithm attempts to determine a se&nd FICgc;). For every set of common nets Gi{, ec;), the
of control points necessary for activating the fault (lies algorithm attempts to determine a list of valid candidawS)(
15). This is achieved by using incremental bit-flipping oe th shown in line 8, where every valid candidate is able to previd
driving gates’ input assignments until a satisfiable coratiem  the required controllability oneg; andec;), thus reducing two
is found. The input nets corresponding to the bit-flips in thecontrol points to one. These valid candidates are generated
LSC represent control point candidates and are added to thgy algorithm shown in Fig. 15 (Find Valid CP Candidates)
Exclusive Control Point Candidate list (ECL). At this point for every pair of control points in ECL. The algorithm then
(step 17), the algorithm attempts to generate a test patteffetermines the minimum set of control points as a minimum
which detects LSC and returns on successful generation 6€t cover for all VC sets. The resulting set of control points
a test pattern. If a test pattern detecting the LSC could ndre then inserted in the netlist.
be found, it means that although the fault can be activated, The algorithm shown in Fig. 15 starts by creating a copy of
it is not observable at the primary outputs. At this poing th the netlist without any control points, but with the optimiz
following two scenarios are possible: the faulty behavian ¢ observation points at their respective locations. For yever
be observed at the output of at least one of the successpair of control point candidatee€s andecp) the algorithm
gates, or, the faulty behavior does not propagate through arnnserts all control points necessary to detect LSC(A) @isin
of the successor gates. In order to differentiate betweeseth information stored in ECL), with the exception ef4 and
two issues, a stimulus is generated for fault activationisTh ecg, where LSC(A) is the LSC corresponding t@4. It
stimulus is applied to the circuit and all the successorgyatethen tries all the common nets Cid(, ecg), one-by-one and
are checked to see if the faulty behavior is observable at tha@tempts to generate a stimulus using both types of control
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1: for all NRINEV do
2. for all ece ECL do
3 Compute FIC(ec)
4:  end for
Input: LSC Candidate 5: end for
Bridge b 6: for all pair (ec;, ec;) whereec;, ec; € ECL do
1: for all Gates driving the bridgdo 7. CN(ecy, ecy) = FIC(ecy) [ FIC(ec;)
2. if LSC input assignment not satisfiakken 8 VC(ec;, ec;) = Find Valid CP Candidates (CNg;, ec;))
3: CPCount = 1; o: end for - .
4 SATISFIED = FALSE: 10: Find minimum number of CPs as a minimum set cover on
5 while NOT SATISFIEDdo {VC(eci, ec))} _
6 for all LSCIA = LSC input assignment with CP- 11: Insert CPs into netlist

Count bit-flipsdo

. . . Fig. 14. Control Point Minimization
if LSCIA is satisfiablethen

N

8: SATISFIED = TRUE; Input: eca,ecs, CN(eca, ecg), LSC(A), LSC(B)
o: add nets corresponding to bit-flips in LSCIA 1: Create a copy of the original circuit
to ECL 2: Insert all the CPs required by LSC(A) with the exception
10: BREAK; of eca, ecp
11: end if 3: for all cn € CN(eca, ecp) do
12: end for 4. for all cptypec CP-0, CP-1do
13: CPCount = CPCount + 1 5: Insert a control point (cptype) at cn
14: end while 6: if LSC(A) is non-redundarthen
15 end if 7: FvC = FvC | {cn}
16: end for 8 end if
17: if LSC non-redundarthen 9: end for
18:  return (success) 10: end for
19: end if 11: if FVC # 0 then
20: Generate a stimulus to activate the fault 12:  Insert all the CPs required by LSC(B) with the exception
21: if Fault is observable at the output of the gates fed by the of eca,ecp
bridgethen 13:  for all fvc € FVC do

22:  Mark all the nets which observe the fault effect as OP1a4: Insert a control point of type cptype(fvc)

candidates 15: if LSC(B) is non-redundarthen
23: else 16: vC =VC | fvc
24:  Use the logic values set by the stimulus at the inputs ofi7: end if

the gate 18: end for
25:  ldentify a gate, from all the gates which see a fault, that1o: end if

require min. no. of CPs to propagate the fault 20: return VC
26: add control point candidates to ECL
27 end if Fig. 15. Find Valid CP Candidates

28: if LSC non-redundarthen

zzf enr(;atilfjrn (success) points CP-1 and CP-0. For all candidates that detect LSC(A)

31: Generate a stimulus to activate the fault a tuple consisting of the net, fanout and CP-type is placed

: : in First Valid Candidates, FVCThe algorithm then moves to
: th ' . .
32:1f Fault is observable at the output of the gates fed by SC(B) and repeats the above procedure but this time it uses

bridgethen : ,
33: Mark all the nets which observe the fault effect as OPthe members oFVC instead of common nets’ members. It
candidates then adds all those members ¥ C which are able to detect
3a: end if LSC(B) toValid Candidates, Vdist and returns the list to the

calling Algorithm (Fig. 14).
Fig. 13. Preliminary test point identification at the defsite boundary
B. Experimental Results
The TPI algorithm (Fig. 10) has been validated using a

similar experimental set up as discussed in Section IV-B2 Th
only difference is that instead of extracting the bridgeutsing
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TABLE V
RESULTS OFTESTPOINT INSERTION ALGORITHM

Total Vvdd(s) vdd(s)
Design | Bridges bf TPI af TPI CP(s) | OP(s)
c1355 6,566 | 0.8v, 1.2v 0.8v 6 0
c1908 7,986 All* 0.8v, 1.2v 2 1
c2670 10,000 All 0.8v, 1.2v 19 0
c3540 10,000 All 0.8v, 1.0v 6 1
c7552 9,998 0.8v, 1.2v 0.8v 0 1
s344 469 All 0.8v 5 0 1]
s382 1,146 All 0.8v, 1.2v 7 2
s386 1,625 All 0.8v, 1.0v 9 1
$838 5,737 Al 0.8v, 1.0v| 26 11 (2]
s5378 9,933 All 0.8v, 1.0v 5 1
s9234 10,000 All All 0 0
s13207 | 10,000 All 0.8v, 1.0v 3 0
s15850 | 10,000 All 0.8v, 1.0v 3 0 (3]
*All=0.8v, 1.0v, 1.2v [4]
[5]

a layout tool, in this case, an exhaustive bridge list is gatee
by considering all possible pairs of nets in the netlist, ot
maximum of 10,000 pairs. This is done to increase the total
number of bridges, and therefore create more challengstg te (6]
cases for all the circuits. The test point insertion flow oe th

layout extracted bridge list required only a very small nemb [7]
of test points, only 3 out of 12 circuits required test paints
The experimental data is available at [19] to enable corspari (g

with this work. The total number of bridges for each circugit i
shown in the second column of Table V.

The total number of bridges considered for each circuit, [g]
along with the number of test Vdd(s) used for detecting all
the defects both before and after inserting test points én th[m]
circuit, are shown in Table V. As it can be seen, by using
the proposed test point insertion method, the number of test
Vdds are reduced from three to one, or three to two for almost!!
all circuits without affecting the defect coverage. It islyon
for s9234 where the number of Vdd settings required durindf2]
test could not be reduced, this is because it has bridges with
highest critical resistance at all three test voltages, ey
are all essential. The number of control and observationtpoi [13]
added in each circuit are shown next, in Table V. It should be
noted that total number of test points (including OPs and)CPSg14
are ten or less for almost all the circuits, and that it is dnly
the cases of c2670 and s838 that more test points are used.

[15]

V1. CONCLUSION [16]

Low power consumption and low cost manufacturing teshn
are key constraints in today’s competitive microelectceni
industry. This paper has demonstrated that the employnfent o
adaptive power management presents a number of challengé8
that need to be addressed to achieve high test quality at low
cost. The paper has addressed these challenges througti-a muyd9]
Vdd test generation method which delivers full bridginglfau

11

coverage across multiple Vdd settings and a test pointtinser
method which can be employed to reduce the number of Vdd
settings required during test without affecting the tesligy
Although only non-feedback bridges have been considered in
this work, we believe the same concepts are equally apjdicab
for feedback-bridging testing and we are planning to addres
this in our future work.
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