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Tough guys don't dance: Intention movements andthe evolution of signalling in animal contestsJason NobleSchool of Cognitive and Computing SciencesUniversity of Sussex, Brighton BN1 9QH, U.K.jasonn@cogs.susx.ac.ukAbstractTwo animals contesting possession of a re-source sometimes �ght, but more often en-gage in aggressive displays until one or theother retreats. Game theory predicts thatsignals of strength or aggressive intent willnot be heeded unless necessity or high costmake them reliable, but some animal threatdisplays appear to contradict this predic-tion. An evolutionary simulation model ispresented in which two animats of variable�ghting ability compete for a resource andhave access to their opponent's intentionmovements, i.e., their real-time behaviouralchoices. Reliable communication of �ghtingability does not evolve. The results of thesimulation are used to assess con
icting the-ories of signalling in competitive interactions.1 IntroductionAnimals contesting the possession of a resource areoften observed to settle the dispute by exchangingsignals or threat displays rather than engaging inan all-out �ght. For example, mantis shrimps Gon-odactylus bredini contest the ownership of smallcavities in their coral reef habitat. These con-tests sometimes result in physical combat, but of-ten an opponent is deterred by a claw-spreadingthreat display (Adams & Caldwell, 1990). Reddeer stags Cervus elaphus compete for control ofgroups of females, but unless two stags are closelymatched in strength, the weaker will usually retreatafter a roaring contest and/or a parallel walk dis-play (Clutton-Brock, Albon, Gibson, & Guinness,1979).There is some controversy in the biological liter-ature about how best to explain these observations.The early ethologists suggested that threat displayswere honest signals of aggressive intent that servedto prevent costly �ghts, but the group-selectionist

overtones of this idea mean that it is no longertaken seriously. Subsequently, game-theoretic mod-els of aggressive interaction have predicted thatsignals of aggressive intent or high �ghting abilitywill be vulnerable to invasion by blu�ers and thusnot evolutionarily stable (Maynard Smith, 1982)|receivers of the signal will have no reason to takeit seriously. There is widespread agreement thatif a signal is for some reason unfakeable (such asthe necessary connection between stamina and en-ergetically costly roaring in red deer) then it will beevolutionarily stable for animals to use the signal tosettle contests, escalating only when opponents arewell-matched. However, the similar use of fakeablesignals is not expected to be stable. This latter con-clusion is apparently at odds with the ethologicaldata (Hinde, 1981). Sometimes animals do seem topay attention to threat displays that could be (andare) faked, as when a mantis shrimp, its exoskele-ton soft and vulnerable after moulting, successfullydrives o� an intruder that could in fact defeat it incombat.Several authors have tried to address this ex-planatory gap, constructing models of contestsin which the strength and intentions of one an-imal cannot be directly perceived by the other,but might be more or less reliably communicatedthrough a threat display. Adams and Mesterton-Gibbons (1995) argue that the use of a threat by aweak animal involves a \vulnerability cost". Thisis one version of the handicap principle (Zahavi,1977), which asserts a necessary relationship be-tween a signal's cost and its reliability. A vulner-ability cost exists because, if the threat does notwork, a weak animal is likely to be seriously in-jured by its probably-stronger opponent. On theother hand, weak animals stand to gain propor-tionately more if the threat is successful. Adamsand Mesterton-Gibbons predict that blu�ng will bestable: threats will be made and sometimes heeded,but should be expected from the very strong and



the very weak. Wheeler and de Bourcier (1995)describe a simulation of aggressive territorial sig-nalling. They also invoke the handicap principle,but to di�erent e�ect: their simulation suggeststhat if the production costs associated with a threatdisplay are su�ciently high, then the honest sig-nalling of \aggressiveness", i.e., aggressive intent,will be evolutionarily stable.In contrast, Enquist (1985) presents a game-theoretic model in which contestants are eitherstrong or weak, and cost-free, binary signals areexchanged before the decision to �ght or 
ee istaken. Enquist concludes that, under certain condi-tions1, the honest signalling of �ghting ability willbe evolutionarily stable, even though the signals arecost free. Fights will occur only between evenly-matched opponents, and weak animals will deferto signals denoting strength. In a second model,Enquist goes on to claim that the cost-free sig-nalling of \local strategy", i.e., aggressive intent,can also be evolutionarily stable. Hurd (1997) hasrecently extended Enquist's �rst model and alsoconcludes that the cost-free signalling of �ghtingability is possible. Furthermore, if only two signalsare available, and if they vary in cost, it will be evo-lutionarily stable for weak animals to use the morecostly of the two signals: not as a blu�, but as anhonest advertisement of low �ghting ability. Theseparadoxical results clearly run against the grain ofmost game-theoretic predictions about signalling incases where the interests of the interacting partiescon
ict: such signals are either expected to be un-informative (Maynard Smith, 1982), and thus notsignals at all, or stabilized by being too costly forpoor-quality signallers to produce (Grafen, 1990).Caryl (1987) has criticized Enquist's methodologyand argues that reconsideration of his �rst modelleads to the opposite conclusion.In an attempt to resolve the controversy, the cur-rent paper presents a simulation model of contestsover an indivisible resource. The results will becompared with the con
icting predictions of themodels outlined above. The aim of using a sim-ulation is to avoid oversimpli�cation. In particu-lar, time will be modelled in an approximately con-tinuous fashion: game-theoretic models of aggres-sive signalling rarely allow for more than two time-steps|an exchange of signals followed by a choiceof actions|and thus may fail to capture criticalaspects of real-time interactions.10:5v�c > v�d, where v is the value of the resource, c isthe cost of an escalated �ght between two equally matchedopponents, and d is the cost to a weak animal of being at-tacked by a strong one.

There is a second motivation for the work pre-sented here. Whilst the honest signalling of inten-tions looks unlikely from a game-theoretic perspec-tive, it has been cogently argued (Tinbergen, 1952;Krebs & Dawkins, 1984) that intention movements(i.e., movements necessarily preceding an action,such as a dog baring its teeth to bite) probablyfunction as \seeds" in signal evolution. Rather thanincorporating an exchange of arti�cial, discrete sig-nals, the current model seeks to explore the plau-sibility of the intention-movements idea by usingsuch movements as the medium of potential infor-mation transmission.2 The simulation modelThe model involves two simulated animals (hence-forth animats) contesting the possession of a re-source. Due to a shortage of hard data on themetabolic costs of �ghting, the simulation does notmodel contests in a particular species. However,the mantis shrimp will serve as a useful illustra-tion: assume that two shrimps have discovered adesirable cavity. Each shrimp knows its own �ght-ing ability, but is unable to perceive the abilityof its opponent. Each shrimp can perceive move-ments towards aggression or retreat on the part ofits opponent. Based on this information, shrimpscan elect to attack or to 
ee or to do somethingin between. If the shrimps engage in an all-out�ght, both shrimps will su�er costly injuries butthe stronger one is likely to win and gain possessionof the cavity. Over generational time, the shrimpsmay or may not evolve a signalling system that al-lows them to settle contests without �ghting.The model is based on a single behavioural con-tinuum between attacking and 
eeing. An animatis located at some point � on this continuum; con-tests involve two animats randomly selected from apopulation. Animats begin the contest at � = 0and, each time-step, can move a maximum of �units in either direction. An animat with � > Ahas crossed the \attack line", and is deemed to bephysically attacking its opponent. An animat with� < F has crossed the \
ee line": the contest endsand the animat has abandoned the contested re-source to its opponent. In the runs presented here,F = �A and � = A=4. The simulation capturesintention movements in that animats can neitherimmediately attack nor immediately 
ee: from thestarting position, it takes at least four time-stepsto do either. A plausible threat display might beto \hover" with � just less than A. Figure 1 showsa hypothetical contest.
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Figure 1: Course of a hypothetical contest: the hor-izontal axis is time and the vertical axis is the �-continuum. The weaker animal (dashed line) 
eesafter the stronger animal shows a greater willing-ness to back up \threat displays" by attacking.Animats have associated with them an energylevel e that is set to 0 at birth, and a �ghting abil-ity f (5 � f � 15) that is randomly assigned at thebeginning of each contest.2 The two costs and onebene�t of the contest a�ect the value of e. The �rstcost is due to being attacked: at each time-step that�opponent > A, the animat su�ers an injury cost of�fopponent. The second cost is an energy cost foraggressive display or attack: at each time-step that� > 0, the animat pays a cost of �k�=A, withk = 1. So, for example, an animat attacking itsopponent with � = 1:1�A would endure -1.1 unitsof energy cost per time-step; note that the cost ofattacking is always much less than the cost of be-ing attacked, for any f . Note also that any activitywhere � < 0 involves no energy cost|this is jus-ti�ed on the basis that backing o�, preparatory torunning away, is much less energetically expensivethan aggressive behaviour. In principle, therefore,cost-free signalling should be possible when � < 0.The only bene�t in the contest is to gain control ofthe resource, which is worth V = 100 units.The contest can end in one of three ways. Oneanimat may 
ee, as discussed above. Secondly, oneanimat may win the contest through brute force:if an animat loses more than C = 200 units of en-ergy during any one contest, it has been physicallyovercome by its opponent. The contest ends imme-diately and the opponent gains the resource. Re-grettably, the value of C puts an arti�cial cap onthe amount of damage an animat can sustain in onecontest; however, the values of C and V have been2Heritable �ghting ability would quickly lead to unin-teresting �xation. The model selects for responsiveness tovarying values of fself , as presumably exists in the mantisshrimp which is periodically vulnerable due to moulting.

chosen such that, on the face of it, the resourceis worth having but not worth su�ering serious in-jury for. In Maynard Smith's (1982) much sim-pler Hawk-Dove game, these relative cost and ben-e�t values resulted in a mixed-strategy equilibriumwhere half of the population played Hawk and theother half played Dove. The contest described herecan be thought of as a souped-up continuous-timeversion of the Hawk-Dove game, in which players ofvarying strength3 can perceive and respond to theiropponent's tendency towards a hawkish or dovishstrategy. Finally, the contest can end because atime limit, tmax = 50 time-steps, has been reached,in which case neither animat gains the resource.The values of tmax, C, k, and �, and the range ofvalues of f , have been coordinated such that it ispossible for even the weakest animat to overcomean opponent (assuming the opponent does not re-taliate) within the time limit.4The animats have as inputs fself , �self , and�opponent. Informally, they know their ownstrength, they can see what they're doing, and theycan see what their opponent is doing. The ani-mats also have access to a random input, to allowfor probabilistic strategies. The animats produce acontinuous output in the range �� which is appliedto their �-position for the next time-step.The animats were implemented as �ve-neuronfully inter-connected continuous-time recurrentneural nets (CTRNNs), with the activity of neuron0 taken as the output. CTRNNs are the amongthe most general of arti�cial neural network archi-tectures; they have been treated here as a black-box control system. The recurrent aspect of thenets makes it possible for the animats to evolvesome form of short-term memory rather than beingpurely reactive. All parameter values for the netswere taken from Yamauchi and Beer (1994). Theevolutionary engine was a genetic algorithm with apopulation size of 100, run for 5000 generations. Ineach generation, animats were randomly selectedto play out 500 contests; each animat could thusexpect to participate in 10 contests in its lifetimeand was guaranteed at least 5. An animat's �tnessscore was etotal=ncontests. For breeding purposes,these �tness scores were normalized as deviationsfrom the mean: animats with negative scores were3In the Hawk-Dove game all players are of equal �ghtingability.4Although a degree of arbitrariness is inevitable in set-ting parameter values for an abstract simulation, it is hopedthat this coordination of values will at least prevent such dis-asters as, for example, enforcing honesty amongst the weakby having C too high, or tmax too low, for a weak animatto ever win by �ghting.



discarded, and roulette-wheel selection was appliedto the remainder.Two control conditions were devised: in the\blind" condition, the animats are denied accessto �opponent and therefore any communication isimpossible. In the \unfakeable" condition, theanimats are given access to fopponent, and canbe thought of as exchanging unfakeable signals ofstrength. In order to facilitate comparisons withprevious models, both continuous and discrete dis-tributions of �ghting ability were used. In thecontinuous �ghting ability (CFA) case, f was uni-formly randomly distributed between 5 and 15,while in the discrete �ghting ability (DFA) caseanimats were either weak (f = 5) or strong (f =15). The experimental and control conditions werecrossed with the two f -distributions to make sixconditions in all.3 ResultsEach of the six experimental conditions was run 10times with a di�erent random seed. The �nal 1000generations of each 5000-generation run were usedas a window period for statistical analysis; all ofthe results below refer to average behaviour withinthis period. Standard errors refer to error acrossthe 10 trials.In observing the progress of the contests on acomputer monitor, the overwhelming impressionwas that most of the animats wasted no time inmoving rapidly towards either the attack or the 
eeline. Contests were generally resolved quickly: themean duration was 10.14 time-steps overall, andless than 0.4% of contests reached tmax. If threatdisplays were occurring, they did not involve sus-tained action.Figure 2 shows the mean �tness values acrossconditions. Several points can be made based onthis graph alone. Mean �tness is determined by thevalue V of the resource, which an animat can expectto obtain about half the time, less the mean costs ofaggression and being injured. In an ideal signallingsystem, where cost-free signals of strength were ex-changed and the weaker animat always retreatedimmediately, the mean �tness would be V=2 = 50(assume that equally matched animats allocate theresource randomly). In the experimental condition,such ideal situations clearly did not evolve|thenegative mean �tness implies that the V=2 expectedpayo� was balanced against greater energy and in-jury costs. The unfakeable condition provides anindex of how e�ciently the animats can allocateV when they have reliable, cost-free information
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Figure 2: Mean �tness �1 s.e., for CFA (solid line)and DFA (dashed line), across the three conditions.about their opponent's strength, and in the CFAcase their e�ciency approaches 60% of the ideal.The fact that mean �tness in the experimental con-dition was signi�cantly lower than in the unfake-able condition (CFA: t18 = 8:03, p < 0:001; DFA:t18 = 19:30, p < 0:001) is evidence that if �ghtingability is being signalled, the signals are costly. Dif-ferences in mean �tness between the blind conditionand the experimental condition were of marginalstatistical signi�cance. Communication is impossi-ble in the blind condition; therefore the similarityin �tness scores suggests that if signals are being ex-changed in the experimental condition, their costscancel out their bene�ts.Figure 3 shows the percentage of contests thatwere resolved by all-out �ghts, i.e., by one ani-mat overcoming the other (the remainder were al-most all resolved by one animat 
eeing). In theunfakeable condition, as might be expected, �ghtswere relatively rare. In the experimental condi-tion (CFA) they occurred 24.5% of the time, andof those �ghts, 41.0% were between animats withclosely matched �ghting ability (jfa � fbj < 2). At�rst glance this might suggest that the animats hadevolved a signalling system that allowed them toavoid costly �ghting much of the time. However,there was no signi�cant di�erence in the propor-tion of �ghts between the experimental conditionand the blind condition, and �ghts in the blindcondition were just as likely to be against closelymatched opponents. If a reliable signalling sys-tem were in place, it would presumably lead tofewer �ghts overall and a greater proportion of well-matched opponents when �ghts did take place.Overall, stronger animats were more aggressive:they were likely to have a higher �-values thanweak animats at any particular time-step. This
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Figure 3: Mean percentage of contests resolved byall-out �ghts �1 s.e., for CFA (solid line) and DFA(dashed line), across the three conditions.
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Figure 4: Mean correlation between �self andfopponent �1 s.e., for CFA (solid line) and DFA(dashed line), across the three conditions.suggests that weak animats should have been ableto infer their opponent's strength from their �-value and respond accordingly. Figure 4 showsthe mean correlation coe�cient between �self andfopponent at time-step 4, when all contests were stillin progress (the correlation was calculated for eachgeneration). In the unfakeable condition there is anegative relationship: unsurprisingly, animats thatcould reliably perceive their opponent's strengthwere likely to 
ee from stronger opponents. In theblind condition there is of course no relationship atall. In the experimental condition, there is the sug-gestion of a negative relationship, but it accountsfor less than 1% of the variance in �self .A general link between fself and �self also sug-gests the possibility of blu�ng, i.e., deception bymoving to a �-value usually characteristic of higherf . Given the brevity of the contests and the likelyimportance of �rst impressions, blu�ng was inves-
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Figure 5: Total frequencies of opening moves by�ghting ability, with each variable grouped into 20bins for plotting. The plot shows data for the win-dow period of run 6 in the experimental conditionwith CFA.tigated by tabulating the animats' opening moves(their �� for time-step 1). Figures 5 and 6 showthe frequencies of opening moves by �ghting abil-ity for CFA and DFA respectively. Substantialvariation existed in these relationships across tri-als, and presenting mean values would obscure thesituation|�gures 5 and 6 show data from typi-cal runs. In both cases there is evidence of stereo-typical, extreme responses. Stronger animats al-most always make an aggressive �rst move. Weakeranimats are more likely to play a mixed strategyof sometimes advancing and sometimes retreating,and it seems reasonable to describe the advances asattempted blu�s.If blu�ng in the experimental condition was oc-curring successfully, then this would presumablyresult in a relatively high proportion of contestsbeing won by weaker animats: blu�ng is impos-sible in the blind control and pointless in the un-fakeable. Figure 7 shows the percentage of con-tests in which the weaker animat gains the resource(note that the DFA results are not directly compa-rable as half of the time there was no weaker an-imat). While the experimental condition leads tomore \upset wins" than the unfakeable condition(CFA case, t18 = 5:93, p < 0:001), the di�erencebetween the experimental and the blind conditionis of marginal signi�cance.4 DiscussionEvolved behaviour in the experimental conditionwas more like the behaviour of \blind" animats
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Figure 6: Total frequencies of opening moves byweak (solid line) and strong (dashed line) �ghtingability, with the move data grouped into 20 binsfor plotting. The plot shows data for the windowperiod of run 5 in the experimental condition withDFA.
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Figure 7: Mean percentage of contests won by theweaker animat �1 s.e., for CFA (solid line) andDFA (dashed line), across the three conditions.

than that of animats able to perceive the strengthof their opponent. The data suggest that if anysignalling systems evolved in the experimental con-dition they were both inherently costly and no moree�ective in preventing unnecessary �ghts than blindstrategies. The most obvious interpretation is thatno signalling systems evolved. The mutual abilityto perceive the intention movements of one's oppo-nent in an aggressive interaction is, in the long run,of no �tness bene�t.The predictions of Enquist (1985) and Hurd(1997), that cost-free signalling of �ghting abilitycould be an evolutionarily stable strategy, were cer-tainly not supported. This was true whether or not�ghting ability was discretely distributed. Caryl's(1987) charge that Enquist's model simply fails tocapture the details of animal con
ict may be thebest explanation.Wheeler and de Bourcier's (1995) model suggeststhat evolution will favour costly, honest signals ofaggressive intent. The current simulation allowedfor the possibility that stronger animats would usea costly signal to display their greater willingness toengage in all-out �ghts: e.g., by moving to �� A.If such a signalling system had evolved, however,and if receivers were paying attention to it, wewould expect there to be a reduction in the num-ber of contests resolved by �ghting (compared tothe blind control). This was not observed, and theconclusion must be that Wheeler and de Bourcier'srather speci�c simulation does not generalize to thecurrent contest model.Adams and Mesterton-Gibbons's (1995) predic-tion, that the strongest animals would signal theirstrength and the weakest would attempt to blu�,was not borne out either, although high levels ofblu�ng were observed. Indeed, the data on blu�ngstrongly support the conventional game-theoreticview (Maynard Smith, 1982; Krebs & Dawkins,1984) that participants in aggressive interactionswill eventually come to pay little attention to eachother's manipulative \signals". For example, inthe CFA case (�gure 5), the weakest animats startwith an aggressive move about a third of the time.These blu�s at least occasionally result in the ani-mat gaining the resource (�gure 7), but to explainthis we do not need to propose that the animat'sopponent is paying any attention, because in theblind condition similar results are observed. Theblind condition forces animats to develop strategiesbased only on knowledge of their own �ghting abil-ity, and the fact that they manage to avoid all-outcon
icts most of the time reminds us that commu-nication is not always necessary for coordination.
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