Two-Dimensional Numerical Simulation of Fermi-Level Pinning Phenomena Due to DX Centers in AlGaAs/GaAs HEMT's
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Abstract—Fermi-level pinning phenomena due to DX centers in AlGaAs/GaAs HEMT's are analyzed using two-dimensional numerical simulations based on a drift-diffusion model. A DX center model is introduced assuming Fermi-Dirac statistics for ionized donor density with the aluminum mole fraction dependence of the deep-donor energy level. The calculated results reveal that the decrease in transconductance of AlGaAs/GaAs HEMT's in a high gate-bias region is caused by the existence of DX centers. This is because the Fermi level is pinned at deep donor levels in the n-AlGaAs layer. Furthermore, the superiority of AlGaAs/InGaAs pseudomorphic HEMT's is discussed in terms of the Fermi-level pinning.

I. INTRODUCTION

The existence of DX centers [1], [2] in Si-doped AlGaAs/AlAs layers grown by MBE has been one of the most serious problems in developing heterostructured high-speed devices utilizing GaAs/AlGaAs systems. For example, persistent photoconductivity [1] in high electron mobility transistors (HEMT's) [3], [4], saturable pulsation of laser diodes [5], and persistent photocapacitance in p-n GaAs/AlGaAs heterojunction diodes [6] are attributed to DX centers. In AlGaAs/GaAs HEMT's, two-dimensional electron gas (2DEG) formed at the AlGaAs/GaAs heterointerface is used as a channel. DX centers have a large influence on the electron transfer between AlGaAs and GaAs layers [7]-[9], resulting in the saturation in sheet carrier density of 2DEG [10]. Therefore, it is important to suppress the influence of DX centers in order to obtain further improvement in AlGaAs/GaAs HEMT performance.

Up to now, two-dimensional device simulators based on a classical drift-diffusion model have been used as powerful design tools. For the past few years, two-dimensional numerical models for HEMT's [11]-[13] have been developed based on the drift-diffusion approach. In addition, the velocity overshoot effect [12] and the surface Fermi-level pinning effect [13] have been investigated in AlGaAs/GaAs HEMT's. Recently, several authors [14]-[16] have reported one-dimensional analysis of charge control in HEMT's, taking DX centers into account. Park et al. [15] have shown good agreement between the calculated and experimental gate capacitance-voltage characteristics of AlGaAs/GaAs HEMT's. However, these calculations have been performed under a zero source-drain bias condition, and two-dimensional distributions of electrostatic potential and electron current in submicrometer-gate HEMT's have not been taken into consideration.

The present paper reports a full two-dimensional analysis of Fermi-level pinning phenomena due to DX centers in AlGaAs/GaAs HEMT's. We introduce a DX center model where the energy of deep donor levels varies with the aluminum mole fraction as explained later.

II. DEVICE MODELING

The motion of carriers in HEMT's is analyzed by a classical drift-diffusion approach. The dependent variables are the electron density, the hole density, and the electrostatic potential. Basic equations are described as follows:

1) Poisson equation

$$\nabla \cdot (\varepsilon \nabla \psi) = -q(N_D^0 - N_A^0 + p - n)$$  \hspace{1cm} (1)

where \(q\) is the magnitude of an electron charge, \(\varepsilon\) is the dielectric constant, and \(N_D^0\) and \(N_A^0\) are the concentrations of ionized donors and acceptors. It is assumed that donors and acceptors in GaAs layers are fully ionized, except that the ionized donor density in n-AlGaAs layers depends on the aluminum mole fraction as explained later.

2) Current continuity equation

$$\nabla \cdot J_e = q \cdot R$$  \hspace{1cm} (2)

$$\nabla \cdot J_h = -q \cdot R$$  \hspace{1cm} (3)

where \(J_e\) and \(J_h\) are the electron current density vector and the hole current density vector, and \(R\) is the Shockley-Read-Hall recombination rate with an assumed carrier lifetime of \(1.0 \times 10^{-3}\) s.
3) Current density equation

\[ J_n = -q \mu_n n \nabla \phi_n \]

\[ J_p = -q \mu_p p \nabla \phi_p \]

where \( \mu_n \) and \( \mu_p \) are the carrier mobilities for electrons and holes, and \( \phi_n \) and \( \phi_p \) are the electron and hole quasi-Fermi potentials, respectively. These equations are discretized by the finite-difference method and solved self-consistently using the Gummel scheme [17].

The electron and hole densities are given by the following expressions:

\[ n = n_i \cdot \exp \left[ \left\{ (\psi + \theta - \gamma_n) - \phi_n \right\} / V_T \right] \]

\[ p = n_i \cdot \exp \left[ \left\{ \phi_p - (\psi + \theta - \gamma_p) \right\} / V_T \right] \]

where \( n_i \) is the intrinsic carrier density, \( V_T \) is the thermal voltage \( k_B T / q \), and \( \gamma_n \) and \( \gamma_p \) are degeneracy parameters to take Fermi-Dirac statistics into account [17]. The band parameter \( \theta \) is defined as the energy difference between the vacuum level and the intrinsic Fermi level:

\[ \theta = -\psi_0 + \chi + E_g / 2 - V_T / 2 \cdot \ln \frac{N_t}{N_e} \]

where \( \psi_0 \) is the potential reference, \( \chi \) is the electron affinity, \( E_g \) is the bandgap, \( V_T \) is the Fermi-Dirac statistics parameter, \( N_t \) and \( N_e \) are the effective densities of states in the conduction band and valence band, respectively.

The DX center model is introduced assuming Fermi-Dirac statistics for an ionized deep donor density in n-Al\(_x\)Ga\(_{1-x}\) As layers. The ionized donor density in n-AlGaAs layers is given by

\[ N_D^*(x) \]

\[ = N_D \frac{1}{1 + g \cdot \exp \left[ -(E_c - \Delta E_D(x) - \phi_n) / k_B T \right]} \]

where the degeneracy factor of the Si donor levels \( g \), which equals 2, and the energy \( \Delta E_D \) are dependent on the Al mole fraction \( x \). The functional formula \( \Delta E_D(x) \) is adjusted to fit the experimental data by Ishikawa et al. [2]. For example, \( \Delta E_D \) measured from the conduction band edge is assumed to be 60 meV at \( x = 0.3 \). To contrast the Fermi-level pinning phenomena caused by DX centers with Fermi-level behaviors in non-DX-center structures, a perfect ionization model is introduced as a reference; 100 percent ionization of donors in n-AlGaAs layers is assumed as for those in n-GaAs layers.

\[ N_D^*(x) = N_D \quad (10) \]

Hereafter, these two models (i.e., (9) and (10)) are used to analyze the Fermi-level pinning due to DX centers in HEMT’s.

The Al mole fraction dependence and the doping concentration dependence of carrier mobilities are considered according to the experimental data of Neumann and Flohrer [18]. The conduction band and valence band discontinuities \( \Delta E_C \) and \( \Delta E_V \), respectively, in the GaAs/AlGaAs heterostructure are assumed to be 60 and 40 percent of the \( \Gamma \)-band energy gap difference, respectively.

The electron velocity overshoot effect is approximately introduced using the following piecewise linear velocity-field relation [12]:

\[ v_n(E) = \mu_n \cdot E, \quad (E \leq v_s / \mu_n) \]

\[ v_s, \quad (E > v_s / \mu_n) \]

where the saturation velocity \( v_s \) is estimated through quantitative comparison with experimental data as discussed later.

III. Calculated Results

A. Influence of DX Centers on AlGaAs/GaAs HEMT Performance

Fig. 1 shows a schematic cross section of the analyzed 0.5-μm-gate HEMT. It has a 0.015-μm-thick undoped AlGaAs surface layer [19], a 0.025-μm-thick highly doped n-AlGaAs layer, and a 0.002-μm-thick undoped AlGaAs buffer layer. The doping concentration in each layer used for the calculation is listed in Table I. The source and drain alloy regions are modeled by heavily doped n′ -GaAs, and the semi-insulating substrate by a lightly doped p′ -GaAs layer. The electron mobility in the slightly doped p′ -GaAs channel is assumed to be 7200 cm\(^2\)/V · s, and that in the n-AlGaAs layer 1500 cm\(^2\)/V · s according to the mobility model described in Section II. The Schottky-barrier height of the gate electrode is assumed to be 0.8 V.

Fig. 2 shows the two-dimensional electrostatic potential distribution and electron current distribution near the un-AlGaAs/p′ -GaAs heterojunction calculated using the DX center model (see (9)). The bias conditions are source–drain voltage \( V_{ds} = 1.0 \text{ V} \) and source–gate voltage \( V_{gs} = 0 \text{ V} \). The length of each arrow shown in the figure is in proportion to the magnitude of the current density at that point. The electron current flows along the un-AlGaAs/p′ -GaAs heterointerface where the two-dimensional electron gas is formed. It should be noted that the current component due to low-mobility electrons in the n-AlGaAs layer, i.e., so-called parallel conduction, is negligible. The thickness and doping concentration of this layer are designed so that a charge-neutral region does not exist in this region.

The full transistor characteristics of the HEMT with a gate width of 200 μm calculated at 300 K are shown in Fig. 3: (a) shows results using the DX center model, and (b) using the perfect ionization model. In these calculations, the saturation velocity of electrons \( v_s \) is assumed to be \( 2.0 \times 10^7 \text{ cm/s} \). The validity of this estimation is checked in the next section. It is found that the saturation current calculated using the DX center model is much smaller than that using the perfect ionization model.

In Figs. 4(a) and (b), drain current and transconductance calculated at drain bias \( V_{ds} = 1.2 \text{ V} \) are shown as functions of gate bias. Calculated results using the DX
center model (solid lines) are compared to those using the perfect ionization model (dashed lines). As shown in Fig. 4(a), the drain currents calculated using these two models are nearly equal at the threshold voltage, but the difference between them increases when the gate bias approaches zero. The drain current using the DX center model tends to saturate, and the transconductance falls off rapidly near $V_{gr} = 0$ V as shown in Fig. 4(b). These results show excellent agreement, quantitatively and qualitatively.
tatively, with the experimental data (open circles), which are obtained from fabricated 0.5-μm-gate HEMT’s with the same structural parameters as those used in the calculations.

As shown above, DX centers in the n-AlGaAs layer largely decrease the transconductance of AlGaAs/GaAs HEMT’s. Physically speaking, such a decrease in transconductance can be explained by Fermi-level pinning due to DX centers. This phenomenon is clarified in Section IV-A. Furthermore, the superior features of AlGaAs/InGaAs pseudomorphic HEMT’s are discussed from the viewpoint of Fermi-level pinning in Section IV-B.

B. Velocity Overshoot Effect in AlGaAs/GaAs HEMT’s

For the two-dimensional electron gas at the AlGaAs/GaAs heterointerface, several Monte Carlo simulations have been carried out to obtain the electron velocity–electric field relation. For example, a calculated drift velocity of $1.5 \times 10^7$ cm/s at an electric field of 5 kV/cm has been reported for a uniform two-dimensional electron gas at 300 K [20]. In the present calculation, the piecewise velocity-field relation is employed. In this section, the saturation velocity $v_s$ is estimated from the calculated drain current and transconductance values.

Fig. 5(a) shows the calculated drain current as a function of gate bias with various values of $v_s$ (solid lines) and experimental values (open circles). In the same way, Fig. 5(b) shows the calculated transconductances and the experimental values. From these figures, it is inferred that $v_s = 2.0 \times 10^7$ cm/s, which is consistent with the values reported so far [16], [19], [21], [22]. This value seems to be slightly larger than that estimated from the Monte Carlo simulations. In the HEMT structure, the electrostatic potential steeply drops near the drain side edge of the gate electrode, as shown in Fig. 2. A high electric field appears over a very short length (about 0.05 μm) of the channel, and the maximum electric field in this region is higher than 20 kV/cm. The electron velocity in this small region is inferred to exceed the drift velocity in a uniform channel obtained from Monte Carlo simulations. The saturation velocity in (11) can be interpreted as an average over the whole channel. Considering the local velocity overshoot in the channel, the $v_s$ value of $2.0 \times 10^7$ cm/s estimated in this section is considered to be adequate.

IV. DISCUSSION

A. Fermi-Level Pinning Due to DX Centers

In this section, Fermi-level pinning due to DX centers is discussed. The calculated sheet electron concentration of the two-dimensional electron gas $n_{\text{DEG}}$ is shown in Fig. 6 as a function of gate bias. The increase in $n_{\text{DEG}}$ calculated using the DX center model (solid line) is suppressed near zero bias, i.e., the change in $n_{\text{DEG}}$ by gate bias becomes small. This suppression of maximum $n_{\text{DEG}}$ brings about the decrease in transconductance described in Section III-A. In the perfect ionization model (broken line),

Fig. 5. Calculated (a) drain current and (b) transconductance as functions of gate bias with various values of $v_s$. Experimental results are plotted by open circles.

Fig. 6. Calculated electron concentration $n_{\text{DEG}}$ accumulating at the heterointerface as a function of gate bias. Solid lines represent the calculated results using the DX center model, and broken lines using the perfect ionization model. Experimental results are plotted by open circles.
$n_{2\text{DEG}}^s$ depends almost linearly on gate bias, and the maximum $n_{2\text{DEG}}^s$ is about twice that using the DX center model. Experimental values are shown with open circles, and these agree well with the calculated values using the DX center model.

Conduction band-edge profiles as a function of depth are shown in Fig. 7. The calculated results using the DX center model and the perfect ionization model at thermal equilibrium are shown in Fig. 7(a) and (b), respectively. The deep donors in the n-AlGaAs layer, namely DX centers, are indicated by the broken line in Fig. 7(a). The Fermi level (thin solid line) shown in Fig. 7(a) is located near the DX centers in the n-AlGaAs layer. In contrast, that shown in Fig. 7(b) is located near the conduction band edge. It should be noted that DX centers act as effective conduction band edge.

The calculated electron quasi-Fermi potential $\phi_e$ measured from the conduction-band minimum is shown in Fig. 8 as a function of gate bias. For gate bias $V_{gs} < -1.0$ V, the electron quasi-Fermi potential $\phi_e$ calculated using the DX center model (solid line) is almost the same as that calculated using the perfect ionization model (broken line). They begin to separate at about $V_{gs} = -0.8$ V. Such $\phi_e$ differences give rise to the difference between the $n_{2\text{DEG}}^s$ values obtained from the two model calculations (see Fig. 6). At near zero bias, $\phi_e$ calculated using the DX center model approaches the deep-donor energy level $\Delta E_D$ and not the conduction band edge. This is the Fermi-level pinning due to DX centers, which suppresses the maximum $n_{2\text{DEG}}^s$ and $g_m$.

Electron distributions are shown in Fig. 9 for the same bias conditions used in Fig. 7. It can be seen that the electron concentration of the 2DEG calculated using the DX center model (solid line) becomes smaller than that using the perfect ionization model (broken line) because of this Fermi-level pinning phenomenon.

As shown above, DX centers in the n-AlGaAs layer cause Fermi-level pinning resulting in a large decrease in transconductance of AlGaAs/GaAs HEMTs. In Section IV-B, an AlGaAs/InGaAs pseudomorphic HEMT structure is analyzed in terms of the Fermi-level pinning phenomenon.

B. Discussion on Pseudomorphic AlGaAs/InGaAs HEMTs

Recently, much attention has been paid to AlGaAs/InGaAs pseudomorphic HEMT's [23, 24]. In this structure, a large conduction-band discontinuity can be obtained by using a small Al mole fraction (x < 0.2) where DX centers are not created in n-AlGaAs layers. Thus, the AlGaAs/InGaAs pseudomorphic HEMT structure is attractive for eliminating device performance degradation caused by DX centers. In this section, we discuss the performance of AlGaAs/InGaAs pseudomorphic HEMT's compared with that of conventional AlGaAs/GaAs HEMT's.

The AlGaAs/InGaAs pseudomorphic HEMT analyzed here has the same structure as the AlGaAs/GaAs HEMT investigated above except for the following two points. The Al mole fractions of the Al$_{0.3}$Ga$_{0.7}$As layers are all changed with 0.15, and p+–GaAs layer where the two-dimensional electron gas is formed is replaced by a p+–InGaAs layer; the In mole fraction is determined to be 0.25 so that the pinchoff voltage of the analyzed pseudomorphic HEMT is nearly equal to that of the Al-
GaAs/GaAs HEMT. The energy bandgap shifts in the InGaAs layer due to elastic strain produced by the lattice mismatch is introduced according to [25] and [26]; the conduction band discontinuity in the Al<sub>0.15</sub>Ga<sub>0.85</sub>As/In<sub>0.25</sub>Ga<sub>0.75</sub>As heterostructure is estimated to be 231 meV. In the p'-In<sub>0.25</sub>Ga<sub>0.75</sub>As layer, the electron effective mass is assumed to be 0.056<sub>m</sub>e and the electron mobility is 7200 cm<sup>2</sup>/(V·s), the same as for the p'-GaAs layer. In this calculation, we assume (9) for the ionized donor density in the n'-Al<sub>0.15</sub>Ga<sub>0.85</sub>As layer. The energy level of the Si donor, Δ<sub>E</sub>D, in the n'-Al<sub>0.15</sub>Ga<sub>0.85</sub>As layer is 4 meV [2]. For electron saturation velocity in InGaAs layers, some experimental values have been reported [23], [27]. The purpose of this analysis is to investigate the Fermi-level pinning phenomena. Therefore, the same saturation velocity of 2.0 × 10<sup>7</sup> cm/s is assumed so that we can directly compare device performance with and without the DX centers' effect; this assumption is considered to be valid, according to [28].

Figs. 10(a) and (b) shows drain current and transconductance as functions of gate bias. The solid lines represent the calculated results for the AlGaAs/InGaAs pseudomorphic HEMT, and the broken lines for the AlGaAs/GaAs HEMT. It should be noted that improvements in the drain current and transconductance of the AlGaAs/InGaAs pseudomorphic HEMT can be seen near V<sub>GS</sub> = 0 V. The reason for these improvements is that the Fermi level is not pinned at such deep levels as DX centers in the n-Al<sub>0.5</sub>Ga<sub>0.5</sub>As (Δ<sub>E</sub>D = 60 meV) and can rise to near the conduction band edge. Owing to the disappearance of Fermi-level pinning, the maximum transconductance can be enhanced to 325 mS/mm. This is almost the same value as obtained using the perfect ionization model in Section III (see broken line in Fig. 4(b)).

As discussed above, the Fermi-level pinning phenomena disappear in AlGaAs/InGaAs pseudomorphic HEMT's. It should be noted that the transconductance is enhanced even though the same electron mobility and saturation velocity are assumed in the InGaAs layer. This improvement results only from the disappearance of the Fermi-level pinning phenomena due to DX centers.

V. CONCLUSION

Fermi-level pinning phenomena due to DX centers in AlGaAs/GaAs HEMT's have been theoretically analyzed using two-dimensional numerical calculations based on the drift-diffusion model. The DX center model has been introduced assuming Fermi–Dirac statistics for ionized donor density with the Al mole fraction dependence of donor levels in n-AlGaAs layers. The calculated results using the DX center model are in excellent agreement with the experimental data. It has been revealed that the Fermi level is pinned by DX centers and that maximum transconductance of AlGaAs/GaAs HEMT's is very much decreased. The superiority of AlGaAs/InGaAs pseudomorphic HEMT's has been demonstrated. It has been shown that Fermi-level pinning phenomena disappear in this structure. The maximum transconductance of AlGaAs/InGaAs pseudomorphic HEMT's is enhanced even though the same values of mobility and saturation velocity as used in the conventional AlGaAs/GaAs HEMT's are assumed.
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