Inside “fab” world….

I can remember the first time I visited Intel, in Arizona. It was classic “tumbleweed” territory, with a small town outside Phoenix, one road, one hotel and a Silicon Fabrication Facility. The temperature outside was over 100 degrees, with dust everywhere, but when you crossed the threshold into the plant, the air-con kicked in and you were in a different world. This is a common experience to anyone who works in the Silicon Manufacturing sector. The world outside and the “fab” world inside are on two different planes. This boundary can also transcend geographic and political boundaries, so it can become impossible to tell which country you are in, when everyone is wearing a mask, and is dressed head to foot in a clean room suit.
Outside, we worry about dirt on our shoes and wipe our feet, or perhaps wipe some dust off our laptop screen. In the “fab” world, we worry about a few atoms contaminating the environment. Dust is not even on the same scale as the transistors or designs being fabricated. Modern transistors are described in terms of the smallest feature sizes that can be made, such as a “90 nano-meter (nm)” process. Although these days, 90nm is quite normal, and technology is heading through “process technology nodes” of 65nm, 45nm and even smaller. To put this in perspective, the average human hair will be between 20 and 100 micro-meters (m) across – over a thousand times larger, and a typical dust particle will be anything from 1 m to 100m across.
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In “fab” world it is vital, therefore, that we minimise the possible contamination of foreign bodies and particles by covering up the human beings as much as we can, and filtering the air so that there are a minimum number of particles that could potentially damage the silicon wafers being manufactured. The “fab” world is not all ultra clean, however, and it is in fact like the layers of an onion, with conventional offices and workshops on the outside and progressively cleaner air, the further inside the plant one goes. The inner rooms where the fabrication takes place are therefore colloquially referred to as the “clean rooms”. The way we measure how clean the air actually is, is to count the particles of a certain size. For example, if we sample air in a room, and we find that there are up to 10,000 particles greater than 1m, per cubic metre, then this is an ISO4 or 10,000 class clean room. In other words, when people talk about a “1,000 class” clean room, yet this is even cleaner, with not even 1000 individual particles found per cubic metre. We keep this level of air quality by constantly cycling and filtering the air, taking out impurities. In addition, just like in a science fiction movie, we use air locks, and keep the “clean” room air pressure slightly higher than the outside environment, so if there are any leaks, the clean air is pushed outwards, rather than contaminated air sucked inwards.
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As chip designers, the impact of the incredible reductions in the size of transistors has led to an amazing transformation in what we can do on a single chip. The famous “Moore’s Law” which states that the number of transistors we can fit on a standard chip doubles every 18 months has held roughly true for the past couple of decades – even though it is not actually a law, more an observation. What Moore’s law does not tell us is how complex this process has become, or how expensive it is! Doubling the number of transistors doesn’t sound much on it’s own, but when this is repeated over a couple of decades, it adds up to a lot of transistors to be designed with. In the 1980’s, simple 8 bit micro-processors were being designed, with small design teams, with every transistor being physically arranged for fabrication. It is worth remembering the original Apple I and II computers were largely designed, and put together by one man – Steve Wozniak, using some of these chips. It is also an interesting thing that despite the massive advances in process technology, and design complexity, that Intel’s standard chip size is still 10mm by 10mm ! Perhaps some things don’t change that much after all. 
If we thing about the costs in creating these modern chips, the financial impact has also become huge. In the 1980’s and 1990’s to a large extent, it was possible for most countries and companies to countenance the construction of their own fabrication facilities, usually for a few million dollars. The processing would consist of a standard CMOS process, with a few variations, that would take sometime between 6 to 8 weeks to complete, using roughly 30 or 40 individual lithographic (similar to a photographic process) and etching production technique. Whether a layer was to be deposited, etched or “doped” (adding specific ions to a material to slightly change its characteristics) would depend on the particular stage of the process, of which there would be probably several hundred in all. Each layer of the wafer under construction would need its own “mask”, which is like a stencil, to highlight the areas to be deposited, etched or doped. Each mask would cost several thousand pounds, so a complete process might require something of the order of tens of thousands of pounds. As the complexity has increased, and the smallest possible feature size has reduced, the number and intricacy of these masks has increased to the extent that an individual silicon integrated circuit may require masks that cost hundreds of thousands of pounds, or perhaps even millions of pounds to produce. In addition, the cost of the equipment and processing for the modern ultra small (such as 65nm or less) processes means that the cost of an individual plant may run into billions of pounds each, limiting the potential construction of new sites to only a few countries in the world.
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Life in Silicon Valley can be a strange, sometimes even contradictory, experience. It seems strange somehow that silicon design and production would have its explosion in Northern California, in an area of California famous for fruit production above all else, but perhaps it was serendipitous after all. Given the timing of the key inventions that shaped the development of the industry, in the 1970s and 1980s, coincident with the change of the global market to looking to the Pacific rim rather than Europe, it seems obvious now that the US West Coast would be the best place for this to happen. Combine that with the attraction of a “European” life-style and easy going environment, making it attractive for a melting pot of the best and brightest from all over the world and suddenly it all makes sense. To an outsider, the drive down highway 101 from San Francisco to San Jose, can seem somewhat typical “Americana”, however the animated billboards for software and design tools give the game away as to the inhabitants of this area. Don’t be fooled by the unassuming, “low rise” buildings here – earthquakes are a fact of life here, and the result is a low impact vista, where the hills of the bay area are visible almost everywhere, and the fog from the Pacific is an ever present reminder of its proximity. The famous Fry’s electronics stores and pervasive computer bookstores are a reminder of the nature of business in the “valley” as well as the two pronged emphasis on high tech and venture capital in the area. One of the other industries that is particularly strong in this area is wine production, particularly south in Santa Cruz, which seems to co-exist very well with the engineers and financiers in the area! But how did Intel and Apple come to dominate the landscape in computer chip and system manufacture, and how was this related to the humble transistor? The links to William Shockley (the inventor of the transistor, in Bell labs in 1953) are strong, in that Shockley left Bell labs in the fifties and moved to California, ultimately forming a company in Mountain View, in the heart of what is now Silicon Valley, from which Fairchild Semiconductor was spawned. One of the engineers at Fairchild, a certain Gordon Moore included (among others) would go on to form Intel. Other pivotal work took place at Xerox’s famous Palo Alto Research Center, where among other things the mouse and operating systems that used a graphical user interface (GUI), directly leading to the various “point and click” systems in use today, by companies such as Microsoft and Apple, never mind the various flavours of Unix and Linux. Arguably the common link for all of these was the transistor and chip design.
As a chip designer, the tasks have changed. Gone are the days of designing every individual transistor and we are now in the age of automation. “Synthesis”, which is the process by which abstract descriptions of functions into tangible physical logic gates, is the means by which most of today’s modern technological world is possible. Without this step, most of the technology in our mobile phones, audio-visual and even cars would be impossible to realize. “Design Automation” is the biggest single advance in the production of silicon in the last twenty years and is making it possible for undergraduates in University to create their own chip designs routinely as part of their course. 
As a junior engineer, I can still remember designing and digitising layers using punch tape and coloured pencils, but thankfully this is no longer required. Even in those days, engineers would run their own programmes on computers that we wouldn’t use now to operate a washing machine, to process designs or run simulations. It is indicative that most of the “great” software programmes in use routinely in chip design today were often created by engineers to solve problems of design, not for the sake of design automation per se. The computer programme “SPICE” (Simulation Programme with Integrated Circuit Emphasis), created at the University of California, Berkeley, by Larry Nagel, Don Peterson and others  in 1972 is a classic example of that, in that it was created by people to solve problems, not for the sake of writing software. “SPICE” in a variety of guises is still intrinsic to most chip designers today, as it has been one of the great “open source” software projects and is used in almost every chip design today at some point.

This has led to a new industry, the Electronic Design Automation (EDA) industry, where companies vie with each other to have the latest and greatest features. The result of this competition and endless innovation has been the proliferation of software making it possible for any engineer to be able to create integrated circuits with the push of a few buttons. At the University of Southampton, for instance, teams of 2nd Year undergraduate students create their own chip designs every October, have them manufactured, and test the results the following semester. Having mentioned the astronomical cost of manufacturing , how can this be possible? The answer is the use of something called a “multi project wafer”. This is where a large number of individual design teams, companies, and universities share the cost of a wafer fabrication run, by effectively buying “silicon real estate”. This allows the individual cost to be much less than the overall wafer run costs. 
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So what of the future for Silicon? As the feature sizes diminish, we are rapidly heading to some fundamental limits in size. Current technologies are so small that even now, the manufacturing process has to care about individual atoms being in the right place. An atom out of place could mean the design won’t work. In addition, the variability of the silicon wafers produced has become so large, that the designers have to figure out ways of checking whether they’re design will work, given the assumption that the manufactured silicon will almost certainly not be ideal, or close to ideal. The very raison d’etre of silicon – reliable designs, very time – has gone. In addition, the ion beam processing techniques have fundamental limits of accuracy (again back to our individual atoms), beyond which it simply becomes impossible to go any further. So where will the limit lie? It is fair to say, that the limit is being pushed back every year, as we discover new ways of overcoming specific processing problems, but most researchers in this area see 10nm as being the end of the road for silicon. Will this be the case? Other technologies are being investigated, such as carbon nano-tubes, or polymers, but these are un-proven and still nothing has come along to supplant the silicon wafer. 
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