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Abstract. The human speech signal contains a wide range of paraaugmented by “a compression of the current belief state’[j284],

linguistic information and the interpretation and exgtion of this
information presents a fascinating challenge. This papeks to
demonstrate that emotion is central to the constructiomab@en-
ended dialogue system. Emotion forms a useful, practicztriothat
enables a agent to both maintain a user’s positive emotstatd and
allow it to judge and refine its current dialogue strategye @iy to
determine the emotional state of the user is through anprgtation
of the speech signal. Accordingly, this paper details a owtf de-
tecting emotion within speech and then exploiting this infation
to drive an open-ended dialogue system. After presentiagotlt-

line of an advanced open-ended dialogue system we test tad ini

model to judge the validity of this approach. This simplifieddel
perceives a number of real speech utterances with varyimndgienal
content (ranging from stressed to happy) and learns to mkxéthe
emotional state of an artificial user through reinforcemeatning.
The agent acquires the users emotional response to itesepid is
able, through a balancing of exploration and exploitattonmain-
tain the users positive disposition. This initial work iscearaging
and clearly shows that emotion can motivate open-endedglial
However, a number of substantial challenges remain, inututhe
perception of natural, as opposed to acted, speech and tkpe
ment of an unsupervised learning approach.

1 Introduction

This paper details how the detection of a users stress leaBlbe ex-
ploited to form a persistent reinforcement learning goakfo open-
ended dialogue system. These stress levels will be detechfiom
the paralinguistic features of the users utterances anchplifed
model will be constructed to demonstrate the feasibilityhié ap-
proach. Building on this implemented proof of concept model
will outline how this work can be expanded to provide a richoem
tional representation and motivation for the Companionggot [27]
in future work. This is necessary as the companions progsitsto
construct an agent capable of open-ended conversationavate-
cific user.

Traditionally, spoken dialog systems have been able tmlaad
reason over uncertainty through a partially observablekblade-
cision process (POMDP), as shown in figure 1, using reinfosrg
learning to modify its strategy according to some rewarccfiom
[29]. POMDP’s attempt to address “the problem of choosinignagl
actions in partially observable stochastic domains” [13,00] but
in practice they frequently prove to be computationallyantable.
Accordingly, many researchers settle for a Markov decigpimtess
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to ensure that actions are taken in an uncertain environmest-
sonable time.
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Figurel. The overall POMDP framework, in this paper the system blief
Bs, have been modified to represent a belief about the user'S@mbstate.
These are formed through an acquired observatiprof the emotional
content of the utterance.

This compressed belief statB,, drives the reinforcement learn-
ing process and its success is entirely dependent upon thedle
reward function. In restricted domains with a clearly dedigal
(e.g. placing a pizza order) reinforcement learning prdsdsy of-
fering a large reward when the task is successfully comglétethe
open-ended scenarios proposed by the Companions projectddo
we redefine the reward function to re-enable reinforcenearning?
A persistent conversational agent like the Companion hadesoly
defined end state and, currently, no objective measure afcssful
interaction. We propose that the Companion should be taskd
maintaining the user’s positive emotional state, ensuciogtinued
user satisfaction. Given this goal, emotion becomes a aento-
tivating factor requiring an internal representation af motional
state of both itself and its user, formed from uncertain Kedge.

This paper will be composed of two parts: a proposed dialogue

model that should enable an agent to operate intelligenitiinv
a continuous emotional space and an implemented simpiditat
demonstrating the feasibility and possibility of this pospl. The
model will be constructed to test the underlying assumgtiafithe
more complex proposal, demonstrating an initial first stegt fic-
knowledges the technical challenges [10, 5, 11, 8] remginiithin
this field. We believe that this implementation demonstrataw var-
ious, future, technical improvements can be exploited byraptete
dialogue model.

In section 2 we will discuss the challenges of maintainingrep
ended dialogue and how this relates to the Companions préjec



part of this discussion we will propose a model that has thergial

to navigate the full range of emotional states and adjustidttogue
strategy accordingly. As a first step towards this complexi@have

will outline an initial prototype in section 3, giving delsof a system
that can learn and manipulate the simple emotional statas aftifi-

cial user. The results of this system will then be discuseezction
4 and the shortcomings and future work highlighted in sachio

2 Companions project

In previous work [29], Figure 1, reinforcement learning greded

reduce the proposed emotional space to a single dimensjwa-re
senting the current stress level. By detecting key featoiretressful

speech (e.g. high mean FO, wide pitch range, high energy asid f
tempo) it will then be the task of the Companion to move thfs re
resentation of the user along the continuum towards an essstd

state. Initially, this representation is produced by aiffieidl user,

one which possesses a complex mapping between the Comganion
actions and its own emotional state. The task of the Compasito
learn this mapping, through an online reinforcement legyroce-
dure, and to exploit this knowledge to move the user alongithele
speech stress continuum into a ‘contented’ state. Theerigdk of

by forming a belief,B, about the current progress towards the suc-perceiving the user’'s emotional state will be simulated &yihg the

cessful end of the conversation and assigned an appropeissed.

artificial user select an utterance from a previously arntedtapeech

We have modified this approach, as the belief state is now an urstress database [25]. This selection will accurately reftee user’s

derstanding of the current emotional state of the user andethard
function is modified accordingly.

current emotional condition and by using real speech we hape
tured the uncertainty inherent in this method. Testing aathing

At present, the Companion system [12] proceeds through a sehen proceeds through multiple interactions between thepg2mion

ries of tests and actions arranged into dialogue actiondgbAFS),

and the randomly generated artificial user.

as the dialogue proceeds DAFS are pushed onto or popped from a Ultimately, this speech stress continuum will be expanded t

conversational stack, allowing the dialogue with the usqrbceed.
In our own research this strategy will remain; instead ohgsa
POMDP system to learn the specific dialogue strategy we w#l u
reinforcement learning to acquire an intelligent moventenbugh
a partitioned emotional ‘DAFS space’. This effectively tEases the
resolution of the POMDP system, allowing it to learn an olletaat-
egy leaving the details to the existing DAFS. So for exantple sad-
ness of a given situation could be reflected by an empathete of
voice and conciliatory paralinguistic features but thdatjae itself
remains the providence of the DAFS.

When constructing this space we considered two proposed-rep
sentations of emotion, the discrete theory of basic emdfipand
the continuous theory, which maps a range of emotions ontma t
dimensional space [28, 4]. We have settled upon the conistlee-
ory (see Figure 2): as instead of arbitrarily defining a nundbelis-
crete emotional categories we can attempt a data driveroagipr
ultimately allowing the Companion to define its own emotioaia
tractors.
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Figure2. Example of a continuous emotional space, allowing the
Companion to define its own emotional attractors.

Before deploying a complete representation of this cootilsu
emotional space we will present a ‘proof of concept’ modat tle-
sponds to the stress levels of the user and acquires a mapging
tween its actions and the resulting emotional state of tiee. 0$is
decision was taken as despite some success in the clagsificht
large emotional corpora [26, 23, 18, 2] an accurate and rapid
derstanding of the users’ current emotional state will regiurther
research. Building initially on the work of others [22, 5] wall

full emotional space, mapping Cichosz’s reduced featuaees3],
which defines a number of emotional speech indicators, tetne
tional space defined by Wundt [28]. Over this space thregghivill
operate, a partitioning of the space, and two points repteggthe
user and Companion. A trained self organising map (SOM) \\iib]
partition the space, defining key ‘emotional attractorstoi these
attractors that distinct emotionally driven actions wil ttached re-
flecting and expressing the current emotional state of thegzo-
ion. Secondly, a representation of the user's emotion& stdl be
defined from a number of multi-modal inputs (paralinguiétatures
and semantic content), these will form a compressed behed $or
the Companion allowing the augmented MDP to proceed. Fitiadi
Companion will maintain a representation of its own emaitate,
this will move in response to the user attempting to manteulaem
into a positive emotional state, Figure 3. Given this repnéation
the Companion can now learn, through reinforcement legrriow
best to alter its own emotions and motivation.
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Figure3. Movement through the continuous emotional space, an
understanding of the users location in emotional space/aitbe companion
to respond intelligently by modifying its own location.

By creating a SOM [15], capturing the variability of emotébn
speech, we can train the system on a wide range of emoticeat ut
ances forming distinct attractors within the defined emmaispace.
Having trained the system these attractors will be tied tolzsest
of dialogue acts, reflecting the agents current emotiomdé sRein-
forcement learning can then proceed by allowing the Congpata



learn how its own movement in this space affects the user.edeny
this is only possible if the Companion can place a repretientaf

the state of the user into this space, accordingly we needdera
tain the user’s current emotional disposition. Clearlyttees model
increases in complexity the representation of the ematistade of
the user will become increasing subtle and uncertain.

We propose to reduce this uncertainty by extracting emation
formation from a number of inputs. By combining the semaotio-
tent and acoustic information of the current utterance tieertainty
of the current emotional state can be reduced [17, 16]. teestab-
lished this understanding the Companion will have a numbgrals
with which to manipulate the situation.

The Companion will converse with the user on a number of &gvel
the tone and paralinguistic nature of the utterance can jostad to
convey emotional content, the structure of the dialoguecantbe
similarly adapted and the overall conversational strategybe op-
timised. When exploiting these features it is important @irtain
a consistent personality that accurately conveys the déjehand
limitations of the Companion, any gap between user expeotand
reality would form an obvious source of dissatisfactionshewn by
previous WOZ studies [20] simple differences to tone of gaic ap-
pearance can cause dramatic differences in user behatioord-
ingly, the Companion will present a unified personality @npass-
ing appearance, voice, personality and behaviour) whichrately
manages the user’'s expectation, as we have demonstratdmbemo
lies at the heart of this approach.

3 Initial reinforcement learning

To test the fundamentals of the system proposed in sectioniré-a
tial model will be constructed and analysed. The implentbisies-
tem will consist of a number of components. The agent itsdlf w
contain two stages, a perceptual stage, section 3.1, wkiehnrdines
the emotional content of a speech signal and a reinforceteant-
ing stage, section 3.2, which learns how to maintain thesugesi-
tive emotional state given this information. The ‘user’ listsystem
is entirely artificial and consists of two mappings, one higaps
from a current emotional state to an utterance and the othethw
maps from the agents response to an adjustment of its ownarabt
state. To successfully maintain the user’s positive ematistate the
agent needs to acquire these two mappings.

3.1 Perception of emation from speech

To provide the artificial users utterances training and desa was
obtained from a database of German emotional speech [listioigs
of 10 native German speakers (5 female and 5 male) simuléatiag
sic emotions with 10 utterances per emotion. To simplifytoaining
task we selected 2 basic emotions (stress and joy) and andadi
neural network was trained on the FO values [14] extractad feach
utterance.

The FO values corresponds to the central frequency of sp@th
is believed, among other things, to convey paralinguistialities of
speech [6], it has been hypothesised that this region centalarge
amount of emotional content in speech. By training each otwn
a range of utterances from an individual speaker and sivippiit the
linguistic content of the utterance we are able to reducedhiance
of the task and focus upon its emotional content.

The first stage of learning then proceeds through Levenberg

Marqundt [19] backpropogation, for each utterance 204 HOega
where extracted from 500ms of speech. After superviseditigi

figure 4(a), on the acted emotional speech the agent proted¢ds
second stage, where it learns to exploit this informatisaugh con-
versation with the artificial user.

3.2 Useof emotion in dialogue

Having acquired a connection between speech and emoti@gyér
will try to manipulate the user into a positive emotionaltstal he
user responds by moving along an abstract emotional camtinu
ranging from upset to happy-(l to 1). Attractors along this scale
at intervals 0of0.2 capture how a users current emotional state in-
fluence their response to utterances, i.e., a certain phvilsaot
produce the same response in all scenarios. These attraejoiure
the behaviour of the converged SOM that will be present irfitied
system. Accordingly, to successfully maintain the usesitppe state
the system needs to learn the mapping between speech andrmahot
consequence at each attractor point.

The artificial user conveys its current emotional state bgcsimg
an appropriate speech signal from the German speech datdbas
then listens to the systems response and adjusts its erabsitate
according to its mapping between response and emotion,fieddi
by a sensitivity parametes,. This parameter represents a proportion
between the user’s current state and the new state propgsisl b
mapping.

The agent’s understanding of the users selected respomss o
belief, Bs, about the users current emotional state. This belief is the
modified by the agents learning rate,to update the agents under-
standing of the user’s mapping from perceived utterancenttienal
state. Here\ represents a proportion between the systems current
understating and3;. This cycle of user utterance and agent reply
continues until is is clear that the users emotional stagebaverged.
Each round of utterance and reply is described as one tirpeirste
section 3.3.

During reinforcement learning we have modified the stanéard
ploration approachy [29] buy adding the variable, as shown in
equation 1. This variable is the euclidean distance to tegekemo-
tional state of the user. Consequently, as the user is pertéd ap-
proach this state the agent feels increasingly at libergxpore the
space of possible utterances. As defined in equation 1, wben c
bined with a variable decay ratg,the system avoids premature con-
vergence on a local optimum and balances exploration/gaptm
in response to the user, i.e. when the user is unhappy it adli$
on making them happy, when they are happy it can indulge itoexp
ration of the space of possible mappings.
)

a=E" (1)

In equation 1« defines a proportion of the subset of possible ut-
terances, attached to an emotional state, of which oneésteel at
random, allowing for exploration around the optimum uthee

3.3 Experimental work

Having developed this model we will now investigate whethean
learn the users emotional responses and maintain the usstive
emotional state. We will also investigate the systems rolass to
parameter variationd(\,c) and the effect of a variable balance be-
tween exploration and exploitation, captureddy

In all experiments we will record the results from 5 differ&er-
man speakers (2 female, 3 male) averaged over 20 runs. Weawill
recording the changing emotional state of the user and tbmge
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(a) Stage one training, supervised learning of a mappingd®t speech and emotion.

sound pressure auditory

understanding,,

reinforcement reply to

wave input learning

learning user

(b) Stage two training, reinforcement learning proceedsuth dialogue.

Figure4. The two training stages of the agent as it attempts to le@mi@pping between its own utterances and the user’s embsi@te and attempts to
manipulate the user into a favorable emotional state.

error for the system’s understanding of the user’s signantotion
mapping.

4 Reaults

During supervised training, figure 4(a), the average diassion er-
ror (stressed speech —1/happy speech= 1) over 100 trials was
0.0049 with a standard deviation @018. This suggests that for our
limited purposes the change in FO is sufficient to distinigbistween
these two types of emotional speech.

suffer when this parameter is removed. However, the regpdtiffer-
ence in the average learning error demonstrates the inmpertf this
parameter and we believe that as increasingly complex alidtie
models are constructed its role will become increasinglyartant.

In previous work [21, 9] it has been shown that natural speech

with emotional ambiguity and few incidents of ‘full-blowrgmo-
tion, is significantly harder to learn than acted speechs Fias im-
plications for our initial learning stage, Figure 4(a), aihis further
complicated by the fact that the Companion needs to makes s#ns
emotional speech from the outset. In typical use a compeen

The results of stage 2 show in, figure 5, that the system idyhigh annotated, dataset of emotional speech tailored to eachwilsbe

robust to parameter variation, after 800 time steps thesystinder-
standing had converged to a solution and the users emottetz!
was maintained. As can be seen in figure 5(b) without any iegrn
taking place, the control experiment, the agent fails taldigh a
positive emotional state in the user as it cannot corredhitglly
random signal to emotion mapping.

Under a reasonable parameter $et{500, A = 0.5 ando = 0.2)
without variable exploration the system reduces the absalerage
error t00.81 with variable exploration the error is reducedx67.

unavailable, making a supervised learning approach iniiples#\d-
ditionally, attempts to build a general emotional speeaogeiser
were unsuccessful as the variability between speakersosagréeat
for the neural network, obscuring the relevant emotionatifees.
Clearly, an advanced unsupervised approach will have toebeld
oped to recognise real emotion in speech.

Although the results remain robust at no point do they reaabpa
timum emotional state, we believe that this is due to the gural
error inherent when working with real speech. As a resultlagsifi-

Averaged over 100 run&( x 5 speakers) and between 95 to 125 sig- cation errors occur preventing the system from achievingpaimum
nal to emotion mappings, depending on the chosen Germakespea result. Additionally, as the system moves towards an optiritiis at

the resulting p-value is less thait ~>! establishing the clear signif-
icance of exploration.

5 Conclusion

increasing liberty to explore a range of utterances, adeglyl the
system trades a perfect emotional state for the opporttmegquire
a range of possible mappings.

Clearly, a number of challenges remain but this initial mduases
served its purpose. We have demonstrated that emotionatisjgan

This paper has presented an implementation of an open erided dnotivate an open-ended dialogue and developed a methodboicha

alogue strategy, through the implementation of the vagiaxplo-
ration/exploitation balance the agent can continue talead func-
tion in response to the users emotional state. Howeverinitpsrtant
to emphasise the abstract nature of this initial model, dvengh we
use real speech our user is entirely artificial and, as figugleovs,
it can be argued that it doesn't present enough of a challmgaur
system. However, we believe that this model establisheplthesi-
bility of this approach and, as shown in figure 5(b), witha#rhing
the system fails.

ing the twin goals of maintaining a positive emotional statgle
learning a users response to emotional utterances. Wevéehat
as the technical challenges, highlighted in this paperpaeecome
this approach will become increasingly important, evelifuaach-
ing the point where it can converse with real users.

In this paper we have detailed two things: an implementedfpro
of concept model demonstrating how the emotion of a dialagune
enable the application of reinforcement learning in an egeaed
conversational system and a plan detailing how this workbeaax-

Due to the abstract nature of the user it becomes difficult topanded to capture and exploit a wide range of uncertain hugman

demonstrate the advantages of the variable exploratianpeterp.

tions. In future work we will begin to address this uncertaiby

As shown by figure 5(d) the emotional state of the user does not
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proposing the exploitation of multiple sources of inforioaf inte-  [21]
grating speech, language and the environment. Ultimatelyhope
to present a unified Companion, one which can accuratelpassel [22]
respond to the user’'s emotional state.

[23]
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