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Abstract

In this paper, we analyse how autonomic resource man-
agement can be achieved within a system that lacks cen-
tralized information about current system demand and the
state of system elements. Rather, regulation of service pro-
vision is achieved through local co-adaptation between two
groups of system elements, one tasked to autonomously de-
cide which services to offer and the other to consume them
in a manner that minimises resource contention. We explore
how varying the amount of information stored by agents in-
fluences system performance, and demonstrate that when
the information capacity of individual agents is limited they
self-organise into communities that facilitate the local ex-
change of relevant information. Such systems are stable
enough to allocate resources efficiently and to minimise un-
necessary reconfiguration, but also adaptive enough to re-
configure when resource demand changes.

1 Introduction

In this paper we describe a model of a decentralised sys-
tem in which there may be no global information reposi-
tory and the demand for particular resources changes over
time. Agents must therefore organise the information that
is available to them locally in order to adaptively respond
to changes in demand in an efficient manner. Where pre-
vious studies have explored the role of system heterogene-
ity brought about by limiting knowledge [2] or using deci-
sion procedures that diversify agent behaviour [1], here we
focus specifically on how varying the amount of informa-
tion available to agents affects the flow of information. By
conducting a thorough evaluation of our model, the results
demonstrated that when agents possessed only a limited
awareness of their peers within their neighborhood, they ex-
hibited self-organising behaviour resulting in the emergence

of community structures that support locally shared infor-
mation. By limiting the quantity of information shared by
constraining an agent’s memory size, we found that a stable
local community behavior emerged that was robust and ef-
ficient, and also adaptive when the whole agent population
was exposed to global fluctuations in service demand.

2 Autonomic Computing management

Consider a population of servers that have limited ca-
pacity in offering requested resources (services) and thus
can serve only a limited number of concurrent requests.
Furthermore, each server can be configured at provisioning
only one type of a service, but is capable of reconfiguring
its provision at run-time. This involves a significant cost in
the form of down time during which security compromising
data is being removed and a new software module represent-
ing the new service type is being loaded. The management
over the current server configuration is devolved to an auto-
nomic software component that decides which service type
should be provided and which service requests are served.

Service requests originate from a population of service
consumers, which are a software manifestation of the in-
frastructure users and are responsible for acting on their be-
half, such that the requested services are delivered reliably
and ‘on-demand’. The consumers may have different in-
terests in service types and maintain only local information
about the existing providers and their current state (whether
they are busy and provide required service). Furthermore,
within a system consisting of both types of autonomously
acting elements, there exists no central queue maintaining
existing demand or information repository about current
state of providers. Given this, the resource management de-
sign goals are three fold:

1. which providers should be configured to offer what
service types, in order to satisfy current demand;
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Figure 1. Left figure illustrates mean system throughput for centralised (dotted line) and decentralised (solid rectan-
gles) system configurations. A proportion of consumer population updating their local knowledge for decentralised
system is represented by the line with empty rectangles. Right figure depicts performance of three decentralised system
configurations differing in memory size:ms = 2 (empty squares),ms = 5 (solid squares) andms = 20 (empty
circles).

2. which of the providers known to a consumer should be
utilised such that the system minimises resource com-
petition; and

3. how should the system be organised such that it is ro-
bust to dynamism in changing load and demand for
particular service types.

To approach this, we model resource management as
a co-adaptive process between consumers and providers.
We represent these elements in the form of agents com-
prising a decentralised multi-agent system. In the absence
of any controllers or centralised information repositories,
agents leverage their decision-making efficiency based on
past transactions and observations of the local commu-
nity. In this manner providers acquire information about the
most demanded service type, and reconfigure accordingly,
whereas consumers learn which providers are the most re-
liable and efficient at offering required service types. Such
local observations maintained by consumer agents are then
communicated to other consumers and constitute locally
disseminated information about the current system state.

To achieve regulatory system response relying only on
local information exchange between co-adapting elements,
we focus our attention on the self-organising principles of
natural systems and employ the idea ofgradientsthese sys-
tems are capable to form and exploit for their organisation
and regulatory function maintenance.

3 Results

Figure 1 (left) illustrates performance (in terms of suc-
cessful service allocation, orThroughput) of both the decen-
tralised (solid rectangles) and the centralised (dotted line)

models measured as the mean throughput achieved by con-
sumer agents during the simulation. The points are plot-
ted against memory size (ms) (for the decentralised model).
The graphs are normalised with respect to the optimal sys-
tem performance experienced by the system in equilibrium
during steady state (i.e., when service-demand is satisfied
by supply such than no reconfiguration of providers is nec-
essary).

Analysis of the decentralised model’s efficiency in suc-
cessfully matching service requests with available service
providers for different memory size configurations (Fig-
ure 1 (left)) reveals that the system efficiently manages re-
source allocation only for a certain subset of memory sizes
(where4 < ms < 12). In addition, the level of information
flow between consumers is low under such conditions (as
illustrated by the empty squares), suggesting that the allo-
cation of knowledge held by consumers about the local pro-
viders is relatively stable. However, for memory size values
outside this range, service throughput falls to a poor perfor-
mance level, with a corresponding increase in the level of
information flow between consumers.

4 Discussion

A critical factor in achieving the efficient performance
demonstrated by some parameterisations of the decen-
tralised model is the organisation of knowledge across the
consumer and provider populations. A system where con-
sumers successfully organise their local knowledge sup-
ports ongoing interaction between these consumers and ser-
vice providers configured to offer the type of service that
they require. Moreover, such an organisation also has the
ability to smoothly reconfigure the provision of services in



response to changing demand. By contrast, operating on
the wrong information will result in degraded performance
due to repeated rejected queries and time spent needlessly
reconfiguring service provision.
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