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Abstract

The unfalsified control concept is a data-driven assumptfoee control strategy. Its main tool is a controller
falsification procedure, which tests the performance of radickate controller directly from data of the plant in
feedback with a possibly different controller. We pose andweer the questions: 1) how conservative is the
falsification procedure in case the plant happens to berlize@time-invariant (LTI), 2) how can the LTI structure
of the plant be taken into account in a controller falsificatprocedure. The first question is answered in the
special case of first order plant and static controller. Tke@le shows that the controller falsification test can
be overly conservative when applied to an LTI plant. The ardw the second question is given for a general LTI
plant and controller and leads to a new concept for testimgrother’s performance directly on data from the plant.
The solution is based on a procedure for closed-loop daterdsimulation, i.e., construction of trajectories of a

closed-loop system directly from data of the plant and agsgmtation of the controller.

Keywords: system identification, persistency of excitation, datizedr simulation, data-driven control, unfal-

sified control.

1 Introduction

Data-driven control methods determine a control signal coraroller representation without using a model of the
plant. The modelis replaced by the observed data and prmthgsis about the plant. Among the existing approaches
for data-driven control, a particularly attractive onehis tinfalsified control of Safonov and coworkers. As formedat

in [ST97, SCO1], unfalsified control usas prior hypothesis on the plaaipart from the observed data.

The unfalsified control is based on the observation that léyaof a candidate controller to meet desired per-
formance specification can be tested using a trajectoryeoptéint without having a model of the plant or applying
the controller on the plant. The controllers that (accaydimthe test) fail to achieve the desired performance spec-
ification are discarded (falsified) and one of the remainingfdlsified) controllers is used until it is falsified by the

past measurements and replaced by a new unfalsified centapltl so on. This leads to a switching adaptive control
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scheme. In this technical note, we do not consider a compigtdsified switching adaptive control method but focus
instead on its core ingredient—the test of a potential oilet's performance directly from data of the closed-loop
system, operating with a (possibly) different controller.

The standard test of the controller performance that usigstioa data from the plant is based on what is called
“fictitious reference” — a reference signal that togethethvihe observed plant’s output, could result (by proper
choice of the controller’s initial conditions) into an outf the controller that is equal to the observed plant'sitnp
Therefore, according to the observed data of the plant,egsted controller driven by the fictitious reference (under
suitable initial conditions) could have been in closedsle@dth the plant. Consequently, the controller performaisce
verified againsthis closed-loop behavior. The controller is falsified on theidba$ the observed data of the plant if
the performance test (using the fictitious reference).f@kherwise, the controller is unfalsified by the data.

In Section 3, we review the controller falsification procexjibased on a fictitious reference signal. Since unfalsi-

fied control is a general control method it is natural to agkdghestion:

Q1: How conservative is the fictitious reference signal wéygplied on a linear time-invariant (LTI) plant?,

Although it is well known, see [MCMS07, DALO7], that the tdsised on a fictitious reference signal fails to detect
instability of a destabilizing controller, its consergii has not been quantified.

In Section 4 we quantify the conservatism of the fictitiougmence test in the simplest possible case—first order
plant and static controller. The analysis shows that irateKtases, the classical test, based on the fictitious refere
test, can be arbitrary conservative in the sense that it emarralsify a destabilizing controller. Motivated by the

conservatism of the fictitious reference test in the LTI casenext address the question:

Q2: How to test a controller performance, taking into ac¢dba prior knowledge (when available) that

the plant is LTI?

Although tests for the controller performance are preskeirtéhe context of the direct unfalsified control [WHK99,
Kos99], this work does not taking into account the LTI stanetof the plant.

To the best of our knowledge questions Q1 and Q2 are novel. n&wer to question Q2 is given in Section 5,
where we propose a solution based on an extension of theddagsr simulation method of [MR08]. We gave the
name “closed-loop data-driven simulation” to the resagltprocedure that constructs the closed-loop behavior of
the plant and the tested controller directly from a trajgcif the plant and controller representation. In the exact
(noiseless) LTI case, the procedure gives the exact anssamang that the data is persistently exciting and the plant
is controllable. In the case of data generated by a nonlisteahastic system, a minor modification of the procedure
(use of pseudo-inverse instead of right-inverses on sté@\lgorithm 1 and numerical rank instead of rank in steps 3
and 4) gives an approximate solution. (Note that the modifinanentioned above is the basis for the transition from
deterministic to approximate and stochastic subspacdifidation algorithms [VD96, MWVDO06].) Once computed,

the behavior of the plant—controller closed-loop system loa tested against any desired performance criterion by



standard analysis methods. Thus “closed-loop data-dsiranlation” gives a complete and non conservative answer

to question Q2.

2 Preliminaries and notation

We use the behavioural language [Wil86, Wil91, PW98]. A dwiwal system withy external variables (inputs and
outputs) and time axig is a subset of the signal spa@@*)” (i.e., the set of functions frorfi to R¥). In this paper,
the time axisT is either the set of nonnegative real numbRrs (continuous time) or the set of natural numbgirs
(discrete time). In the discrete-time case, a trajectoyf % is a vector time seriew = (w(l),w(Z),...), where
w(t) € R¥, for allt € N. We assume that the manifest variablebave a given input/output partition. The number
of inputsm and the number of outputs of a system#Z < (R™P)N are invariant of the representation. Modulo a

permutation of the variables, any trajectovye %8 has an input/output partition
u

w = col(u,y) := ,

y

whereu is an input, i.e., it is free, anglis an output, i.e., it is determined by the input, the systand the initial
condition.

There are a number of representations of a linear, timetavia and finite dimensional systetd. Let o denotes
the backwards shift operator

ow(t) :=w(t+1).
In this paper, we use the
e kernel representatioR(o)w = 0, parameterized by the polynomial matRe RP* (m+p) [7; and
e image representation = M(0)g, parameterized by the polynomial mathke ]R{(“P)X“‘[z].

The lagl(#) of £ is defined as the smallest degree of a kernel representdtizhamd is invariant of the system.

The Hankel matrix wittt; block rows, composed of the signalc (R¥)T is denoted by

W) w2 o wi) |
w2 w3 - w(ta+1)

‘%’iﬁz (W) = W(3) W(4) T W(tZ + 2) . (l)
_w(tl) wti+1) - wti+t— 1)_

If the indext; is skipped, the matrix/%, (w) is assumed to have the maximal possible number of columas
T —t1+1. The signali= (u(1),...,u(T)) is calledpersistently excitingf orderL if the Hankel matrix{ (u) is of

full row rank.



The banded upper-triangular Toeplitz matrix witilock-columns, related to the polynomiat R***[Z, degr) =:n

is denoted by

lo 0
0 I
A(r) = (@)
0
o .- 0 ro rp -+ In

We use the same lettgfor the signal(y(1),...,y(t)) as well as for the vector céy(1),...,y(t)), i.e., we identify
the space$RP)! andRP!. The outputs/ that corresponding to a given inpute (R™)!, i.e.,y such that cdlu,y) € %,
form a subspace. This space is parameterized by the indtigliton. Fort > (%), its dimension is1(#)—the order
of %.

AT denotes the Moore-Penrose pseudoinverse of a maand colspaf) denotes the span of the columnstof

3 Review of the controller falsification based on fictitious eference

In [ST97], the unfalsified control is defined for the feedbagktent
r u

¢ 4 y
ﬁ

where # C (R™P)T is the plant andg’ C (R**?*™)T is the controller. We assume that in a trajectorne 4,

w=: (u,y), uc (R*)"is an input and/ € (RP)" is an output. Similarity, ir{r,u,y) € ¢, r € (R*)T andy € (RP)" are

inputs andu € (R™)T is an output. The closed-loop syste#y,, obtained by interconnecting and¥’, is given by
959,)0 = %extm %,

where

PBext:={ (,w) € (R | we #).

The control specification can be formulated as a desire@diizop behavioByes C (R*™P)T. A controller ¢’

is said to achieve the desired behavidges(on the plant®) if %4 C Byes i.€.,

% achieveZyes(ON B) <= By C PBles 3)

Verification of (3) obviously requires knowledge of the glamehavior%. The aim of unfalsified control is to check
if the controller fails to achieve the specification usindycm observed trajectonyy of 4.
Let wy = (ug,Yd) € & be a given trajectory o2 and let#4 ext be the set of all possible extensionsvef to a
trajectory of Zexs, i.€.,
Waext:={ (I,Wa) € Bext}- (4)

1The presentation in [ST97] is restricted to the SISO case.




By construction”g ext C Pext, SO that#gext N € C AqesiS a necessary condition faf to achieveZes (see (3)). It

follows that a sufficient condition fog” to fail to achieve%yesis
%,extm ©¢ ¢ %des (5)

The test (5) allows a controller to be falsified on the basishefdata alone withoudny assumption on the plant.
Therefore, the test (5) is not only data-driven but also mggions free.
The test (5) has a simple interpretatiofig exc N ¢ is the problem of finding the set of reference signals(wy)

that are consistent with the datg and the controllefs, i.e.,
Ry (Wq) ={r € (IR%I)T | (r,wg) € €}

The signalsr € Z4(wy) that satisfy (4) are called in [ST97] “fictitious referendgrels”. Of course, for given
¢ andwy, Z+(Wq) may be an empty set (in which case the dagais not sufficient to falsify the controller).
ComputingZ (Wgy) for a general nonlinear controll&f is a hard problem. For LTI controller, however, the problem

is linear

P (Wq) is either an empty set or an affine space. Concrete algoritbneomputingZ, (wy) are given
in [ST97]. Applied in real-time, these algorithms lead tcealaptive switching control strategy, see [WPSSO05]. In this
note, we do not consider the switching strategy and itstriea-implementation but focus on its core ingredient—the

fictitious reference test—in the case of an LTI plant.

4 Conservatism in the LTI case: an example

Consider the unfalsified control problem with a plant

#:={(uy) | §y=u}
and a set of candidate controllers
(ga = {(rvuvy) | u= _a(r _y)}7
parameterized by € R, o # 0. The considered performance specification is

Baes={ (r.u,y) | [Ir =y +[Jul® < yiIr[|*}, (6)

where
Ir2:= [ e,
0
andy € R.,. The closed-loop system obtained by interconnectigith %, is
%‘ﬁa = {(r7 U,y) | re RR+7 u= _a(r _y)7 y(O) € R)

y=-a(r-y)}

2o



or more explicitly

By, ={(ruy) |r eR* u=—a(r—y), y(0) € R,

y(t) = exp(at)y(0) — a /Ot exp(a(t—1))r(7)dr, fort > 0}.

The controlleré, achievesZyeson 4 if

y>1 and ae€|[—/y—10).
To see this, note that (6) is equivalent|fta?, ||z <y, where

%;::: {(r,ue) |e=r—y, (ruy) € Bg, }.

—a s
a2 2
1

and for stability of%«,, a < 0.

We have )
2

=a?+1

[o0]

:(orz+1)H%

[o0]

For this example, there is a unique fictitious referenceadign

K, (Wg) = {rd:=Yd—Ug/a }.

for each controllefs,, a # 0 and trajectoryvg = (Ug,yq) € (R?)T. Then the fictitious error signal is

€ =Td—Yd= —Ua/0
and the controlle®, is falsified if and only if

Ira — all? + [Jual® > vilral* == (1/a®+1)|ugll* > ylrall?

lual® _ va®
rall2 = a2+1

—

Note that]|ug|[?/|[ra||* < || Y. ||Z, where

%Jg = {(I’, U) | (rv U,y) S ‘%Cga }

It turns out that the condition
ya?
a2+1

2
155, 1l >

together witha < 0 is equivalent to the condition th@t, does not achieve the desired behavify.s Indeed,

2

—as
S—a

125, 1% = ?

[ee]

and

2

2 ya

a=-> ——— — a| >/ —17
a2+1 el y

(7)



cf. (7). The above analysis shows that

&~ llual®/lrall® ®)

ci= |2,
is a measure for the conservatism of the fictitious referéeste Suppose th&t, does not achievé4yes The fictitious
reference test will not falsif§g,, if and only if the following inequality holds

ya?

BY 12 >
1%z, |l aZi1

2 2
> [|ugll/|[rall*-

Let the datawvy be collected from the closed-loop systemy, with reference signal a step function and plant’s

initial conditiony(0) = 0. Then
ug(t) = —Bexp(Bt), and yqy(t)=1—exp(ft),
and the fictitious reference for a controlléy, is

rg =1+ (g - 1> exp(Bt).

The conservatism measw®f the fictitious reference test in this case is

c=a’(1-— P .
IB— (1—exp(—pBt))al?

Fora # 3, c= a?, so that the test can never falsify the controtigralthough%, may fail to achieve the specification.

5 Closed-loop data-driven simulation

In analogy with the (open-loop) data-driven simulationkppeon [MWRMO05, MR0O7, MRO08], the closed-loop data-

driven simulation problem is defined as follows.
Problem 1 (Closed-loop data-driven simulationlsiven

e trajectorywy = (Wy(1),...,wq(T)) € (R¥)T of an LTI system# C (R¥)", with an input/output partitionv =
(uy) € #,uc (RN input,y € (RP)N output;

e LTI controller ¥ c (R*+**=)Nwith an input/output partitiorir,u,y) € €, r € (R*)Y, y € (R?)Y inputs,u €

(R™N output; and
o reference signal = (ri(1),...,r(Ty)) € (R*)"
find the set of responseg of the closed-loop syste# to the reference signa).

As proven in the following proposition, under certain sfiedi assumptions on the on the dataand the plant?,

Algorithm 1 solves Problem 1.



Algorithm 1 Closed-loop data-driven simulation.
Input: wg € (R¥)T, Re RY*(=+¥9)[7, andr, € (R*)T.

1: Compute the least-norm solutigg of the system of equation$t, (Ry). 7. (Wg)g = — 7. (R )1y
2: Letw; g 1= 473, (Wq)Qo.

3: Compute a matriN which columns form a basis for the column spanZaf(Ry) 7. (Wq).

4: Let Ny, be a basis for the column span.gfr. (wg)N.

Output: Wy g andNy,.

Proposition 2. Under the following assumptions:
1. the systen# is controllable,
2. the input componentof wy is persistently exciting of order, F n(%), wheren(%) is the order o0f%,

the set
Wi = {Wr o+ Nyz | ze REOIMN) 1

computed by Algorithm 1 is equal to the set,a§@mples long responses of the closed-loop sygfeno the reference
signal ,, i.e.,

Wi ={we (R)" | (r,,w) € By

T}
Proof. A data-driven simulation algorithm aims to compute for givey, ', andr,, the signalsy;, such that

W, € B
(rW) € By < { r 9)
(re,wy) € ¢

By assumption 2 the systes# is controllable, so that it admits an image representation
% =image(M(0)).
Consider a kernel representation of the controller
¢ ={(r,w) | R(o)col(r,w) =0}.
In terms of the image and kernel representations of the plashicontroller, (9) becomes

{ g, s.t.w, =M(0o)g
R(o)col(rr,w;) = 0.

(10)

We can and do assume that the controtéilis specified by a kernel representation, however, the pléans only
implicitly specified by the trajectoryyy. For a closed-loop data-driven simulation algorithm tolifyas “data-

driven”, we have to avoid using a representatiof



The closed-loop data-driven simulation algorithm solvE3) (for w;, replacing the first equation in (10) by the
equation

Wy = 7, (Wq)0, (11)

which does not involve a representationgf The equivalence of, = M(o)g and (11) holds under assumptions 1
and 2, see [MWVDO06, Section 8.4] and [WRMMO05, Theorem 1]. rEfi@re, under assumptions 1 and 2, the set of

solutionsw; of the linear system of equations

Wr = J7,(Wg)9
r (12)
Fr.(R)col(rr,wy) =0
is equal to the set of trajectori@g solving the closed-loop data-driven simulation problem.

Note3 (Multi-output systems)In (12), we have replaced the difference oper&ar) by the structured matrigz. (R).
In the multi-output case, the structure 6f is more complicated than the one shown in (2). In order to Biynp
the presentation and abstract from technical details, Wwer@assume that the system is single-output, so hat

RIX(r+) ],

LetR=: [R, Rw} , whereR, € R¥*[z andR,, € RY¥[Z.
Ir(Rycol(r,wr) =0 = I3, (Ry)W = — I3, (R)rr. (13)
Substitutingw, = .71, (Wg)g into (13) gives the following system of equations

7, (Rw) 75, (Wa) 9 = — 77, (R)re
A b

The matrixAis T; x (r +w)T,, so that the systerAg= b is underdetermined. L& be a particular solution, e.g.,
the least-norm solutiogy = A'b and letN be a matrix whose columns span the null spacA.cfhe set of solution
of (12) forgis

4 :={go+Nz| ze REO!dMN) 1

Then the set of responses of the closed-loop syste®, to the reference signal is

Wy = A4, (Wa)¥ = { A4, (Wa)Go +74, (Wa)NZ| z€ RN
N——

Wr.0

It is characterized by the particular respomgg and a subspace—the column span of the mat#ix(wq)N. Algo-

rithm 1 summarizes the necessary steps for data-driven watigm of #; from wy, R, andr,. O

Example4. We verify the correctness of Proposition 2 on the followingraple

plant: % ={(uy) € (R)"| oy—y=u}
controller: €, ={(r,uy) |lu=—-a(r—y)}



=Wro
o
(0]
-

0.61

(u,y)

0.4r

r =r, andw

Figure 1: The trajectorie§,yr o) and(0,Ny) computed by the data-driven simulation algorithm. Any cese of the

closed-loop systen#, driven by the reference signalis of the formw = w, o + Nyg, for someg € R.

(which is a discrete-time equivalent to the example comeillén Section 4). The dat&y is aT = 50 samples long
response of the closed-loop systeny, with B = 0.1, to a zero mean random reference signahder zero initial
conditiony(0) = 0. We are aiming to compute thke = 10 samples long responses of the closed-leép, with
a = 0.5, to the reference signal

0, fort=1,...,5
rr(t):
1, fort=6,...,10.

A kernel representation of the controllg}, is given by the matrix
R= [a 1 —a] :

The system# is controllable and the input componant of the datawy is persistently exciting of order 25, which
is higher thanl, +n(#) = 11, so that assumptions 1 and 2 hold. Therefore, denotirfgwyi andN,y the output of
Algorithm 1 to the datavy, R, rr we should verify that

1. wyo is a response o¥, driven byr,,
2. Ny is a zero input response &4, , and
3. coldim(Ny) = n(#)+n(%qs) = 1.

ltems 1 and 2 ensure that

Wi C{ye R | (1Y) € Be, |7}

Item 3 and the fact that the set in the right-hand side of (dhis(%#) + n(%, ) dimensional space ensure that equality
holds.

Under assumption 1 and 2, the data mat# (wg) € R¥™*(T-T+1) has rankaT, + n(#), see WRMMO05, The-
orem 1]. In the examples#7.(wy) is 20x 41 and indeed rarfkl) = 11. In the SISO case (see Note 3), the matrix

10



Fr(Ry) € RT™(E+9) is obviously full rank. In the example, the matx= Zx (Ry).74 (Wq) is 10x 41 and is full
rank.

Let N be a matrix whose columns span the null spacé\.ofThe matrix.#% (wg)N € R?%31 has rank equal
to 1, which demonstrates that item 3 in the list above holdse problem of verifying thatr,,w; o) and (0, Ny)
are trajectories 04y, is a state estimation problem: verify that there are initiahditions under whiclir,,w; o)
and(0,Ny) are trajectories of4y, . It turns out that the initial condition a8, corresponding tdr,,w o) is y(0) =

0.2949 and the the initial condition correspondind@gN,,) is y(0) = —0.7746. The trajectories are shown in Figure 1.

6 Discussion and conclusions

The reason for the conservatism of the fictitious refereastis intuitively clear: in the case of a static controltbe
test derives @ingletrajectory of the closed-loop system. Consequently, tiiopaance of the controller is verified
against this trajectory only. Using the LTI hypothesis, vaa augment the computed closed-loop trajectory with all
time shifts and subsequently with all linear combinatiohthe resulting set of trajectory. This construction is done
systematically by the closed-loop data-driven simulapoocedure. Moreover, according to Proposition 2, under
assumptions 1 and 2Jl trajectories of the closed-loop system are constructedignvtay. Therefore, under these
assumptions a test of the controller performance, baseldegoroposed closed-loop data-driven simulation procedure
iS non conservative.

A question for further research is find conditions under \Wwhite data collected in closed-loop is persistently
exciting of sufficiently high order, i.e., ensure that asption 2 holds. One possible way of ensuring persistency
of excitation is to artificially inject a noise signal at thgput of the plant. Of course, such a solution will lead to
deterioration of the controller performance. The dual afi¢he input in adaptive control: a) achieve performance
specification, b) persistently excite the plant—is a welbwn issue (sometimes calletlial control). Another di-
rection for further research is related to the computatissale of checking efficiently the performance of a (large)
number of controllers on the same datg The final goal is applying the data-driven simulation aidon in a

(switching) adaptive control scheme.
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