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Abstract

The unfalsified control concept is a data-driven assumptions-free control strategy. Its main tool is a controller

falsification procedure, which tests the performance of a candidate controller directly from data of the plant in

feedback with a possibly different controller. We pose and answer the questions: 1) how conservative is the

falsification procedure in case the plant happens to be linear and time-invariant (LTI), 2) how can the LTI structure

of the plant be taken into account in a controller falsification procedure. The first question is answered in the

special case of first order plant and static controller. The example shows that the controller falsification test can

be overly conservative when applied to an LTI plant. The answer to the second question is given for a general LTI

plant and controller and leads to a new concept for testing controller’s performance directly on data from the plant.

The solution is based on a procedure for closed-loop data-driven simulation, i.e., construction of trajectories of a

closed-loop system directly from data of the plant and a representation of the controller.

Keywords: system identification, persistency of excitation, data-driven simulation, data-driven control, unfal-

sified control.

1 Introduction

Data-driven control methods determine a control signal or acontroller representation without using a model of the

plant. The model is replaced by the observed data and prior hypothesis about the plant. Among the existing approaches

for data-driven control, a particularly attractive one is the unfalsified control of Safonov and coworkers. As formulated

in [ST97, SC01], unfalsified control usesno prior hypothesis on the plantapart from the observed data.

The unfalsified control is based on the observation that the ability of a candidate controller to meet desired per-

formance specification can be tested using a trajectory of the plant without having a model of the plant or applying

the controller on the plant. The controllers that (according to the test) fail to achieve the desired performance spec-

ification are discarded (falsified) and one of the remaining (unfalsified) controllers is used until it is falsified by the

past measurements and replaced by a new unfalsified controller and so on. This leads to a switching adaptive control
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scheme. In this technical note, we do not consider a completeunfalsified switching adaptive control method but focus

instead on its core ingredient—the test of a potential controller’s performance directly from data of the closed-loop

system, operating with a (possibly) different controller.

The standard test of the controller performance that uses only the data from the plant is based on what is called

“fictitious reference” — a reference signal that together with the observed plant’s output, could result (by proper

choice of the controller’s initial conditions) into an output of the controller that is equal to the observed plant’s input.

Therefore, according to the observed data of the plant, the tested controller driven by the fictitious reference (under

suitable initial conditions) could have been in closed-loop with the plant. Consequently, the controller performanceis

verified againstthis closed-loop behavior. The controller is falsified on the basis of the observed data of the plant if

the performance test (using the fictitious reference) fails. Otherwise, the controller is unfalsified by the data.

In Section 3, we review the controller falsification procedure, based on a fictitious reference signal. Since unfalsi-

fied control is a general control method it is natural to ask the question:

Q1: How conservative is the fictitious reference signal whenapplied on a linear time-invariant (LTI) plant?

Although it is well known, see [MCMS07, DAL07], that the testbased on a fictitious reference signal fails to detect

instability of a destabilizing controller, its conservatism has not been quantified.

In Section 4 we quantify the conservatism of the fictitious reference test in the simplest possible case—first order

plant and static controller. The analysis shows that in certain cases, the classical test, based on the fictitious reference

test, can be arbitrary conservative in the sense that it can never falsify a destabilizing controller. Motivated by the

conservatism of the fictitious reference test in the LTI case, we next address the question:

Q2: How to test a controller performance, taking into account the prior knowledge (when available) that

the plant is LTI?

Although tests for the controller performance are presented in the context of the direct unfalsified control [WHK99,

Kos99], this work does not taking into account the LTI structure of the plant.

To the best of our knowledge questions Q1 and Q2 are novel. An answer to question Q2 is given in Section 5,

where we propose a solution based on an extension of the data-driven simulation method of [MR08]. We gave the

name “closed-loop data-driven simulation” to the resulting procedure that constructs the closed-loop behavior of

the plant and the tested controller directly from a trajectory of the plant and controller representation. In the exact

(noiseless) LTI case, the procedure gives the exact answer assuming that the data is persistently exciting and the plant

is controllable. In the case of data generated by a nonlinearstochastic system, a minor modification of the procedure

(use of pseudo-inverse instead of right-inverses on step 1 of Algorithm 1 and numerical rank instead of rank in steps 3

and 4) gives an approximate solution. (Note that the modification mentioned above is the basis for the transition from

deterministic to approximate and stochastic subspace identification algorithms [VD96, MWVD06].) Once computed,

the behavior of the plant–controller closed-loop system can be tested against any desired performance criterion by
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standard analysis methods. Thus “closed-loop data-drivensimulation” gives a complete and non conservative answer

to question Q2.

2 Preliminaries and notation

We use the behavioural language [Wil86, Wil91, PW98]. A dynamical system withw external variables (inputs and

outputs) and time axisT is a subset of the signal space(Rw)T (i.e., the set of functions fromT to R
w). In this paper,

the time axisT is either the set of nonnegative real numbersR+ (continuous time) or the set of natural numbersN

(discrete time). In the discrete-time case, a trajectoryw of B is a vector time seriesw =
(
w(1),w(2), . . .

)
, where

w(t) ∈ R
w, for all t ∈ N. We assume that the manifest variablesw have a given input/output partition. The number

of inputsm and the number of outputsp of a systemB ∈ (Rm+p)N are invariant of the representation. Modulo a

permutation of the variables, any trajectoryw∈ B has an input/output partition

w = col(u,y) :=




u

y



 ,

whereu is an input, i.e., it is free, andy is an output, i.e., it is determined by the input, the system,and the initial

condition.

There are a number of representations of a linear, time-invariant, and finite dimensional systemB. Let σ denotes

the backwards shift operator

σw(t) := w(t +1).

In this paper, we use the

• kernel representationR(σ)w = 0, parameterized by the polynomial matrixR∈ R
p×(m+p)[z]; and

• image representationw = M(σ)g, parameterized by the polynomial matrixM ∈ R
(m+p)×m[z].

The lagl(B) of B is defined as the smallest degree of a kernel representation of B and is invariant of the system.

The Hankel matrix witht1 block rows, composed of the signalw∈ (Rw)T is denoted by

Ht1,t2(w) :=















w(1) w(2) · · · w(t2)

w(2) w(3) · · · w(t2 +1)

w(3) w(4) · · · w(t2 +2)

...
...

...

w(t1) w(t1 +1) · · · w(t1 + t2−1)















. (1)

If the index t2 is skipped, the matrixHt1(w) is assumed to have the maximal possible number of columnst2 =

T − t1 +1. The signalu =
(
u(1), . . . ,u(T)

)
is calledpersistently excitingof orderL if the Hankel matrixHL(u) is of

full row rank.
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The banded upper-triangular Toeplitz matrix witht block-columns, related to the polynomialr ∈R
1×r[z], deg(r)=: n

is denoted by

Tt(r) :=












r0 r1 · · · rn 0 · · · 0

0 r0 r1 · · · rn
. . .

...

...
. . .

. . .
. . .

. . . 0

0 · · · 0 r0 r1 · · · rn












. (2)

We use the same lettery for the signal
(
y(1), . . . ,y(t)

)
as well as for the vector col

(
y(1), . . . ,y(t)

)
, i.e., we identify

the spaces(Rp)t andR
pt . The outputsy that corresponding to a given inputu∈ (Rm)t , i.e.,y such that col(u,y) ∈ Bt ,

form a subspace. This space is parameterized by the initial condition. Fort ≥ l(B), its dimension isn(B)—the order

of B.

A† denotes the Moore-Penrose pseudoinverse of a matrixA and colspan(A) denotes the span of the columns ofA.

3 Review of the controller falsification based on fictitious reference

In [ST97], the unfalsified control is defined for the feedbacksystem1

r u yBC

whereB ⊆ (Rm+p)T is the plant andC ⊆ (Rr+p+m)T is the controller. We assume that in a trajectoryw ∈ B,

w =: (u,y), u∈ (Rm)T is an input andy∈ (Rp)T is an output. Similarity, in(r,u,y) ∈ C , r ∈ (Rr)T andy∈ (Rp)T are

inputs andu∈ (Rm)T is an output. The closed-loop systemBC , obtained by interconnectingB andC , is given by

BC = Bext∩C ,

where

Bext := {(r,w) ∈ (Rr+m+p)T | w∈ B }.

The control specification can be formulated as a desired closed-loop behaviorBdes⊆ (Rr+m+p)T. A controllerC

is said to achieve the desired behaviorBdes(on the plantB) if BC ⊆ Bdes, i.e.,

C achieveBdes(onB) : ⇐⇒ BC ⊆ Bdes. (3)

Verification of (3) obviously requires knowledge of the plant’s behaviorB. The aim of unfalsified control is to check

if the controller fails to achieve the specification using only an observed trajectorywd of B.

Let wd = (ud,yd) ∈ B be a given trajectory ofB and letWd,ext be the set of all possible extensions ofwd to a

trajectory ofBext, i.e.,

Wd,ext := {(r,wd) ∈ Bext}. (4)

1The presentation in [ST97] is restricted to the SISO case.
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By constructionWd,ext ⊂ Bext, so thatWd,ext∩C ⊂ Bdes is a necessary condition forC to achieveBdes (see (3)). It

follows that a sufficient condition forC to fail to achieveBdes is

Wd,ext∩C 6⊂ Bdes. (5)

The test (5) allows a controller to be falsified on the basis ofthe data alone withoutany assumption on the plant.

Therefore, the test (5) is not only data-driven but also assumptions free.

The test (5) has a simple interpretation:Wd,ext∩C is the problem of finding the set of reference signalsRC (wd)

that are consistent with the datawd and the controllerC , i.e.,

RC (wd) = { r ∈ (Rr)T | (r,wd) ∈ C }.

The signalsr ∈ RC (wd) that satisfy (4) are called in [ST97] “fictitious reference signals”. Of course, for given

C and wd, RC (wd) may be an empty set (in which case the datawd is not sufficient to falsify the controllerC ).

ComputingRC (wd) for a general nonlinear controllerC is a hard problem. For LTI controller, however, the problem

is linear —RC (wd) is either an empty set or an affine space. Concrete algorithmsfor computingRC (wd) are given

in [ST97]. Applied in real-time, these algorithms lead to anadaptive switching control strategy, see [WPSS05]. In this

note, we do not consider the switching strategy and its real-time implementation but focus on its core ingredient—the

fictitious reference test—in the case of an LTI plant.

4 Conservatism in the LTI case: an example

Consider the unfalsified control problem with a plant

B := {(u,y) | d
dt y = u}

and a set of candidate controllers

Cα := {(r,u,y) | u = −α(r −y)},

parameterized byα ∈ R, α 6= 0. The considered performance specification is

Bdes= {(r,u,y) | ‖r −y‖2 +‖u‖2 ≤ γ‖r‖2}, (6)

where

‖r‖2 :=
∫ ∞

0
r2(t)dt,

andγ ∈ R+. The closed-loop system obtained by interconnectingB with Cα is

BCα = {(r,u,y) | r ∈ R
R+, u = −α(r −y), y(0) ∈ R,

d
dt y = −α(r −y)}
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or more explicitly

BCα = {(r,u,y) | r ∈ R
R+ , u = −α(r −y), y(0) ∈ R,

y(t) = exp(αt)y(0)−α
∫ t

0
exp
(
α(t − τ)

)
r(τ)dτ , for t > 0}.

The controllerCα achievesBdesonB if

γ > 1 and α ∈ [−
√

γ −1,0). (7)

To see this, note that (6) is equivalent to‖Bu,e
Cα
‖2

∞ ≤ γ , where

B
u,e
Cα

:= {(r,u,e) | e= r −y, (r,u,y) ∈ BCα }.

We have

‖Bu,e
Cα
‖2

∞ =

∥
∥
∥
∥
∥
∥




−α

1




s

s−α

∥
∥
∥
∥
∥
∥

2

∞

= (α2 +1)

∥
∥
∥
∥

s
s−α

∥
∥
∥
∥

2

∞
= α2 +1

and for stability ofBCα , α < 0.

For this example, there is a unique fictitious reference signal

RCα (wd) = { rd := yd−ud/α }.

for each controllerCα , α 6= 0 and trajectorywd = (ud,yd) ∈ (R2)T. Then the fictitious error signal is

ed := rd−yd = −ud/α

and the controllerCα is falsified if and only if

‖rd−yd‖
2 +‖ud‖

2 > γ‖rd‖
2 ⇐⇒ (1/α2 +1)‖ud‖

2 > γ‖rd‖
2

⇐⇒
‖ud‖

2

‖rd‖2 >
γα2

α2 +1
.

Note that‖ud‖
2/‖rd‖

2 ≤ ‖Bu
Cα
‖2

∞, where

B
u
Cα

:= {(r,u) | (r,u,y) ∈ BCα }.

It turns out that the condition

‖Bu
Cα
‖2

∞ >
γα2

α2 +1

together withα < 0 is equivalent to the condition thatCα does not achieve the desired behaviorBdes. Indeed,

‖Bu
Cα
‖2

∞ =

∥
∥
∥
∥

−αs
s−α

∥
∥
∥
∥

2

∞
= α2

and

α2 >
γα2

α2 +1
=⇒ |α | >

√

γ −1,
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cf. (7). The above analysis shows that

c := ‖Bu
Cα
‖2

∞ −‖ud‖
2/‖rd‖

2 (8)

is a measure for the conservatism of the fictitious referencetest. Suppose thatCα does not achieveBdes. The fictitious

reference test will not falsifyCα if and only if the following inequality holds

‖Bu
Cα
‖2

∞ >
γα2

α2 +1
> ‖ud‖

2/‖rd‖
2.

Let the datawd be collected from the closed-loop systemBCβ with reference signalr a step function and plant’s

initial conditiony(0) = 0. Then

ud(t) = −β exp(β t), and yd(t) = 1−exp(β t),

and the fictitious reference for a controllerCα is

rd = 1+

(
β
α
−1

)

exp(β t).

The conservatism measurec of the fictitious reference test in this case is

c = α2

(

1−
β 2

‖β −
(
1−exp(−β t)

)
α‖2

)

.

Forα 6= β , c= α2, so that the test can never falsify the controllerCα althoughCα may fail to achieve the specification.

5 Closed-loop data-driven simulation

In analogy with the (open-loop) data-driven simulation problem [MWRM05, MR07, MR08], the closed-loop data-

driven simulation problem is defined as follows.

Problem 1 (Closed-loop data-driven simulation). Given

• trajectorywd =
(
wd(1), . . . ,wd(T)

)
∈ (Rw)T of an LTI systemB ⊂ (Rw)N, with an input/output partitionw =

(u,y) ∈ B, u∈ (Rm)N input,y∈ (Rp)N output;

• LTI controller C ⊂ (Rr+p+m)N, with an input/output partition(r,u,y) ∈ C , r ∈ (Rr)N, y ∈ (Rp)N inputs,u ∈

(Rm)N output; and

• reference signalrr =
(
rr(1), . . . , rr(Tr)

)
∈ (Rr)Tr

find the set of responseswr of the closed-loop systemBC to the reference signalrr.

As proven in the following proposition, under certain specified assumptions on the on the datawr and the plantB,

Algorithm 1 solves Problem 1.
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Algorithm 1 Closed-loop data-driven simulation.

Input: wd ∈ (Rw)T , R∈ R
1×(r+w)[z], andrr ∈ (Rr)Tr .

1: Compute the least-norm solutiong0 of the system of equationsTTr(Rw)HTr(wd)g = −TTr(Rr)rr.

2: Let wr,0 := HTr(wd)g0.

3: Compute a matrixN which columns form a basis for the column span ofTTr(Rw)HTr(wd).

4: Let Nw be a basis for the column span ofHTr(wd)N.

Output: wr,0 andNw.

Proposition 2. Under the following assumptions:

1. the systemB is controllable,

2. the input component ud of wd is persistently exciting of order Tr +n(B), wheren(B) is the order ofB,

the set

Wr := {wr,0 +Nwz | z∈ R
coldim(Nw) }.

computed by Algorithm 1 is equal to the set of Tr samples long responses of the closed-loop systemBC to the reference

signal rr, i.e.,

Wr = {w∈ (Rw)Tr | (rr,w) ∈ BC |Tr }.

Proof. A data-driven simulation algorithm aims to compute for given wd, C , andrr, the signalswr, such that

(rr,wr) ∈ BC ⇐⇒

{
wr ∈ B

(rr,wr) ∈ C

(9)

By assumption 2 the systemB is controllable, so that it admits an image representation

B = image
(
M(σ)

)
.

Consider a kernel representation of the controller

C = {(r,w) | R(σ)col(r,w) = 0}.

In terms of the image and kernel representations of the plantand controller, (9) becomes

{
∃ g, s.t. wr = M(σ)g

R(σ)col(rr,wr) = 0.
(10)

We can and do assume that the controllerC is specified by a kernel representation, however, the plantB is only

implicitly specified by the trajectorywd. For a closed-loop data-driven simulation algorithm to qualify as “data-

driven”, we have to avoid using a representation ofB.
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The closed-loop data-driven simulation algorithm solves (10) for wr, replacing the first equation in (10) by the

equation

wr = HTr(wd)g, (11)

which does not involve a representation ofB. The equivalence ofwr = M(σ)g and (11) holds under assumptions 1

and 2, see [MWVD06, Section 8.4] and [WRMM05, Theorem 1]. Therefore, under assumptions 1 and 2, the set of

solutionswr of the linear system of equations

wr = HTr(wd)g

TTr(R)col(rr,wr) = 0
(12)

is equal to the set of trajectorieswr solving the closed-loop data-driven simulation problem.

Note3 (Multi-output systems). In (12), we have replaced the difference operatorR(σ) by the structured matrixTTr(R).

In the multi-output case, the structure ofT is more complicated than the one shown in (2). In order to simplify

the presentation and abstract from technical details, herewe assume that the system is single-output, so thatR∈

R
1×(r+w)[z].

Let R=:
[

Rr Rw

]

, whereRr ∈ R
1×r[z] andRw ∈ R

1×w[z].

TTr(R)col(rr,wr) = 0 =⇒ TTr(Rw)wr = −TTr(Rr)rr. (13)

Substitutingwr = HTr(wd)g into (13) gives the following system of equations

TTr(Rw)HTr(wd)
︸ ︷︷ ︸

A

g = −TTr(Rr)rr
︸ ︷︷ ︸

b

The matrixA is Tr × (r+ w)Tr, so that the systemAg= b is underdetermined. Letg0 be a particular solution, e.g.,

the least-norm solutiong0 = A†b and letN be a matrix whose columns span the null space ofA. The set of solution

of (12) for g is

G := {g0 +Nz| z∈ R
coldim(N) }.

Then the set of responseswr of the closed-loop systemBC to the reference signalrr is

Wr = HTr(wd)G = {HTr(wd)g0
︸ ︷︷ ︸

wr,0

+HTr(wd)Nz| z∈ R
coldim(N) }.

It is characterized by the particular responsewr,0 and a subspace—the column span of the matrixHTr(wd)N. Algo-

rithm 1 summarizes the necessary steps for data-driven computation ofWr from wd, R, andrr.

Example4. We verify the correctness of Proposition 2 on the following example

plant: B = {(u,y) ∈ (R2)N | σy−y= u}

controller: Cα = {(r,u,y) | u = −α(r −y)}
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Figure 1: The trajectories(rr,yr,0) and(0,Ny) computed by the data-driven simulation algorithm. Any response of the

closed-loop systemBCα driven by the reference signalrr is of the formw = wr,0 +Nwg, for someg∈ R.

(which is a discrete-time equivalent to the example considered in Section 4). The datawd is aT = 50 samples long

response of the closed-loop systemBCβ with β = 0.1, to a zero mean random reference signalr under zero initial

condition y(0) = 0. We are aiming to compute theTr = 10 samples long responses of the closed-loopBCα with

α = 0.5, to the reference signal

rr(t) =







0, for t = 1, . . . ,5

1, for t = 6, . . . ,10.

A kernel representation of the controllerCα is given by the matrix

R=
[

α 1 −α
]

.

The systemB is controllable and the input componentud of the datawd is persistently exciting of order 25, which

is higher thanTr +n(B) = 11, so that assumptions 1 and 2 hold. Therefore, denoting with wr,0 andNw the output of

Algorithm 1 to the datawd, R, rr we should verify that

1. wr,0 is a response ofBCα driven byrr,

2. Nw is a zero input response ofBCα , and

3. coldim(Nw) = n(B)+n(Cα) = 1.

Items 1 and 2 ensure that

Wr ⊆ {y∈ (Rw)Tr | (rr,y) ∈ BCα |Tr }

Item 3 and the fact that the set in the right-hand side of (4) isann(B)+n(Cα) dimensional space ensure that equality

holds.

Under assumption 1 and 2, the data matrixHTr(wd) ∈ R
wTr×(T−Tr+1) has rankmTr +n(B), see [WRMM05, The-

orem 1]. In the example,HTr(wd) is 20×41 and indeed rank(H) = 11. In the SISO case (see Note 3), the matrix
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TTr(Rw) ∈ R
Tr×(r+w) is obviously full rank. In the example, the matrixA = TTr(Rw)HTr(wd) is 10× 41 and is full

rank.

Let N be a matrix whose columns span the null space ofA. The matrixHTr(wd)N ∈ R
20×31 has rank equal

to 1, which demonstrates that item 3 in the list above holds. The problem of verifying that(rr,wr,0) and (0,Nw)

are trajectories ofBCα is a state estimation problem: verify that there are initialconditions under which(rr,wr,0)

and(0,Nw) are trajectories ofBCα . It turns out that the initial condition ofBCα corresponding to(rr,wr,0) is y(0) =

0.2949 and the the initial condition corresponding to(0,Nw) is y(0) =−0.7746. The trajectories are shown in Figure 1.

6 Discussion and conclusions

The reason for the conservatism of the fictitious reference test is intuitively clear: in the case of a static controller,the

test derives asingletrajectory of the closed-loop system. Consequently, the performance of the controller is verified

against this trajectory only. Using the LTI hypothesis, we can augment the computed closed-loop trajectory with all

time shifts and subsequently with all linear combinations of the resulting set of trajectory. This construction is done

systematically by the closed-loop data-driven simulationprocedure. Moreover, according to Proposition 2, under

assumptions 1 and 2,all trajectories of the closed-loop system are constructed in this way. Therefore, under these

assumptions a test of the controller performance, based on the proposed closed-loop data-driven simulation procedure

is non conservative.

A question for further research is find conditions under which the data collected in closed-loop is persistently

exciting of sufficiently high order, i.e., ensure that assumption 2 holds. One possible way of ensuring persistency

of excitation is to artificially inject a noise signal at the input of the plant. Of course, such a solution will lead to

deterioration of the controller performance. The dual roleof the input in adaptive control: a) achieve performance

specification, b) persistently excite the plant—is a well known issue (sometimes calleddual control.). Another di-

rection for further research is related to the computational issue of checking efficiently the performance of a (large)

number of controllers on the same datawd. The final goal is applying the data-driven simulation algorithm in a

(switching) adaptive control scheme.

References

[DAL07] A. Dehghani, B.D.O. Anderson, and A. Lanzon. Unfalsified adaptive control: A new controller imple-

mentation and some remarks. InProc. European Control Conf., pages 709–716, Kos, Greece, 2007.

[Kos99] R. Kosut. Iterative unfalsified adaptive control: Analysis of the disturbance free case. InProc. American

Control Conf., pages 566–570, San Diego, USA, 1999.

11



[MCMS07] C. Manuelli, S. Cheong, E. Mosca, and M. Safonov. Stability of unfalsfied adaptive control with non

SCLI controllers and related performance under different prior knownledge. InProc. European Control

Conf., pages 702–708, Kos, Greece, 2007.

[MR07] I. Markovsky and P. Rapisarda. On the linear quadratic data-driven control. InProceedings of the

European Control Conference, pages 5313–5318, Kos, Greece, 2007.

[MR08] I. Markovsky and P. Rapisarda. Data-driven simulation and control.Int. J. Control, 81(12):1946–1959,

2008.

[MWRM05] I. Markovsky, J. C. Willems, P. Rapisarda, and B. DeMoor. Data driven simulation with applications to

system identification. InProceedings of the 16th IFAC World Congress, Prague, Czech Republic, 2005.

[MWVD06] I. Markovsky, J. C. Willems, S. Van Huffel, and B. DeMoor. Exact and Approximate Modeling of

Linear Systems: A Behavioral Approach. Number 11 in Monographs on Mathematical Modeling and

Computation. SIAM, March 2006.

[PW98] J. Polderman and J. C. Willems.Introduction to Mathematical Systems Theory. Springer-Verlag, New

York, 1998.

[SC01] M. Safonov and F. Cabral. Fitting controllers to data. Control Lett., 43(4):299–308, 2001.

[ST97] M. Safonov and T. Tsao. The unfalsified control concept and learning.IEEE Trans. Automat. Control,

42(6):843–847, 1997.

[VD96] P. Van Overschee and B. De Moor.Subspace Identification for Linear Systems: Theory, Implementation,

Applications. Kluwer, Boston, 1996.

[WHK99] B. Woodley, J. How, and R. Kosut. Direct unfalsified controller design – solution via convex optimiza-

tion. In Proc. American Control Conf., pages 3302–3306, San Diego, USA, 1999.

[Wil86] J. C. Willems. From time series to linear system—Part I. Finite dimensional linear time invariant

systems.Automatica, 22(5):561–580, 1986.

[Wil91] J. C. Willems. Paradigms and puzzles in the theory ofdynamical systems.IEEE Trans. Automat.

Control, 36(3):259–294, 1991.

[WPSS05] R. Wang, A. Paul, M. Stefanovic, and M. Safonov. Cost-detectability and stability of adaptive control

systems. InProc. IEEE Conf. on Decision and Control and European Control Conference, pages 12–15,

2005.

[WRMM05] J. C. Willems, P. Rapisarda, I. Markovsky, and B. DeMoor. A note on persistency of excitation.Control

Lett., 54(4):325–329, 2005.

12


