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1.0 Introduction

Advances in multimedia computing technologies haffered new opportunities to store,
manage, and present video data in databases. Q@jented technology on the other hand
provides novel ways to organise the multimedia seby supporting both the temporal as
well as spatial properties. Many researchers comevith data models by implementing
object oriented concepts into multimedia technplddhe aim of this work is to make a video
data model, called VDbMS (Video Data Base ManageénSystem) by incorporating and

integrating the above mentioned technologies.

This report summarises the current progress ofrédsearch in the development of VDbMS.
The intention of this database system is to proadeeffective way for storing video data,

optimal query parsing and an ideal interface far usteractivity.

This report is separated into six sections. SecHobriefly reviews the previous twelve

months. Section 3 depicts the work carried ouh@riext six months in developing the video
model. Section 4 tells us about the experimentshenvideo data. Section 5 is about the
conclusions and the line of action for future warld finally section 6 is the appendixes for

some video models and MPEG4

2.0 Initial work carried out

Following is the summary of the initial six montlghich can be termed as the foundation of

my research work:

2.1 Literature Review

A lot of work is going on in the field of video @gamodelling and its applications, due to its
high commercial value. Since video itself is a vepmplex object with both spatial and
temporal properties, researchers are still unablget a proper and comprehensive data
model. A summary of literature review covering eas video data models (annotation
dependent, hierarchical, object-oriented, algebmtic.), video content-based understanding,
indexing, segmentation of scenes and objects, Meaming, query processing and different

video formats is discussed below:



2.1.1 Data Modelling

The functionality of a database is measured by dataipulation and query processing. A
guery for video data is very complex in natureislalso possible that a database user can
make a content based query (objects inside theo)ides well as feature based (technical
specifications of the video i.e. frame rate, segnofiange etc.). Various models have been
suggested by different researchers, based on amddti hierarchical and object oriented

concepts. The two major modelling schemas are:

Annotation Dependent Models:
These models heavily depend on hierarchical otioglal databases. In these type of
models, some textual data (also known as signaturesetadata) about the contents
of video are embedded into the video data. Usuallyannotator is required to write
the captions, but in some models dynamic text cargénerated from the audio.
VidIO[1], VANE[2], Video-STAR[3] and Media Object4]lare the models of this

category.

Object Oriented Models:
Object Oriented Database Management Systems arsideoad to be good for
defining multimedia models, as they can entertaith kspatial as well as temporal
features of any media. Another property of a metiact is that it can define its own
data rate, abstraction and other attributes. AgaiAV (audio video) object can be
accessed concurrently. OVID[5], Video Widgets[6]PM[7] are examples of object

oriented video modelling.

Apart from the above stated models, researchers &lao tried to solve the problem of video
modelling by using complex algebraic methods[8fe based techniques[9], or making a
hybrid system[10], comprising all or some of theowad stated models. These models are

further discussed in Appendix A.



2.1.2 Query Processing

A browser enables a user to access all informatédated to a specific piece of video,

guerying makes it possible to formulate some comubt and then retrieve only the video

material that have desired properties. In VDbM8§uary can give the output defined as exact
match, in-exact match or similar match, where thajom data indexing is based on

annotations, video technical data such as frame, mlour histogram, etc and audio

data[11].

2.1.3 Compression Techniques

Compression is the key to low data rate for digitmleo and a number of studies have
undertaken to devices suitable compression algosithnd techniques. These methods can be
categorised into lossy or loss-less compressiathads. Some of the industry compression
standards are DVI (Digital Video Interface), MPEMaying Pictures Expert Group), M-
JPEG (Motion Joint Pictures Enhanced Group), ApPléckTime, and Microsoft AVI
(Audio Video Interleaved). It was found that MPEGs4he best for multimedia applications,
at the moment as it provides content based inigitgctimproved compression techniques
and support for working at a very low bit rate (MHits/sec)[12,13]. Keeping the advanced
functionality of MPEG-4 in view, VDbMS is designegd be totally compatible to this
standard. MPEG-4 is discussed in detail in Appeidix

2.2 Initial Experimentation

Trial experimentation was started by making a vidatabase of some videos from the Lord
Mountbatten archives. It was decided that the rekedirection would be in the area of

digital video archives and their databases.

The major task for next six months was to desigh develop a comprehensive video data
model, called VDbMS (Video Database Management édygt which can incorporate

temporal as well as spatial entities of a digitdkw.



3.0 The current state of Progress

During the last twelve months, | have carried dw task of understanding the video data
formats and then designing an object oriented videdel for VDbMS. At the same time trial
experimentation was continued on the Lord Moundmattocumentaries. First, using a basic
scene detection algorithm, the video was brokemdifterent scenes. These scenes were then
given some captions and stored in a simple datab&8k no impressive results were found.
Then it was decided that a comprehensive data nstubelld be developed to support all the

video-related functions.

Section 3.1 discusses the basic types of informati@ilable in the video data, 3.2 describes
the VDbMS model, the object entities used in thedeh@nd a note on thematic indexing,

3.2.3 discusses video object tree and finally sa@i3 describes data query and retrieval.

3.1 Video Data

A video database will store different types of mmfiation, which is divided into streams,
sequences, scenes, shots and frames. A video dataha be defined as a collection of sets
where the elements of each set are elements ofaime type. Here the object — oriented
approached is used in VDbMS, so that each elersadentified by a unique object identity.

Objects may be complex with attribute that are ctigjen their own.

Following is a short description of the differeriject types, which are relevant for the data
model of VDbMS:
» Stored Media SegmentsAudio & Video data which are generated during rdow.

» Video Streams:Video documents are composed from pieces of staredia segments.

A video document represents a logical stream dwidata that may be explicitly stored.

* Media Streams: Media streams are a generalisation of stored nsstjenents and video

streams.

e Stream Interval: A stream interval represents a contiguous sequénooe a media

stream that is explicitly identified.



» Video Content Indexes / Annotations:  For browsing and querying purposes there is
a need to relate entities from a real-world modgdieces of video. This relation is made
by annotating an video object that identifies tireasn interval of interest and that is

linked to an element of a real-world model.

 Video Document Structure: Video documents can have a certain structure. This
structure can be represented by a set of structaraponents where each component

identifies a stream interval.

Video data is stored as contiguous groups of fracafled stored video segments. A video
document is represented by a video stream whiaghapped to one or more stored video
segments. An important and flexible video inforroatunit is frame sequence which is an
interval of subsequent frames from a video docum@nmte single frame sequence can
represent any sequence of video frames ranging toensingle video frame to an entire
video document. The frame sequence is also redgerier connecting structural units and
thematic annotations to the video material. A frasaquence can also be defined as a ‘part

of’ relationship to a video stream, as shown in(1ij

The structure of a video document is represented byerarchy of structural components.
Each structural component identifies a frame seggiemhich consists of the frames that
belong to the component. The entire video docuroerd single frame can also become a
structural component, but a whole document is toarse as a level of abstraction and a

single frame is rarely a unit of interest[9].

From experiments, it has been learnt that abstraetsuch as scenes or events make it easier
for a user to make references to video informatiad easier to comprehend its contents.
Therefore more emphasis in VDbMS is given to metaaéich are categorised as Event,

Location, Person, Object_of Interest metadata.

Since a huge metadata is created while annotaiffegeht video scenes, it is very important
that some standards for metadata should also tvéad. While doing literature review, it

was found that WWW consortium (W3C) is coming upthwiResource Description

Framework (RDF), which provides a more general ttneat of metadata. RDF is a
declarative language and provides a standard waysfag XML to represent metadata in the
form of properties and relationships of items oa Yeb. Such items, known assources

can be almost anything, provided it has a Web addre



Along with 1SO also introduced MPEG-7 standard, akhiwill specify a standard set of

descriptors that can be used to describe variquestpf multimedia information. MPEG-7 is

discussed further in Appendix 2.
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Fig (1) A common data model for video informatiomaring using an ER-notation,
suggested by Hjesvold[27]. Here the video docummsntatogorised into Frame

Sequence, which is further divided into differentdes of annotations
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3.2 Video Data Model

The work started with the idea that a large or lgitieo should be divided into very small
fragments or clips of a few seconds, depending onlysimple scene detection algorithm.

Soon it was found out that this technique is usetie® to the following drawbacks:

» It was impossible to track the main story of thded, as one small video clip was unable

to show the main theme.

» Query search was not possible, as a query cahdeancept, story or an event, whereas
our division was based on a simple scene chanpaitpee, which was just the histogram

difference of the two shots.

e This technique might be suitable for videos suchnaws clips or a catalogue of
commercials, but when a full hour documentary progne is processed (as in our case),

event sequence, frame sequence and hierarchyrdscannot be established.

It was also found that in documentary movies, ltkat of Lord Mountbatten, video
modelling was heavily dependent on annotations etadata of a video. Since algorithms of
computer vision are still not able to get the whadé¢a of a scene or a sequence, especially

concepts, themes and ideas, so special importaribe tmetadata is given in VDbMS model.

Audio data is the other domain providing a lot mfformation about the video. Applying any
speech-to-text converter, one can generate stredindata which can be used to extract

metadata.

Apart from metadata, data regarding frame sizendraate, colour, texture and other features
are also of important value. To create a comprebergata model, all the above mentioned
entities should be modelled to such a way thatissuch as data storage, query processing

and data indexing should be optimally resolved.

During the literature review phase, it was foundtthHjesvold [14] had developed a very
precise model for annotating a segment. Metadaggemerated from audio components as
well as video components. Textual information abamnt event, person, location or an object
is also inserted, as shown in figure (2). Hjeswlitlea appeared very relevant and was made
the part of VDbMS model, with slight modificatiossich as adding an entity of concept in

the metadata and placing the event entity topefd¢hgment entity in the hierarchy.
11
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Figure (2) Data components of a generalised vidssgment

For VDbMS, considerable modifications are madehe ¢tata model shown in figure (2).

Since in VDbMS model the entity is considered asnévand a segment is a subset of an
event, so the event has been made the pivotal wéich comprise of segments, as shown is
figure (3). Further the segment describes the atioos for the objects inside the scene, such
as person, location, etc. Each object has its owtadata, which creates a many-many

relationship with the segment metadata. This ia tiermalised to create a relational database

for accessing any object present in the video scene
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Figure (3) Suggested Annotation model for VDbMS. i¢€event’ entity is added

and been assigned a top level in hierarchy, as agggzbof Hjesvold's model[27].

3.2.1 Object Entities

In this section, all the operations and attribateglicable to a composite entity are discussed.

The attributes of a composite entity are:

Object Identity:

Symbolic Name:

Synopsis:

The unique identity of the compat

The text string that the author ropgionally assign to the

component to have a user generated name for igiewgtithe

component.

Textual description of the component.

13



Architecture Operations: This group includes operat for creating, modifying or
deleting components in the component architectaik far
manipulating the synchronisation of components in a

narrative presentation.

An event is defined as the set of scenes, connttat part of a story. In the VDbMS data
model the major object entity is an event. Itidddbe noted that even humans’ memory
circle around events. When people recall somethirgy often sayl“played a movie of that
event in my mind”lt tells us that an event plays a very importamé ro our memory [2,6].
An event comprising of one or more segments, cagdmerated by another event or can
generate many sub events, and many events canatgreesingle sub event, as shown in
figure (4).

EVENT \

EVENT (B) SUB EVENT

EvenT ©) /

SUB EVENT (A) SUB EVENT (B) SUB EVENT (C)

Figure (4) Inheritance properties of an Event

Hence the event entity is proposed over segmeityeas shown in figure (4), as compared
to Hjesvold's generalised video model in figure (B)e main objective in this modification is
to maintain the sense of a story. Again the othatities, such as person, location,
object_of interest, etc. are the sub group of dggrent. This ER diagram shown in figure (4)

can be normalised accordingly and can be adjustdteimain data model.

14



EVENT

SEGMENT
OBJECT_OF_
PERSON LOCATION INTEREST CONCEPT

Figure (5) ER Diagram of Annotation Model

It should be noted in figure(5) that another enbfyconcept is introduced in the model.
While watching the Lord Mountbatten documentarywés found that some scenes require
additional information. Again some scenes were fowhich were impossible to define using
physical objects only. So another entity of ‘coritepintroduced in the data model, where a
user can provide some textual information abowg stene. The idea of concept as a textual
study is also used in Vane [2], where the entities classified as tangible and conceptual

entities.

3.2.2 Thematic Indexing

A theme is defined as a topic of discourse or disicun [38]. While watching a movie, one

can find that many themes are interwoven with id around a story. For the documentary of
Lord Mountbatten, it was realised that two mainntles substantially form the whole story.

One theme is of Lord Mountbatten himself, his Iiés career as a commander in the armed
forces and as a dignitary in Burma and India. Téeosd theme is about the war between the
Allied Forces and the Japanese. Since a war ihfdugfween nations, soldiers are involved,
weapons are used and injuries and fatalities oddere the two themes combine as Lord

Mountbatten himself is a soldier and a soldier gt war.

15



Figure (6) shows the object model of the above meat themes. This model can be very
useful in indexing and cataloguing the data, asdmese of the story is not broken and

structured data is obtained as well. Since thisehizdobject oriented, real time modification

is also possible.

LORD MOUNTBATTEN WAR
IS A SA
N INVOLVES INVOLVES

COMMENTATOR

N SOLDIER USE WEAPONS

MEETINGS
AT HAVE HAVE ARE OF
COUNTRIES
INJURIES (PLACES)
HAVE AT AT

SPECIAL EVENTS

PLACES GESTURES RANKS WORK LEISURE

Figure (6) Thematic Indexing of Lord Mountbatten’documentary

It should be noted that both the themes are intjylictlated to each other, so indexing and
guery processing can easily be done at variousslé@vehe hierarchy of entities. For example
if a user is querying aboiir Bombing this will come under weapons entity, which isua-s

part of the war entity. Another benefit of hierdoeth modelling is that, at a certain level, if
the search engine is unable to obtain some matcani always go back to the parent level

and fetch some related data.

16



3.2.3 Common Video Tree Model

Li, Goralwala, Ozsu and Szafron [39,40], gave ttheai of a Common Video Object Tree
(CVOT), where objects contained in a video frame lba accessed. To understand this tree

model, following axioms should be determined:

Let a video clip "C" be associated with a time & [t;, t]
Where { - starting time of clip
t - ending time of clip

Heredand t are relative (discrete) time instants afsl t

Since all clips have a start and finish time, digborder could be defined over clips,
i.e.Ci= [Tsi. tﬁ]

Then the following axioms hold true in a digitatigo,

Partial Ordered Clips:
Let G = [t t]
G = [t t5]

Then< is defined as the partial order over clips witkkK@@j iff:
Tsi < tsj and
Ts < tfj

Ordered Clips

Ci is said to be ordered iff C is finite i.e. C ={,,........ ,Gn} and there exists a time order,

suchthat €< G, <G5 ........ <C,

Perfectly Ordered Clips
AsetofclipsC={Gg G, ..., G} is said to be perfectly ordered iff C is orderaad for

some two neighbouring clips i.e; €[ts;, t;] and Gi1 = [tsi+1, tir1], We have diq = tiig

Strongly Ordered Clips
A set of clips C ={G, G, ....,G} is said to be strongly ordered ifi&@ C, < G ..< G,

Weakly Ordered Clips
A set of Clips C = {G, G,,...., C.} is said to be weakly ordered iff C is ordered faro

neighbouring clips, G= [ts,ti] and Gy = [tsi+1, tiv1] and we haveib=ty. (0 = 1,2,....,m-1)
17



Hjelsvold and Midtstraum [3] also define some temapmperations on video clips. These
operations are annotation dependent and can bessqa in a traditional query language.
Some of these operations are

Ci EQUALS C;: Returns true if Cand G are identical

Ci BEFORE C;: Returns true if Chappens before;C

Ci MEETS C;: Returns true if Cstarts with the next frame after ltas ended.

Ci OVERLAPS C;: Returns true if Cstarts while Cis still active

Ci CONTAINS C;: Returns true if Cstarts after Cand ends before;C

Ci STARTS G: Returns true if Cand G start with the same frame andefds before C

Ci FINISHES C;: Returns true if Cstarts before Gnd G and G end with the same frame.

If we look closely to these operations, they areentixely same, however quite important for

the foundation of VBDMS thematic indexing modeurther these axioms provide all the

operations required to query a video.

3.2.4 Objects in Video Clips:

A video frame has many noticeable real finite nunddebjects like persons, house, cars, etc.
Its assumed that there is always a finite set ¢géab, for a given video. Let "O" be the

collection of all the objects and "C" be the cdilec of all the video shots. Then the common
objects for a given set of video shots are theaibjehich appear in every clip within the set.

Then the intersection of m video shots can be ddfas

(C.Cor.o.,Cr) ={YIC:) n YIC) N .....n YIC.)}

WhereY(C) - set of objects in Video shot C

18



Scene 1 Scene 2

Scene 3 Scene 4

Scene 5 Scene 6

Figure (7) Noticeable objects in different videoestes

For Example in Figure (7), we have six video shfstsym Lord Mountbatten's video. Clip 1
contains a flag, Clip 2 contains titles, a towed 8urmese lions statues in the background.
The other clips contain Lord Mountbatten, a paladgurma. If the video is segmented, then

C = {01,02,Q3,C4,Q',,C6,C7}

Furthermore,

C, = Flag

C, = Tower, Burmese lions statues
C; = Burmese lions statues

C4 = Mountbatten, palace

Cs = Mountbatten, palace

Cs = palace

With the object point of view
Y(Flag) = G

Y(Tower) =G

Y(Lion statues) = £C;

Y Mountbatten) = ¢;Cs

Y(palace) = ¢
19



Hence now a relational tree can be developed byusiy of the axioms stated above. For

example if we use the intersection axiom, then aeh

Clﬂ Cg = Null
C,nC; = lion statues
C4snCs = Mountbatten, palace

CsnCg = palace

Similarly we can build a hierarchical affinity like

C4snCsn Cq = palace

In this way we construct an object tree, showngarke (8).

Root
(Nully
C4nC5nC6
(Palace)
Cln C2 C2n C3 (ngn?bgni i C4nCs
(NULL) (Lions) Palace) (Palace)
C4 C5
C1 C2 C3 C6
(Flag) (Tower,Lions) (Lions) (Mountbatten, (Mountbatten, (Palace)
' Palace) Palace)

Figure (8). A Video Object Tree

Once the tree is established, a query can be drdaeusing any of the axioms. It should be
noted that this sort of tree can be developedeaframe, segment or scene level. Once this
tree is ready, the next step is to create genarks Ibetween these objects. For example
Mountbatten is a Soldier. Hetgs a" relationship has been created between two objects
Mountbatten and Soldier. These generic relationsihigs will also provide themes of the

story. In this way one can also follow the stoneliof the video with thematic indexing.

20



3.3 Data Query & Retrieval

The efficiency of a database is evaluated by thereaaand complexities of the queries, that
will be made about data. In terms of video the guerd retrieval process becomes more
complicated by the numerous demands placed ony#ters. EImagarmid [11] describes the
video data retrieval system in the following simgleps. First, the user specifies a query
using a facility provided by the user interfacee™uery is then processed and evaluated. The
value or feature obtained is used to match anévetithe video data stored in the database.

At the end, the resulting video data is displayedhe user interface in suitable form.

3.3.1 Query types

Since the video data is spatial and temporal, gthexies are heavily dependant on their data
content. Along with the architecture of the videmtadmodel and intended applications are

also many other factors that modify a query. A guean be divided into:

Query by Content:  These queries are further categorised as semafditnation query
(content information in the scene) , meta inforo@atquery (scene
description information) and audio-visual query d@auand visual

feature of a scene)

Query by Nature: These queries depend on the nature of the videmband can be

further categorised in spatial or temporal aspettse video

3.3.2 Query Certainty

The certainty of a query can be specified in teahthe type of matching operator used to
satisfy the query. A query can fall into Exact nmatmexact match, or similarity matched

gueries

Hjelsvold [15], in his Video-STAR data model, deftha video query algebra, that allows the

user to define complex queries based on tempotdatioeships between video stream

intervals. These operations include normal Boolseinoperation$AND, OR) temporal set

operationdi.e. stream A equals stream B, A is before B.eatmB, A overlaps B, A contains
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B, A starts B and A finishes,B)nnotations operations that are used to retaéhannotations
of a given type and have non empty intersectiont i given input set and mapping
operations that map the elements in a given seat different contexts that can be basic,

primary or video stream.

3.3.3 Query Processing

This process usually involves query parsing, q@saluation, database index search and the
returning of results. In the query parsing phake, query condition or assertion is usually
decomposed into the basic unit and then evaluadwohg with text based search for
annotations, feature based search is also applieelxtract spatial contents like colour,
motion, texture of the video data. Here thematdeiting will also aid to retrieve data for a
guery. Now the index structure of database is dear@and checked. The video data are
retrieved, if the assertion is satisfied or if gimilarity measured is maximum and finally the

resulting a video data are usually displayed B}H, developed by the user.

4.0 Experimentation

The major requirement for our experiments was al redea video player, which allow us to
annotate, insert metadata and overall allow usmsert a link into a digital video. While
having a look on the current experimental and coroiakevideo players, we decided to
develop our own video player, which can allow usléathe above mentioned task, as well as

to match the following considerations:

» It should be capable enough to run any sort ofovidemat, e.g. avi, mpeg, etc

» It allows to connect the video file with a databasbich can provide metadata for the
video

» Once starting and ending frames are selected |ldlyenshould be able to run the selected

part of video

Soon a player was developed in the Microsoft winsl@mvironment, which was capable to
fulfil the above mentioned requirements. Then aallase of annotations, based on the
methods stated in section 3 was developed in Miftdscess 97, and was then connected to

the video player. Figure (9) shows the front-enthefVDbMS video player
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. FRAME TO FRAME PALYER
Open  Exit

play streams from server

Flay video

Stop video

Figure (9) Front end of VDbMS Video Player

A number of options have been incorporated inte tfieo player. On the left hand side of
the video player, video options and on the rightchside database options are provided. For
example this player is directly connected to theod@lla" machine, which is currently
working as the temporary video server for the MM&@Gup. Along with pressing the "Frame
to Frame" button, the user can run a video forsareé no of frames. The "DB-Connectivity"
button connects the player with the VDbMS databd3m. the other side, options for
annotating a video segment, attributing a videonssdg to an event, creating and re-

establishing indices, database filters and datappadmge control buttons are also provided.
The second task was to construct a query outputamin so that the user can see up to 12

nearest selected portions of video for his/her gueigure (10) shows the output for a query

about "people" in a news clip.
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. Form3 [_[O]x]

Fig (10) Query output box for VDbMS

5.0 Summary & Future Tasks
The next task is to increase the efficiency of WizbMS query module, by inserting more

data to thematic indexing modules and video objexss. It should be noted that that the
model will be modified throughout the research wak the development of the model will

be altered accordingly. At the moment the follogviasks are suggested for further research:

» Designing and developing new techniques to incateathematic indexing model
* MPEG-4 standard incorporation with VDbMS

*  Query complexity

» Incorporating the technical video specificationshia data model

» Working of complex issues such as sharing and irggudigital video

There are many projects that deal with video datbadeveloped in recent years, with
special properties, ranging from editing, segmémtaindexing, searching, browsing, sharing
and re-using and synchronising video presentati@hMS on the other hand is novel in such
a way that it demonstrates functionality for supipgrthematic indexing and query parsing.
Again the model also entertains a wide range ofadsaf, providing a wide range of
attributes for a user to perform query. Still a ¢dtwork is required to make this model

effective up to optimal.
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Proposed Timetable for research work up to Octobe2000

July 1999 -
September 1999

Exhaustive experimentation on Lord Mountbatten iaes) by
providing metadata to the long videos and using MBbdata
model and thematic indexing.

October 1999 -
December 1999

Further research on query processing and query leartp
Along with, some improvements in VDbMS browsers|iso

be done to provide further accessibility to the Wb users.

10

January 2000- Implementation of MPEG -4 and -7 protocols in VDbMS

February 2000

March 2000 Evaluation of my work and comparing it with otheradable
models
Some research on video content based searchiminglaad the
re-use of digital video. Tracking of the statelod fart technology
at that time.

April 2000 Evaluation of my work and comparing it with otheradable
models
Submission of one research paper in some intemsf
conference / research journal.

May 2000 - Writing up of PhD thesis and final touches to tix@eximental

August 2000

work.

September 2000 -
October 2000

Submission of thesis.
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APPENDIX 1

Al Video Data Modelling

Data modelling is essentially required to preseittee data based on its characters,
information extent and the applications it is irded for. It plays a very important role in the
system since all the functions, procedures andsetasre dependent on it. Again all the

features, outputs, storage spaces, processesareesicribed at this stage.

Looking at the complexity of a video stream, thateats attribution and semantic structure
of the video need to be described in a data m@dgeneric video model should also support

the following features:

* Multi-level video structure abstraction
» Spatial and temporal relationship support

* Video annotation support

The conventional relational database model sugdédsteodd [35] in the early 70’s was not
able to represent multidimensional video data ksaat of rich-information-file-format data
are considered as simple binary large object ffl@sb), which is very insufficient to
incorporate temporal and spatial features. Inpde few years, a lot of data models based on
different techniques have been proposed, whichbeacategorised as annotation dependent,
annotation oriented, object oriented, and otheofloWwing is a discussion on some of these
models:

Al.1 Annotation Dependent Models

In these type of models, some textual data (alswwknas signatures or metadata) about the
contents of video are embedded into the video draexample the annotations for a typical
television news clip will be news date and timewséeadlines text, news captions, scene
captions etc. Usually an annotator is required tdewthe captions, but in some models
dynamic text is also generated, depending on sdeteetion algorithms and other semantics,
generated from the spatial characteristics of ideos Examples include histogram colours,
basic shapes, textures and other information gwtefaom audio contents. Following are

some of the data models, which depend heavily ootation data:
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Al1.1.1 VidIO

In the Multimedia Research Group, at the Universify Southampton, work on video
databases was started by Salam and Hall [3]. Tleseldped the system, VidlO (Video
Information Organiser), that takes account of timpartance of different perspectives of

different users in video retrieval.

The main feature of this system was the provisiosupport for the creation and maintenance
of personalised video materials (i.e. personalectibns, video segments, video documents).
Other features support the user for easy accegsetsonalised video material. This is

achieved by maintaining both, the original andpbesonalised video.

Main Video Doc Personalized Doc

A A

A4 A4

Storaae related operations

A

A 4

Worina Document

A A

A4 A4

Video Doc o\ /i ; L. Querv Result |» ;
Creation Video Retrieval Window Video Pad

Fig. Al: Block Diagram of VidlO Interface and Storage

To provide more user access, tools such as QuesyliR&/indow (made for displaying user
guery results and other related information), Viékeal (used in creation, maintenance and re-
indexing of personalised video segment, also aupsegment browsing, file append and
segment addition / deletion) and Document Creatiools (supports construction and
maintenance of original video database, and aidsganising personalised video segments)

were also added to the system, as shown in figard3

VidlO’s data model is hierarchical and revolvesum the three data elements, i.e. structural

components, contents in text form and the datdazata. The video segment is divided into

four main components, which are frames, shots,escemd program. The hierarchy for a

particular video is also resolved with these congmds [4]. The software’s front end was

developed in Visual C++(16 bit) and the back enthloiase is Microsoft Access ver 2.0. The
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videos are stored in AVI formdframe size =240x180, frame rate/sec = 15.0, kikibec
data rate =190, compression mode = Microsoft Indgo3he data used for testing this

model was the recorded news clips of CNN Intermatio

During the creation of personalised documents, susee required to add their own
descriptions, which are stored in the hierarchins@nner, as shown in fig 1 above,
maintaining linear story structures of original etd materials, as they have contextual
information that should be preserved to help ugeisterpret the data during video retrieval.
This can be seen for a part of news clip datagdtor hierarchical form, in figure 2. At level
1 is the main review section. Then at level 2 dr@ $ub-sections like Arts & Culture,
Political, Crime, etc. Further in level 3 are thésections of Arts & Culture column like
WW?2 paintings, Ballet Dispute, Movies of the weetc. In this way each frame of the news
video is captioned with its inheritance and canvéey easily retrieved from the main video
file. Hence according to figure 2, the link foettouncillor's speecltpart in the main video

document will be :

news_reviews . arts&culture . ww2_booty paintingsuncillor's_speech

The major problem with VidIO is about its video degtion input. No tools were developed
or incorporated for auto indexing of contents. Agaio provision is provided for the
recognition of a particular object in a video scenérame. Thirdly major attention was given
only to the video part of the data and no constiteravas given to the audio support, which
was emphasised by Merlino [5], who suggests thdtocainformation can play a major part
for content indexing especially in videos suchremwns bulletins, archives or documentaries,
where there is always an anchor person giving samgortant information in the
background. The author further suggests that dewigal footings and the presenter’s voice

can become excellent keys for content indexing.
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Hierarchy level 7 Hierarchy level 2 Hierarchy level 3 Hierarchy level 4~ Hierarchy level 5
WW?2 booty L
News Reviews — Arts & Culture —— Ar'is t‘I&NC ulture | | paintings | stage, Omc'fl
ntl News unvieled ceremony
Political —1 Ballet Dispute stage, official
. Roxette in Couciller's
Crime T .
China speech
. Literature
Disasters -
Review
. Movies of the
Business
week
Fig 2.17idIO hierarchical description structure for an original video document

Along with this project, the MMRG at Southamptonaistively involved in MAVIS. The
MAVIS project is a programme of research to develydtimedia Architectures for Video,
Image and Sound. Modular approach is used andeliffenodules are responsible for all the
processing associated with a particular media-béessdre type and, as new feature types are
introduced, associated matching techniques arelalsed and added to the main engine. For
example, to make use of the added richness whgitatvideo presents, modules are being
developed which understand the temporal naturkeoideo and which can extract combined
spatial and temporal features. This will be furtbeed in multimedia thesaurus (MMT) and
intelligent agent support for content-based retiieand navigation. The earlier MAVIS 1
project was concerned with enhanced handling ofg@maand digital video sequences in
multimedia information systems. The project willtexxd the Microcosm architecture to
support the MMT, in which representations of olget different media are maintained
together with their inter-relationships. Intelligemgents will be developed to classify and
cluster information from the MMT, as well as adolital knowledge extracted during
information authoring and indexing, to seek outcdisinators between object classes and
also naturally-occurring groupings of media-basedtudres and to accelerate media-based

navigation. [6]
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Al1.1.2 Vane

The Multimedia Group at University of Boston hawveleped video database Vane [7] with
the property to encompass multiple applicationsideo document domains. Using SGML
and TCL/TK they developed a semi-automatic annotation psoatich extracts the content
and semantic value of a raw video stream. Howeher $ystem still require a human

annotator who expedites the canonical informat®matadata within the application domain.

The data model for Vane supports three types oéximd) structural, content based , and
bibliographic. The structural metadata is againiddig into media specific data and
cinematography data. The media specific data irsléxBormation about recording rate,
compression format and resolution of frame, wherts cinematic index is about the
creation of video, specific information, title, daind camera motion. The other end the
content based information is again divided into twain categories i.e. information about
tangible (physical shapes appearing in video) @bjeand information about conceptual

(events, concepts, actions etc.) entities.

The developers of Vane are of the view that thesels of hierarchy i.e. sequences, scenes
and shots are enough for most straight forwaraigenlecomposition. Additional layers will
yield excessive fragmentation and excessive cortipntédbut do not provide significant

knowledge [7,8].

In the model the user can also have multiple atioots of the same video segment, by going
a step ahead in hierarchy but the implementatidhie idea makes the model very complex

and it is not clearly stated that how these mudtgohnotations are stored in the data model.

In order to compensate for this problem they harevigded additional dynamic metadata
definitions, as attributes to the unique identiflefD (data type definition). These are

category definitions, attribute order and attribdiinitions.

Overall this tool is designed to construct largd aseful video documents and was tested on
some news archives and was found to be quite ssfoteStill this tool is in its evolution
stage and its usability on complex videos like doentaries or commercial programmes is
not known. Secondly an annotator with prior donaipwledge is also required to identify
the start and end of a segment, which is quite eustume. Regarding its model the

additional metadata definitions seem useless ifaruamnotator does all the segmentation.

1 Standard General Mark up Language
2 Tool Command Language / Toolkit for X-windows

30



A1.1.3 A. Caetano & N. Guimaraes (1998)

Arthur Caetano and Nuno Guimaraes defines shotsesjaence of one or more frames that

were contiguously recorded and if sequenced rept@scontinuous action in space and time.

They presented a modelling language for video, Wwiicables the automatic segmentation,
labelling and clustering of video data. These elissbf data generate a hierarchy of groups
that can represent scenes as well as other typsgméntic or logic groups to felicitate

browsing and navigation in the contents of the @idd-dimensional vectors represent low

level features of the video shots. These vectonsago data of frame rate, frame size, frame
priority (for frames), colour, texture, shape (fionage / shot) and other related camera
operations like tilting, zooming and panning. Thesetors (data sets) are stored in R-tree and

its variants (R*-tree, -tree) for adequate indexing

The scenes, frames and shots are stored as mukimigiécts (MO) which is in fact the basic

unit of information in their data model. Again threedia object is defined as

MO= (le O[ype F, R)

where (@ is the unique object identifier,

Oype Shows the type of object and

F is the feature set associated with the ojbedt=.€i} and fi = {r,, ....... , iy OR.

Each featureifis composed of one or more representation, fomele the colors in an
object can be representated by histogram, momeoits; vectors etc. These features aids in
creating hierarchies of data at different levelse Query is then processed by retrieving the
k-most similar ojbects to a set of feature vectbet designate the query’'s content. Work is
also in progress on developing tools for creatingo@thms on MPEG and MJPEG

compressed video clips.
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Al.2 Object Oriented Data Models

Since multimedia objects possess both temporal spradial features, OODBMS (Object
Oriented Data Base Management System) are condidieree the best option for defining

multimedia models [10,11].

Gibbs defines an AV (audio-video ) object as
“An AV value, v is a finite sequence,;, wf digital audio or digital video data

elements” [12].

Further he suggests that,
“Each AV value has a media data type governingetingoding and interpretation of

its elements. The type of v determingghie data rate of v.”

These definitions clearly state that the media aibjeefine themselves, their own data rate
and other attributes, which is a likely behaviodr abjects defined in object-oriented
environments. Oomato and Tanaka [22] have also edbdn this idea. They developed the
Object Oriented Video Information Database (OVI@)yd introduced the term ‘video
object’. Traditional databases are unable to suppdeo data models using multimedia
objects for the following three reasons. First, #8ues often have a very long duration (i.e.
of minutes or hours). Secondly, it may not be gaedio allow concurrent use of AV objects
(as is the case of relational models) and finalisteam resources (buffers, processor cycles,

bus bandwidth etc ) can only be allotted in a kdiguantity to a process to handle a tuple.

Another major problem with conventional database$fe concurrent access to AV data, as it
requires explicit scheduling of different processeshe system, by different clients. Since
AV sequences are also temporal in nature, the dsgatystem should also be responsible for
co-ordinating the presentation of these sourceddifferent clients at different time.
Traditional databases usually solve this problempbgviding a temporary copy of the
particular tuple to each client and then save disehodified copy to the master database. As
the AV object is of a very large size (in our cassjngle object can be greater than 500 Mega

bytes !1), the idea of providing individual copyad the clients becomes impossible.

The above points convinced the researchers abeutisefulness of object-oriented data
models, particularly for AV data models. A lotwbrk has been done in this regard, which

as presented below:
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A1.2.1 S. Gibbs & C. Breiteneder (1995)

Gibbs and Breiteneder define several abstractibat grovide higher-level descriptions of
AV values. The first iQuality factor,which takes care of compression ratio and frame. siz
Second abstraction is @emporal Entity Typewhich is specified in the form dfi[T, {Q},

{D}] , where N is the name of entity type, T is undedydata type, Q shows the quality
factor (additional) and D is its discrete time adinate system[13]. For example in the

expression

Video Entity[JPEG video Type, 480*640*8 34D

JPEG shows the compression format, 480*640 isrtané rate, 8 is for 8 bits per pixel, and

Do shows the data rate of 30 frames per second.

Further a number of relationships can be derivatiiastantiated with the above mentioned
entity, solving the problem of concurrency. Usafativation relations can be of the type like
Translation (the start times of a value are unifgraisplaced), Concatenation (a value is
added to the end of another value), Selection favalue is extracted) and Conversion (a

value is re-sampled and used at some other logation

The Object-oriented approach is also useful in estscheduling. For instance, read and
write requests are scheduled by the concurrencyraosubsystem and disk accesses are
scheduled by the storage subsystem. With videesgtlareas are particularly important and
should be visible at the database interface anaruagplication control of the user. For
example, it should be possible to request ‘playe®ik now’ or ‘play video X after Y
seconds’ [14]. This facility will not only aid intteactive features but will also help is

scheduling resources and thedatabase itself ptlowiding concurrent access to media data.

Gibbs provides a class for categorising video objects as,

class VideoValue subclass-of Media Value
{ int width

int height

int depth

int numFrame

Image Value frame[numFrame]
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}

class AudioValue subclass-of Media Value
{ int numChannel
int depth
int numSample
int sample[numChannel][numSample]

The above classes provide very little informatethout the media objects. i.e. image is
considered as a binary object, however more infiamaabout image is required. Further
annotation and signatures for images, scenes ajuksees are also missing. Since these
classes provide the basic structure of a video werk produced in early 90’s, a lot of

improvements in these classes were made by otbeanehers in later years.

A1.2.2 L. Huang & W. Xiong (1995)

Xiong and Huang divide AV databases into two catiego depending on their functionality.

The first category consists of those databaseshadtacentrate on retrieving an image/frame
according to one or more specific features. Themgcategory of systems work mainly on
retrieving requested information from a single imagn some systems, these two

functionalities are combined together [15].

They further state that the main problems with dbeventional OODB modelling is that a
class has to be defined statically and objectsatdiss must be homogeneous in nature, which

cannot be applied to AV objects which are inteated, adhoc, tentative and evolving [16].

scene 1

Play frames

<

Role tree

Goals frames

frames

Cluster tree

Fig 3 Example of a video programe

A Conceptual Clustering Mechanism (CCM) is defimad, = <A,M,X>, where A is a set of

cluster attributes, M is a set of cluster methau$ 4 is the set of role-player associates. X is
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also the set of roles and objects that play thewdthin the cluster. Coming the properties of
CCM, they are dynamically created and deleted amdnecanage adhoc dynamics, but cannot

create or delete objects [16].

In the indexing mode, video classification decongsoshe data into semantically meaningful
segments and CCMs, as shown in fig 3. It shoulddted that it is not necessary &&gXi to
inherit all the properties adegX,but do inherits some of the basic properties toaianm
hierarchy. In this way a cluster tree is formechjoh in fact is a binary tree and can be easily

used for indexing any video scene.

There are many issues which are not addressedsimitdel for example storage problems
are not discussed and parsing of arbitrary argusn@messages) from one object to another is
not very flexible. Again this model is still in itmfancy and has not been tested on real

applications.

Al1.2.3 MPIL

Jain and Gupta [17] came up with their model “Mal#i Perspective Interactive Video
(MPIL)” which can generate three dimensional vox@igormation vectors) data sets from
multiple streams of video data, which is manipuate be refined and configured.. The
schema designer then chooses a set of primitivesottel this data which in fact is now a
specific class definition. Subsequent objects sintib this data will become the instances of
this class. A set of additional features are alsmigamed to this object which aids in indexing

the class and its instances to use later in quagyations.

The special attributes of AV objects introducedhis model are nam@ string composed of
two vectors, the first is the identification andetisecond vector defines the geometric
properties of the primitive i.e. it can be of th&hape square.mesh.cylinderor
simplex.mesh.cylinderparametergdefine the external values set by the user atithe of
data definition), create, delete and display. Alevith, other attributes like cut, copy, paste,

deform, compare are also added for user facilities.

The most common operations for a query in any AdHeh are union, difference and set-
membership of point sets in feature space. Moreifipeperations applicable in MPIL are
Find Boundary (returning hyperpolyhyderal boundafythe points in image), Select by

Spatial Constraint, Select by distance and k-neaeghbour.
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Jain further states that all these classes, fumctmd operations merge to form a Video Data
Modelling Language (VDML) which is destined to soppdescription and manipulation for
AV data. In addition they are also developing arpleamentation of a set of shape
representations, stepping ahead beyond the cupamaidigm of query-by-visual-example,

describing the new research prototype of imageesgestialisation environment [19].

A1.3 Video Algebra

Weiss and Duda proposed an algebraic data moaletifines a video stream by recursively
applying a set of algebraic operations on the raeos segment[20]. The basic object of a
video algebra model is presentation. A presentdtian multi-window spatial, temporal and

content combination of video segments. Presentatima described by video expressions,
which are constructed from raw video segments usidgo algebraic operations. These
operations are Creation(create, delay), Compos({ioncatenation, union, intersection, etc.),
Output (window) and description (content attributdsat can be attached to video

expressions).

Segments are specified using the name of the rdeo\and a range within the raw video. The
recursive nature of the video structure is suppobie creating compound video expressions
from simpler ones using video algebra operatiohg. fodel also allows nested stratification,
i.e. overlapping logical video segments are use@rtwvide multiple coexisting views and

annotations for the same raw video data. Userssearch video collections with queries by
specifying the desired attributes of video exp@ssi The result of the query is a set of video
expressions that can be played back, reused, ompuiated by a user. In addition to the

content-based access, algebraic video also all@es Wbrowsing.

This model was tested on a collection of a prexed TV broadcast news, commercials and
movie trailers. Along with indexing, closed captahtext (signatures) were also provided to
the Video Algebra System. The video and file sewas run on Sun Sparc Station, the model
was run on a Silicon Graphics machine and a thifdrént machine with HTTP server was
also connected to them via Ethernet [21]. Usergwen logged on through the network and
edited and composed the algebraic video nodespdtformance was found quite good. This
system is still under construction and tools likgéathase support, auto indexing etc. are in the

process of development.
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Al1.4 The VISION Digital Video Library

The VISION (Video Indexing for Searching over Netk&) digital video library prototype
was developed at the Telecommunications an Infaom&ciences Laboratory of University
of Kansas as a test bed for evaluating automaticcamprehensive mechanisms for library
creation and content-based search and retriewatled across networks with a wide range of
bandwidths.

Gauch and Li [36] came up with the idea of an oe-ldigital video library, which provide
content-based search. The major feature of thigegrés an integrated application, which
provide video processing, information retrievalesgh extraction and word-spotting feature

in real time.

First the full-motion video is captured in AVI foah with JPEG compression, then
segmented by using two-step algorithm based onovadel audio contents. Then a closed
caption decoder is used to extract textual infoirmnato index video clips. Finally all the
information is stored textually for content-basegbleration of the video library over the

network.

A novel algorithm is used to segment the videcstRine video is broken into different shots
by the traditional image-based segmentation methdtiese shots are then post-processed to
merge some contiguous segments back together.iFhiene by analysing audio features

extracted from speech signals such as endpointtdeteand speaker identification.

The endpoint detection algorithm is based on measent of the audio signal short-time
energy and zero-crossing rate and end of an utterarhe short-time energy function of
speech is computed by splitting the speech sigrial 'N' samples and computing the total
squared value of the signal in each sample. Ruttiee energy of the speech is generally
greater than that of silence or background noisepéech threshold is then determined by
taking into account the silence energy and the peakgy. Zero-crossing rate is the measure
of the number of times in a given time intervalttilae speech signal amplitude passes

through a value of zero [37].

CNN news clips (headline news footage) were usetkdbthis prototype and a successful
result was achieved, but some major problems wisie incurred. The major problem was
that the contiguous clips which were separated ibgovtechniques such as zoom-in/out,

fade-in/out, or pan-infout were all separatelgmsented. This system also failed where there
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was no sound between two successive clips, ase themo way to detect a change on the

short-time energy of the audio signal.

This system is still in its prototype level and wis still carried on to modify this project.

Al1.5 Others

Hjesvold [23] has introduced an architecture topsupvideo information sharing and reuse,
specially when running video presentations, anmgatideo materials and video information

extraction. To identify video shots, audio recogdin presentations and annotations, he
incorporated two models. First a content modebfmsic components in a video and secondly

a structure model for composite components.

The content model is responsible for scene comipasilt also defines attributes, operations
and content descriptions for the video basic corapts The structure model is used for
scene editing. It also defines attributes, openati@nd semantics for the composite
components. The attributes include Object-ldentitype, Object Architecture and a Textual
Signhature. VCR type operations such as playingsipgu stopping, enhanced operations like
creating and modifying components, and administeatiperations like reading and changing
the values of the attributes symbolic name, typedjrg rate, quality factor, synopsis, etc. are
also provided [24]. Semantics for modelling a ni@reapresentation are supported by five

story entities: scene, sequence, descriptive siaerlaced story and concurrent story.

This model is heavily dependent on metadata i about data at every semantic node and
an experienced annotator is required to providedhia, but is a very good example to share

and re-use the same video among different videbcapipns and users.

Smoliar and Zhang [25] proposed a frame based (ledne base) model that represent a
hierarchical organisation of video nodes. A fraroatains textual information for classes and
instances. A class frame holds important infornmafior maintaining the hierarchy such as
super class, sub class and instance, while thanostframe holds a pointer to its upper level

frame and the actual content representation, gty video and other related data.

38



APPENDIX 2

A2.1 MPEG Overview

The Moving Picture Coding Experts Group (MPEG) isvarking group of ISO/IEC, in
charge of the development of international starsldi@d compression, decompression,

processing and coded representation of moving ngisflaudio and their combination.

The purpose of MPEG is to produce standards. Tisetfvo standards produced by MPEG

were:

MPEG-1, as standard for storage and retrieval ofingopictures and audio on storage media
(officially designated as ISO/IEC 111172, in 5 part

MPEG-2, a standard for digital television (offityatlesignated as ISO/IEC 13818, in 9 parts).

MPEG-4 Version 1, a standard for multimedia appioces, that has officially reach the status
of International Standard in February 1999, with tBO number 14496.

Since July 1993 MPEG is working on its third staxdaalled MPEG-4. MPEG considers of

vital importance to define and maintain, withoupgage, a work plan. This is the MPEG-4

Version 1 work plan:

Part Title Working | Committee | Final Draft  for | Internat-
Draft Draft Committee | Intl. ional

Draft Standard Standard
1 Systems 11/97 03/98 10/98 02/99
2 Visual 11/97 03/98 10/98 02/99
3 Audio 11/97 03/98 10/98 02/99
4 Conformance Testing 10/97 12/98 03/98 03/99 05/99
5 Reference Software 11/97 03/98 03/99 05/99
6 Delivery MM Integration 07/97 11/97 03/98 10/98 02/99

Framework
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MPEG-4 is building on the proven success of thred&d: digital television, interactive
graphics applications (synthetic content) and audtive multimedia (world wide web,
distribution of access to content) and will provithe standardised technological elements
enabling the integration of the production, disitibn an content access paradigms in the

above mentioned fields.

A2.2 MPEG-4

MPEG 4 is an ISO/IEC standard whose formal designatill be ISO/IEC 14496, is to be
released in November 1998 and will be an Internatistandard by January 1999 [30].

In the beginning of the work, the objective of thew standard was to address very low bit
rates (<1Mbits/sec) but its target was consideratiylified in order to take the changes in
the audio visual environment into account. To avtid emergence of a multitude of
proprietary non inter working AV formats and playethis standard is also supposed to
standardise some of the elements of digital tel@vjsnteractive graphics (synthetic content),
and the world wide web domains. The targeted agipdios are, internet multimedia,
interactive video games, interpersonal communioati(video conferencing, video phones
etc.), interactive storage media (optical disks,)emultimedia mailing, networked database
systems (ATMs), remote emergency systems, wirelesdtimedia and broadcasting

applications [29,30].

The MPEG-4 standard addresses the coded representit both natural and synthetic
(computer generated) audio and visual objects. GHBESystem was developed to provide
the necessary facilities for specifying how sucheots can be composed together in an
MPEG-4 termindi to from complete scenes, how a user can interiibtthe content, as well

as how the data streams should be multiplexeddosmission or storage.

MPEG-4 will enable the production of content thas far greater reusability, has greater
flexibility than is possible today with individuabchnologies such as digital television,
animated graphics, World Wide Web (WWW) pages &edl extensions

It will offer transparent information which will bénterpreted and translated into the
appropriate native signalling messages of eacharktwith the help of relevant standard

bodies

3 The term terminal is used here in a generic sense, and includes computer programmes
hosted on general purpose computers.
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In all, this standard is built to accommodate bdibnt-server as well as mass storage-based
playback scenarios. In the client-server mode, dbever transmits multiplexed streams
containing compressed AV objects (in MPEG jargoaviin as Audio Visual Objects, AVOSs)
and the associated scene description. At the aliedf these streams are de-multiplexed and
the resulting objects are decompressed, composedrditg to the scene description.
Interaction information can be processed locally,transmitted to the sender. It is also
possible to use MPEG-4 content locally i.e. usitngual disk, CD-ROM or a DVD.

A2.2.1 Functionality of MPEG-4
This standard supports eight key functionalitieat tan be grouped into three classes:

Content Based Interactivity
* Object based multimedia tools

» Object based bitstream manipulation and editinygproviding means for editing a video
object

» Object based random accesg, providing efficient methods to access objectngtpoint
in the bitstream within a limited time and fine okgion

* Hybrid natural and synthetic data codify, providing syntactic elements and tools to
allow coding of synthetic data together with vidkada, and mixing and synchronisation

of these streams.

Compression
* Imported video compression efficiendyy providing a subjective video quality that is

better than the quality achieved by similar or egireg standard in similar conditions

Universal Access
* Robustness to Information errors and Idsg,providing tools to achieve object based

error protection for a variety of wired and wirekesetworks and storage media, with
possibly severe error conditions

» Obiject resolution scalabilitygy providing tools and syntactic elements to aahigpatial
and temporal scalability with a fine granularity iarms of content and quality.

» Object Scalability,by providing the ability to add or drop video olfgdrom a coded

scene.
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There are two official MPEG implementations of tideo codec : one in C provided by
European project ACTS-MOMUSYS, and one in C++ pded by Microsoft which are
currently under testing and are evolving from inééipmg the changes in their

descriptions[33].

A2.2.2 Scene Description in MPEG-4 System

The scene description part of MPEG-4 systems dpatidn describes a format for
transmitting the spatio-temporal positioning infation that describes how individual audio-
visual objects are composed within a scene. It mistudes information pertaining to user
interaction. This information is constructed iniararchical manner which can be represented
as a tree. The leaf nodes of such tree are alM&y®bjects. The other nodes perform
grouping, transformations, etc. The hierarchicaldtire simplifies scene construction as well
as content editing. The structure and scene ddiseripapabilities borrow several concepts
from VRML, and includes all of the VRML nodes aslhas some MPEG-4 specific nodes.
In particular, MPEG-4 defines additional nodes thia suitable for purely two dimensional

environments.

A2.2.3 Representations of AV objects

MPEG-4 standardises a number of primitive AVOs irs@ne, which are capable of
representing both natural and synthetic conterggyphich can be either 2D or 3D in nature.
For a particular scene, for example a news clig AWOs will be organised in an hierarchical
fashion. At the leaves of the hierarchy the follogvprimitives AVOs will be formed :

» A 2-D fixed background

* The picture of a talking person

» The voice associated with that person

» Some other background picture or other compondriteedackground set, etc.

In addition MPEG-4 also defines the coded representation of objects such as

e Text and graphics

» Talking heads and associated text to be used aetleéver’'s end to synthesise the speech
and animate the head

 Animated human bodies

Then these AVOs are grouped according to theirablgescriptions. As an example, the
visual object corresponding to the news casterhas#her voice are tied together to form a

new compound AVO, containing both the aural andialisomponents of a talking person.
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Such grouping enables the construction of compbtexas, and enables users to manipulate
meaningful objects. Other operations possible orOA\are, to place AVOs anywhere in a
given co-ordinate system, apply streamed data t@#Mn order to modify their attributes

and to interactively change the user’s viewing istdning points anywhere in the scene.
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Fig A2.1, The MPEG-4 System Layer Model

A2.2.4 System Layer Model

The AVOs are transferred in one or more elemensdrgams. These steams are then
prioritised by the Quality of Service (QoS) theyuest for transmission (i.e. data rate), as
well as other parameters, including stream typerimétion to determine the required decoder
resources and the precision for encoding timingrinftion. This is all done through an
access unit layer and a conceptual two-level makgr, shown in figure A2.1. The access
unit layer allows identification of access unitgy(evideo or audio frames, scene description)
in elementary streams, recovery of the AV objeot'she scene description’s time base and
enables synchronisation between them. The FlexNflexible multiplexing) groups AVOs

in elementary streams and puts a low multiplexingerbead. Finally the TransMux
(Transport Multiplex) unit offers transporting se®s matching the requested QoS [29]. It
should be noted that the use of FlexMux is opli@mal this layer may be bypassed if the
underlying TransMux instance provided equivalemctionality. Hence in this way it is
possible to indicate the required QoS for each efgary stream and FlexMux stream,
translate such QoS requirements into actual netweskurces and convey the mapping of

elementary streams, associated to AVOs, to FlexdheakTransMux channels.
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A2.2.5 Scene Description Unit

At the decoding side (i.e. at client) streams caniiom the network (or a storage device) as
TransMux streams are de-multiplexed into FlexMuseats and passed to appropriate
FlexMux de-multiplexers that retrieve elementamgains. The elementary streams (ES) are
parsed to the appropriate decoders. Decoding rexdlkie data in an AV object form and
reconstruct the original AV object ready for reridgron the appropriate device. The
reconstructed object is made available to the caitipo layer for potential use during scene
rendering. Decoded AVOs, along with scene desongtiformation, are used to compose the
scene, as shown in figure A2.2. It should also be=ch that scene descriptors are coded

independently from streams related to primitive #yjects [31,32].
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Fig A2.2: Major Components of an MPEG-4 terminal

As noted above, an MPEG-4 scene follows a hiereatlsitructure, as shown in figure A2.3.

Each node of the graph is an AV object and canmtown-hierarchies, depending upon the
complexity and grouping of the object. The struetig not necessarily static and the node
attributes (positioning parameters) can be chamvgeite nodes can be added, replaced or

removed.
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As the AV objects have both spatial and temporaétmts, each AV object has a local co-
ordinate system. A local co-ordinate system forobject is one in which the object has a
fixed spatio-temporal location and scale. The latabrdinate system serves as a handle for
manipulating the AV object in space and time. AVjeals are positioned in a scene by
specifying a co-ordinate transformation from thgeobs local co-ordinate system into a
global co-ordinate system defined by one parenhesagescription nodes in the tree[34].
Additionally individual AV objects also expose a & parameters to the composition layer
through which part of their behaviour can be cdigdo Examples include pitch of a sound,
the colour for a synthetic object, activation oackevation of enhancement information for

scaleable coding, etc.

SCEene

AN

petson 2D background furniture audiovisual
presettation

Figuré A2.3: Logical struciure of a Sc,:ene

A variety of features are now offered by the MPE@rdtocol. To summarise, this standard

will offer

* A new kind of interactivity, with dynamic objectather than static ones
* The integration of natural and synthetic audio @isdal material

* The possibility to influence the way AV materialpgesented

* The simultaneous use of materials coming from diffe sources

 The integration of real time and non-real time et information in a single

presentation
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A2.2.6 MPEG-4 File Format:

The MP4 file format is designed to contain the ragdformation of an MPEG-4 presentation
in a flexible, extensible format which facilitatesterchange, management, editing and
presentation of the media. This presentation mayldmal’ to the system containing the
presentation, or may be via network or other streafivery mechanism (a TransMux). The
file format is designed to be independent of anyi@#ar TransMux while enabling efficient
support for TransMuxes in general. The design selaon QuickTime format from Apple

Computer Inc.

The MP4 file format is composed of object-oriensdictures called ‘atoms’. Each atom is
identified by a unique tag and a length. Most ataimscribe a hierarchy of metadata giving
information such as index points, duration and ogto the media data. This collection of
atoms is contained in an atom called the ‘moviematdrhe media data itself is located
elsewhere; it can be in MP4 file, contained in @mnemore ‘mdat’ or media data itself is
located elsewhere; it can be in the MP4 file, cimei in one or more ‘mdat’ or media data

atoms, or located outside the MP4 file and refezdnca URLS.

The file format is a streamable format, as oppdsed streaming format. That is, the file
format does not define an on-the-wire protocol, asdever actually streamed over a
transmission medium. Instead, metadata in the Kkit®wn as ‘hint tracks’ provide

instructions, telling a server application how telieer the media data over a particular
TransMux. There can be multiple hint tracks for pnesentation, describing how to deliver
over various TransMuxes. In this way, the file fatrfacilitates streaming without ever being

streamed directly.
The metadata in the file, combined with the flegistorage of media data, allows the MP4

format to support streaming, editing, local playbaand interchange of content, thereby

satisfying the requirements for the MPEG-4 intediadormat.
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A.2.3 MPEG-7

MPEG-7, also known as "Multimedia Content Descoiptinterface”, will extend the limited
capabilities of proprietary solutions in identifgincontent that exist today, notably by
including more data types. MPEG-7 will specify amgtard set of descriptors that can be used
to describe various types of multimedia informatiMPEG-7 will also standardise ways to
define other descriptors as well as structures ¢i@son Schemes) for the descriptors and
their relationships. MPEG-7 will also standardiskrgguage to specify description schemes,
i.e. a Description Definition Language (DDL). AV tedal that has MPEG-7 data associated
with it, can be indexed and searched for. This énat’ may include: still pictures, graphics,
3D models, audio, speech, video, and informatiauthow these elements are combined in
a multimedia presentation (‘scenarios’, compositinformation). Special cases of these

general data types may include facial expressiodparsonal characteristics.

MPEG-7, like the other members of the MPEG famidya standard representation of audio-
visual information satisfying particular requiren®nThe MPEG-7 standard builds on other
(standard) representations such as analogue, PGNEGMVL, -2 and-4. One functionality of

the standard is to provide references to suitabltigms of them. For example, perhaps a
shape descriptor used in MPEG-4 is useful in an @HEcontext as well, and the same may

apply to motion vector fields used in MPEG-1 andBM&?2.

MPEG-7 descriptors do, however, not depend on tingsvthe described content is coded or
stored. It is possible to attach an MPEG-7 dedoripto an analogue movie or to a picture
that is printed on paper. Even though the MPEGsgugtion does not depend on the (coded)
representation of the material, the standard irag builds on MPEG-4, which provides the
means to encode audio-visual material as object@ngpacertain relations in time
(synchronisation) and space (on the screen fowoyidein the room for audio). Using MPEG-
4 encoding, it will be possible to attach descoipsi to elements (objecta)ithin the scene,
such as audio and visual objects.. MPEG-7 willvalthfferent granularity in its descriptions,
offering the possibility to have different levelsdiscrimination.

Because the descriptive features must be meaningfie context of the application, they

will be different for different user domains andfelient applications.

There are many applications and application domaimsh will benefit from the MPEG-7

standard. A few application examples are:

» Digital libraries (image catalogue, musical dicaoy, etc.)
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Multimedia directory services (e.g. yellow pages)
Broadcast media selection (radio channel, TV chaete)

Multimedia editing (personalised electronic newwise, media authoring)
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