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We have argued elsewhere (Biology and Philosophy, vol. 23, pp. 87-100) that the description of evolved behaviour, however simple, cannot be exclusively in mechanistic terms: we need both explanations that focus on an agent’s interaction with its environment, and explanations that focus on the physical or computational enabling conditions of such an interaction. In this paper we explore the dual role of evolution as a constraint on an adequate approach to behaviour, concentrating on communicative and linguistic behaviour. On the positive side, an evolutionary history demands that the behaviour be seen in the light of the adaptive advantage it must have had for the organism’s ancestors: this already involves understanding the mechanisms that make it possible within the broader framework of the agent / environment pair.  We must understand the contexts that would have favoured the ancestral behaviour if we are to explain its modern instantiation.  On the negative side, seeing an agent as the product of a history of selection sets an upper limit on the conceptual resources that may be used to describe the agent’s behaviour: notably, the ascription of intentionality should not go beyond what plausible accounts of selective advantage entitle.    

In order to illustrate our two-sided argument, we consider what Artificial Life simulation models of the evolution of communication can tell us regarding the transition between monkey alarm calls and more sophisticated forms of communication, such as human natural languages. We will claim that any acceptable account of the origin of language (i) must assume at least a basic level of intentionality in the non-linguistic ancestors, and (ii) cannot postulate cognitive abilities in the ancestors that would have proven too costly for their survival, no matter how useful they could later become for their linguistic descendants. 

Dr. Octagon, a very witty rapper from the 90’s, was not afraid to deal with very abstract theoretical questions in his lyrics: “psychology is not applied biology nor is biology applied chemistry”, he sings in “Biology 101”. When facing the problem of understanding an agent’s behaviour, no single approach seems to be sufficient, even for agents much simpler than communicative, social or linguistic ones. Let’s start below the agency level: most petrol pumps have a sensor at their tip that shuts off the flow when they come in contact with the rising level of petrol in the car’s tank. The mechanism that makes this possible is a very simple one. However, a description of the mechanism that isn’t accompanied by a (however brief) reference to the purpose of the design is unlikely to be illuminating at all: to say how something is done without mentioning what it is that is being done, why it is done (to avoid overflowing the tank, in the example) is not explanatory in any interesting sense of the term. 
When there is no designer in view things turn out to be a bit harder. There was no engineer toying with frogs’ nervous systems in order to facilitate the satisfaction of their feeding needs. There were, however, ancestors of any successful frog that managed to put enough food in their bodies to get to the point of producing new frogs that, luckily, would retain their ability. One can study the frog’s brain-tongue cycle without paying much attention to evolutionary considerations but such an approach would be insufficient for someone wondering how they came to do it in the first place. Why they do it, how they started doing it and how they do it now are all very legitimate questions and the answers to each of them can shed light on the answers to the others. However, answering one question doesn’t amount to having answered the other two. 
Back to Dr. Octagon: the explanatory pluralism championed in his verses deserves some qualification. If biology’s business was purely to describe the mechanisms (chemical mechanisms, for instance) behind the behaviour of living creatures, then certainly psychology would be, at least partially, an autonomous enterprise. But biology works at different levels of abstraction: it concerns itself with mechanisms, but also with ontogeny and phylogeny and with functional understandings of agents’ behaviour (cf. Tinbergen 1963). Ecology is as much part of biology as chemistry or mathematical modeling. And, when facing agents that share communicative skills with other members of their community, it is hard to see how to leave psychology out of the biological picture: attention to the environment should include here some consideration of the intentional relations between the agent and its peers.  
This already leads us to the heart of our topic: how complex a cognitive apparatus should we postulate to explain the emergence of communicative behaviour? We will argue that there is an upper limit to that complexity as well as a lower one. The lower one we have mentioned already: a mere description of mechanisms won’t suffice to make it salient that an agent behaves in certain ways in an environment and that it does so because its ancestors were successful in similar environment displaying similar behaviours. The agent will stay in the picture even once that we have a full explanation of the mechanisms that enable its success (see Pinedo & Noble 2008). 
However, while the argument against the elimination of agent-level concepts and explanations in biological work is mainly conceptual, the argument against postulating an excessive cognitive complexity to account for behaviour (and, in particular, for communicative and linguistic behaviour) can be usefully presented by means of a combination of conceptual considerations and empirical research. Parallel to the idea that, inasmuch as something is identified as a piece of behaviour, we need to take on board the relevance of features of the environment for the agent whose behaviour is being explained, we embrace the idea that one needs to consider the complexity of the enabling mechanisms involved in order to decide on the conceptual complexity of the description warranted by the manifested behaviour. Evolved situated behaviour constrains description positively (there must be some agent-level concepts in operation), but the negative constraint is that ascription of intentionality should not go beyond what plausible stories about heredity entitle. 

And yet the determination of how complex the description of the behaviour should be is not something that can be done automatically, and we believe that individual-based simulation models are the best way to construct hypotheses about the evolution and appropriate description of the behaviour at issue (and this may be even more pressing when considering whether the behaviour under scrutiny has a communicative, intentional or linguistic nature). The rest of the paper is dedicated to offering some examples from the study of natural and artificial agents that may help to give some flesh to the theoretical commitments summarized so far.
Picture the scene: in a remote valley in the rain forests of eastern Nigeria, a group of putty-nosed monkeys (Cercopithecus nictitans) are feeding on fruits and seeds in the forest canopy. The group includes a single dominant male, eight females, and several juveniles. The male stops feeding and looks around, checking on the positions of the other monkeys, and scanning the area for danger. He sees a leopard in the fork of a tree, and calls loudly to warn the rest of the group: “Pyow! Pyow! Hack! Hack! Hack!” The monkeys respond immediately, looking around in alarm, grabbing and carrying juveniles, and scrambling away through the treetops. They travel about a hundred and fifty metres before deciding that this is a safe distance from the leopard. Gradually they return to feeding behaviour. What is really happening in this story? At first glance it seems that one monkey has become aware of a dangerous predator, and has decided to protect the rest of the group by warning them about it. The sequence of calls seems to carry meaning, as it certainly produces an appropriate reaction. It’s tempting to gloss the call sequence as meaning “Look out, there’s a leopard”, and to see the other monkeys in the group as having understood this message. It looks like a paradigmatic case of successful animal communication, but moreover — and perhaps this is partly because the animals involved are our primate cousins, and the channel for communication is vocal — it looks a lot like proto-language (Bickerton 1990) in action. If this is genuinely proto-linguistic communication, it would follow that language-evolution theorists should be paying a lot of attention to these monkeys and other species with similar behaviours.
We concur with Dobzhansky (1964) that “nothing in biology makes sense except in the light of evolution.” Good theories about animal communication systems (including human language) need to make evolutionary sense, and, similarly, if a theory proposes a phylogenetic stage that is evolutionarily implausible, it should be dropped. It is not always easy to tell from the verbal statement of a theory, however, whether it is consistent with the theory of evolution. 
The situation with putty-nosed monkey alarm calls is typical of a wider problem in studies of animal behaviour and cognition: we have a growing body of observational and experimental data, and a range of competing theoretical accounts attempting to make sense of it all. But the theories are under-determined by the available data — consider the difficulty of deciding whether the pyow-hack sequence is descriptive (“there’s a leopard here”) or imperative (“run!”) based only on the kinds of experiments conducted by Arnold & Zuberbühler (2006). In line with arguments put forward, for example, by Todd (1996) and Di Paolo et al. (2000), we believe that the best way forward is to construct individual-based simulation models of the behaviour in question. By exploring the results of such models and comparing simulation outputs with real data, we hope to be able to show, for example, that theory A is a more plausible explanation of the data than theory B, that theory C is more complex than it needs to be, that theory D contains a logical flaw, that theory E could be tested with a novel experimental design, etc.
Why do we need computer models to help us show whether a theory about language or communication is evolutionarily plausible? Darwin (1859) gave us the theory of evolution nearly 150 years ago; it can be adequately summarized as the effects of the combined processes of variation, selection and heredity. The problem is that although Darwin’s idea is easily communicated, and some intuitions about animal behaviour can be drawn directly from it, its full implications are not so easily seen. The evolution of communication or indeed of any social behaviour will be a complicated story involving the gradual elaboration of two or more complementary behavioural roles, e.g., signaller and receiver. Unaided human intuition has a poor track record in teasing out the various factors involved in this kind of historical process and accounting for an evolutionary trajectory from some hypothesized original state to a currently observable behaviour. Mathematical and, later, computational models have proven tremendously useful in showing why one trajectory and not another is likely to be taken by an evolving population. It is worth noting that even Chomsky (2005) has now come around to the idea that language is a biological adaptation and can usefully be looked at in terms of computational efficiency as we are proposing to do.

The early ethologists (Selous 1901, Huxley 1923, Tinbergen 1952) pointed out that the evolutionary history of an animal communication system must begin with behaviours that don’t yet have a signalling function. This idea was sound and has been supported by later theoretical and modelling efforts (notably Quinn 2001). Given that evolution is a non-directed process, it makes sense that a behaviour that later evolves into a signal cannot be functioning as a signal when it first appears, nor can it be selected for its future value to the animal. Noble et al. (2001) is an example of the approach we advocate and, in particular, of the idea that there is a higher constraint on the complexity of the description of the behaviour under study. This model deals with social learning in rats: the animals implicitly communicate about which food types are safe to eat by smelling each other’s breath. Some cognitive faculties, such as an ability to remember a range of foods, are built into the model. Others are left open to an evolutionary process: whether the rats take the risk of trying totally novel food types, whether they smell the breath of other rats, and whether they’re capable of discriminating between sick and healthy rats when doing so. These genetic options spell out increasingly complex behavioural strategies: some rats may simply try out new food for themselves and eschew social learning, others may eat novel food at a low rate and exhibit a “dumb” social learning strategy that is not sensitive to the condition of other rats, and finally some may have a sophisticated social learning strategy and avoid novel food almost entirely. Through the use of very small energetic costs for each cognitive ability Noble et al. ensured that more complex strategies would not evolve through genetic drift when the fitness of a simple and a complex strategy was equal: there can be evolutionary pressures to communicate (and increasingly we have a good understanding of  those pressures) without any evolutionary pressure to have complex cognition.
We would like to finish this paper with a cautionary note regarding how relevant the study of the origin of communication can be for questions regarding the nature of communication and language. While we have shamelessly embraced the idea that evolutionary considerations loom large in every aspect of biological research, including phenomena that are properly understood as communicative or linguistic, we don’t need to commit to the idea that the nature of linguistic behaviour can be fully accounted for in terms that don’t make use of intentional, cultural, social or normative concepts. The resistance to legitimizing research on the origin of language is surely a remnant of pre-Darwinian conservatism. However, one could accept the centrality of evolution while arguing that a thorough understanding of the origin of language is only a piece in the huge mosaic of making sense of human language. We find this to be an open and exciting question that, nonetheless, is beyond the scope of this work.
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