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Abstract

We present a counterexample contradicting the equivalence of statements (i)− (ii) and (iii)− (v) of Theorem 1 of [2].
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1 Introduction

In [2] necessary and sufficient stability conditions for
a two-variable polynomial were stated; we now briefly
review them introducing first some notation. Consider
the two-variable polynomial

a(z1, z2) =
n1∑
i=0

n2∑
j=0

ai,jz
i
1z
j
2, (1)

where aij ∈ R, i = 0, . . . , n1, j = 0, . . . , n2. The polyno-
mial (1) is called stable if it has no roots in the closed
bidisk, i.e. if

a(z1, z2) 6= 0 for all z1 ∈ D, z2 ∈ D, (2)

where D := {z ∈ C | |z| ≤ 1}. In order to state the main
result of [2] on the stability of (1), we need to introduce
some more notation. Define from (1) the n2+1 univariate
polynomials aj(z1) :=

∑n1
i=0 aijz

i
1, and note that (1) can

then be rewritten as a(z1, z2) =
∑n2
j=0 aj(z1)zj2. Now let

z1 ∈ δD, where δD := {z ∈ C | |z| = 1} is the unit circle,
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and introduce the matrices

∆1(z1) :=


a0(z1) 0 . . . 0

a1(z1) a0(z1) . . . 0
...

...
. . .

...

an2−1(z1) an2−2(z1) . . . a0(z1)



∆2(z1) :=


an2(z1) 0 . . . 0

an2−1(z1) an2(z1) . . . 0
...

...
. . .

...

a1(z1) a2(z1) . . . an2(z1)


∆(z1) :=

[
∆1(z−1

1 ) ∆2(z1)

∆2(z−1
1 )> ∆1(z1)>

]

and the matrix

K(z1) := ∆1(z1)>∆1(z−1
1 )−∆2(z−1

1 )>∆2(z1) (3)

where > denotes transposition. Moreover, for i =
0, . . . , n1 consider the matrix

Pi :=

[
P

(i)
11 P

(i)
12

P
(i)
21 P

(i)
22

]
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where

P
(i)
11 :=


an1−i,0 0 . . . 0

an1−i,1 an1−i,0 . . . 0
...

...
. . .

...

an1−i,n2−1 an1−i,n2−2 . . . an1−i,0



P
(i)
12 :=


ai,n2 0 . . . 0

ai,n2−1 ai,n2 . . . 0
...

...
. . .

...

ai,1 ai,2 . . . ai,n2



P
(i)
21 :=


an1−i,n2 an1−i,n2−1 . . . an1−i,1

0 an1−i,n2 . . . an1−i,2
...

...
. . .

...

0 0 . . . an1−i,n2



P
(i)
22 :=


ai,0 ai,1 . . . ai,n2−1

0 ai,0 . . . ai,n2−2

...
...

. . .
...

0 0 . . . ai,0


and define the matrices P and Q as

P :=


0 I . . . 0
...

...
. . .

...

0 0 . . . I

−P0 −P1 . . . −Pn1−1



Q :=


I

. . .

I

Pn1


Moreover, for a matrix pair A, B define the set of its
generalized eigenvalues as σ(A,B) := {λ ∈ C | det(A−
λB) = 0}.

Theorem 1 of [2] states the following equivalence.

Theorem 1 The polynomial (1) is stable if and only
if a0(z1) is stable, and one of the following equivalent
conditions holds:

(i) ‖zn1
1 ∆2( 1

z1
)∆1(z1)−1‖∞ < 1;

(ii) K(z1) > 0 for all z1 ∈ δD;
(iii) det (K(z1)) 6= 0 for all z1 ∈ δD, and det (K(1)) > 0;

(iv) det(∆(z1) 6= 0 for all z1 ∈ δD, and det(∆(1)) > 0;
(v) σ(P,Q) ∩ δD = ∅, and det(Q− P ) > 0.

Using a continuity argument it can be proved that if (ii)
holds, then (iii) also holds. In the following section we
show that (under the stability assumption on a0(z1)) the
converse implication does not hold. The error is caused
by the fact that the authors quote incorrectly a result in
[1] in support of statement (iii) of Theorem 1. Using the
notation introduced here, the result of [1], formula (3.40)
p. 196, states that (1) is stable if and only if K(1) >
0 and det(K(z1)) 6= 0 for all z1 ∈ δD. In statement
(iii) of Theorem 1 the condition K(1) > 0 has been
erroneously replaced by det(K(1)) > 0. Since statement
(iii) of Theorem 1 is incorrect, but it is equivalent with
statements (iv) and (v), it follows that also (iv) and (v)
are incorrect.

2 The counterexample

Consider the polynomial

a(z1, z2) := (z1 − 2)︸ ︷︷ ︸
=:a0(z1)

z0
2 + 0︸︷︷︸

=:a1(z1)

z1
2 +
√

3(z1 − 2)︸ ︷︷ ︸
=:a2(z1)

z2
2 (4)

Note that (4) can be rewritten as a(z1, z2) = (z1−2)(1+√
3 z2

2), and that consequently a(z1, z2) = 0 if and only if
z1 = 2 or z2 = ±i 1

4√3
. In particular, (4) has roots of the

form (µ,±i 1
4√3

), with µ ∈ D and consequently it is not
stable according to condition (2). The matrix (3) equals

K(z1) =

[
−2(z−1

1 − 2)(z1 − 2) 0

0 −2(z−1
1 − 2)(z1 − 2)

]
(5)

Note that a0(z1) = z1−2 is stable, since all its roots are
outside of the closed unit disk. Moreover, det (K(z1)) 6=
0 for z1 on the unit circle, since it is easy to verify that
det
(
K(eiθ)

)
= 4(5 − 4 cos(θ)). Finally, det (K(1)) =

4 > 0. Consequently, the polynomial (4) satisfies the
condition on the stability of a0(z1) and condition (iii) of
Theorem 1. However, (4) is unstable. Observe that the
matrixK(z1) in (5) is negative definite for z1 on the unit
circle, and that consequently condition (ii) of Theorem
1 is not satisfied. This clearly shows that conditions (ii)
and (iii) of Theorem 1 are not equivalent, although as
already mentioned in section 1, the implication (ii) =⇒
(iii) is correct.
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