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ABSTRACT
In this paper, we study a service procurement problem with uncer-
tainty as to whether service providers are capable of completing a
given task within a specified deadline. This type of setting is of-
ten encountered in large and dynamic multi-agent systems, such as
computational Grids or clouds. To effectively deal with this un-
certainty, the consumer may dynamically and redundantly procure
multiple services over time, in order to increase the probability of
success, while at the same time balancing this with the additional
procurement costs. However, in order to do this optimally, the con-
sumer requires information about the providers’ costs and their suc-
cess probabilities over time. This information is typically held pri-
vately by the providers and they may have incentives to misreport
this, so as to increase their own profits. To address this problem, we
introduce a novel mechanism that incentivises self-interested pro-
viders to reveal their true costs and capabilities, and we show that
this mechanism is ex-post incentive compatible, efficient and indi-
vidually rational. However, for these properties to hold, it generally
needs to compute the optimal solution, which can be intractable in
large settings. Therefore, we show how we can generate approx-
imate solutions while maintaining the economic properties of the
mechanism. This approximation admits a polynomial-time solu-
tion that can be computed in seconds even for hundreds of provi-
ders, and we demonstrate empirically that it performs as well as the
optimal in typical scenarios. In particularly challenging settings,
we show that it still achieves 97% or more of the optimal.

Categories and Subject Descriptors
I.2.11 [AI]: Distributed AI—multiagent systems

General Terms
Economics, Reliability
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1. INTRODUCTION
Increasingly, participants in large distributed systems are able to
discover and automatically procure the services of others. This al-
lows service consumers to complete complex computational tasks
on demand, but without the need to invest in and maintain expen-
sive hardware. Already, such a service-oriented approach is gaining
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popularity in a large range of application areas, including Grids,
peer-to-peer systems, and cloud and utility computing [2, 11, 4].
Despite its benefits, flexible service procurement poses new chal-
lenges that have not been addressed satisfactorily by current re-
search. In particular, as services are offered by external providers
that are beyond the consumer’s direct control, their execution time
can be highly uncertain, due to concurrent access by other con-
sumers, hardware or network problems and the provider’s schedul-
ing policies. This uncertainty becomes a critically important issue
if the task needs to be completed by a certain deadline.

As a result, a consumer needs to make appropriate decisions
about which services to procure, balancing the probability of suc-
cess with the overall cost. In particular, instead of only procuring
the service of a single provider for a particular task, the consumer
may benefit by redundantly procuring services from multiple pro-
viders (either simultaneously or sequentially). Furthermore, be-
cause service providers are inherently self-interested agents, they
may choose to mis-represent their capabilities if this promises to
increase their profits. For instance, a provider may exaggerate its
speed in order to entice potential customers to procure its service,
or it may inflate its costs to elicit higher payments. In these cases,
consumers may end up procuring unsuitable services from provi-
ders who are unable to complete the task in a timely or effective
manner. To address these challenges, in this paper we consider a
generic procurement scenario with service execution uncertainty,
in which multiple services can be obtained dynamically and redun-
dantly. Furthermore, we apply mechanism design to incentivise the
providers to truthfully reveal information about their costs, as well
as their quality of service.

A number of related papers apply mechanism design to service
procurement with execution uncertainty. In particular, Porter et
al. suggest a mechanism that incentivises providers to report a truth-
ful estimate of their success probability for a given task [9]. Ram-
churn et al. extend this by considering scenarios where providers
also report on their perceived reliability of other providers [10].
While these do not consider redundancy to increase the consumer’s
success probability, this extension is explicitly examined in [3].
However, all of these papers only consider the success probabil-
ity, and nottime-critical tasks. In contrast, we explicitly model the
time component by considering uncertain servicedurations. This
model is much richer, as it allows additional services to be pro-
cured dynamically over time. Uncertain durations are investigated
in [12], but that work assumes that the duration distributions are
known and proposes mechanisms for eliciting information about
the costs of providers only. Furthermore, these mechanisms are not
efficient, unlike those presented here. However, since calculating
the optimal outcome is often intractable, here we additionally con-



sider, for the first time, how to find approximate solutions while
maintaining the economic properties of the mechanism.

In more detail, this paper extends the state of the art in the fol-
lowing ways. First, we show that the well-known Vickrey-Clarke-
Groves (VCG) mechanism can be applied to our procurement set-
ting to elicit costs when the duration uncertainty of service provi-
ders is known, but that this mechanism breaks down if this is not
the case. We then introduce our novelExecution-Contingentmech-
anism, where the payments depend on the actual task completion
time, and show that this mechanism is incentive compatible in ex
post implementation w.r.t. reporting the costs as well as duration
uncertainty, and is individually rational. However, for these eco-
nomic properties to hold, the mechanism requires the solution to
be calculated optimally and breaks down in the case of heuristic
search algorithms. Now, since finding the optimal is a computa-
tionally hard problem that is intractable in large settings, we show
how we can approximate the solution while maintaining the prop-
erties of the mechanism. In particular, we provide a technique for
finding the solution in polynomial time, which typically takes only
seconds, even in environments with hundreds of service providers.
Although we also prove that this approximation can be arbitrarily
far from the optimal in theory, we evaluate it empirically and find
that it performs as well as the optimal in typical procurement sce-
narios. Furthermore, even in particularly challenging settings, the
approximation achieves 97% or more of the optimal.

Our paper is structured as follows. In Section 2, we introduce the
procurement problem and show how to find an optimal, dynamic
procurement plan using redundancy. In Section 3, we then consider
the mechanism design problem, as well as a polynomial-time solu-
tion for approximating the solution. In Section 4, we empirically
evaluate our approaches and, finally, Section 5 concludes.

2. PROBLEM DESCRIPTION
In this section, we first formalise the problem and introduce all
relevant terminology (Section 2.1). Then, we show how to find an
optimal procurement strategy with redundancy (Section 2.2).

2.1 Model
We consider a single service consumerA, who would like to com-
plete a taskT . The consumer derives a valueV ∈ R

+ if the task
is successfully completed within a given deadlineD ∈ R

+, and0
otherwise. Furthermore, we assume that there arem service provi-
ders, given by the setM = {1, . . . ,m}, which can complete the
task on the consumer’s behalf. The consumer can invoke a pro-
vider i ∈ M at any time in the interval[0, D]. In particular, the
consumer may have multiple services running concurrently for the
task and the valueV is obtained if at least one of the services com-
pletes within the required time. We assume that, once invoked, the
provider remains committed to the task until it is completed (pos-
sibly beyond the deadline). Thus, a service cannot be interrupted.

2.1.1 Procurement Strategy
Given the above setting, we are interested in finding a procurement
strategyρ, which specifies a plan that determines which providers
should be invoked and when. We denoteP to be the set of all valid
strategies, and compactly represent each strategy by a vectorρ =
〈(s1, t1), . . . , (sn, tn)〉 ∈ P with n ≤ m, where each element
represents the invocation timeti ∈ [0, D] of a providersi ∈ M .
Importantly, a providersi is only invoked at timeti (and incurs cost
csi ) if no provider has so far completed the task. Without loss of
generality, we assume thatti ≤ ti+1 (i.e., elements of the vector
are ordered by their invocation time), andsi 6= sj if i 6= j. We use
ρ = ∅ to denote the case where no provider is invoked.

2.1.2 Service Providers
As service completion times are generally uncertain, we letXi be a
random variable describing the execution time of provideri, where
we assume that Prob(Xi ≤ 0) = 0. This is the time from invoca-
tion to completion and includes any time needed for pre- and post-
processing, queueing and data transfers. The random variablesXi

for i ∈ M are distributed according to the cumulative distribution
functionsFi(t), whereFi(t) = Prob(Xi ≤ t) is the probability
that the task is successfully completed at mostt time units after in-
vocation. In the following, we also refer toFi as agenti’s duration
function. Given the duration functions, and a strategyρ, we can
calculate the probability that task T is completed by a certain time.
To do so, we letXρ = mini∈{1,...,n}(ti+Xsi) denote the random
variable describing theoverall completion timeof the task. Then,
the probability that the task T is completed by a certain timet is:

Prob(Xρ ≤ t) = Prob

(

n
⋃

i=1

Xsi ≤ t− ti

)

(1)

In our empirical analysis we will assume that the distribution func-
tions of different providers are independently distributed, in which
case note that:

Prob(Xρ ≤ t) = 1−
n
∏

i=1

(1− Fsi(t− ti)). (2)

However, we emphasise that the theoretical results are more gen-
eral, and also hold, for example, if the distributions are correlated.

On execution, provideri incurs a costci, and to compensate a
provider for this cost, each provideri ∈ M receives a payment,
which is given by transfer functionsτi. These transfers are de-
termined by aprocurement mechanism(discussed in detail in Sec-
tion 3) and could depend on the actual outcome (i.e., on the set of
providers actually invoked and whether or not the task succeeded),
as well as the procurement strategy. Finally, due to the inherent un-
certainty in the executions outcome, we assume that all participants
aim to maximise their expected utilityprior to executing strategy
ρ, which is given by:

E[ui(ρ)] = E[τi|ρ]− ci · (1− Prob(Xρ ≤ tρ(i))), (3)

whereE[τi|ρ] is theexpected transferto provideri andtρ(i) is its
invocation time (tρ(i) = ∞ if i is not inρ).

2.1.3 Consumer’s Utility and Social Welfare
We define the consumer’s utility as the difference between the value
it derives from the task and all transfers it pays out, resulting in an
expected utilityof:

E[uA(ρ)] = V · Prob(Xρ ≤ D)−
∑

i∈M

E[τi|ρ] (4)

As is common in the mechanism design literature, we are inter-
ested in choosing a strategy which maximises thesocial welfare,
which is the sum of all utilities that agents derive in the system.
However, since the actual completion time is unknown until execu-
tion, we need to consider theexpectedsocial welfare when select-
ing a strategyρ, which is given by:

E[w(ρ)] = E[uA(ρ)] +
∑

i∈M

E[ui(ρ)]

= V · Prob(Xρ ≤ D)−
n
∑

i=1

csi · (1− Prob(Xρ ≤ ti))

(5)

Note that the transfers do not appear in this equation since these
simply redistribute the wealth between the agents.



2.2 Optimal Service Procurement
As noted above, we are interested in mechanisms that choose the
optimal procurement strategyρ∗, which maximises the expected
social welfare, i.e.,ρ∗ = argmaxρ∈P E[w(ρ)]. To solve this, we
assume,for now, that we have full information about the providers’
costs and duration functions, as these are required for calculating
the expected social welfare, as shown in Equation 5. In Section 3,
we will then consider settings with private information.

Now, as described in Section 1, a key feature of the optimal strat-
egy is that it often includes multiple providers that are invokedre-
dundantlyat different times to complete the task. This redundancy
allows the consumer to mitigate the uncertain behaviour of single
providers and thereby derive a high probability of success. Un-
fortunately, including redundancy leads to a difficult optimisation
problem, because it involves selecting a suitable subset of provi-
ders as well as establishing the optimal invocation times for each
of these. Although solving this problem is not our main focus here,
we briefly outline how this has been addressed in [12], as we will
use that algorithm in our evaluation (Section 4).

In particular, the problem can be simplified by first identifying
the optimal invocation times of agivensequence of service provi-
ders. Here, it is possible to derive a simple analytical solution when
making certain assumptions about the duration functions of provi-
ders. More specifically, if it is assumed that service durations are
exponentially distributed1, then the optimal invocation times can
be quickly computed using backwards induction (noting that it is
always optimal to invoke the first provider at timet = 0).

As this computation can be done efficiently, it is then feasible to
use a branch-and-bound algorithm to find the optimal sequence of
providers. This algorithm starts by searching all possible sequences
of providers (which grows faster than exponentially withm), but
then quickly discards large parts of the search space that are known
to be sub-optimal. Doing this significantly reduces the search ef-
fort, compared to an exhaustive search, and it can solve medium-
sized problem with around 12 providers in less than a second and
20 providers in minutes. However, whenm becomes larger than
around 25 providers, then it quickly becomes infeasible to use the
branch-and-bound approach, because its performance can still be
exponential or worse. For such settings, a greedy heuristic has been
proposed that is not optimal in general, but that has been shown to
achieve 99.88% of the optimal in experiments [12].

In the rest of this paper, we will make no further assumptions
about howρ∗ is found, except that we have some algorithm to com-
pute it, given the performance characteristics of the providers. As
this information is likely to be private in realistic settings, we now
describe how providers can be incentivised to reveal this.

3. MECHANISM DESIGN
So far we have asserted that the consumer has all the information
available about the providers’ costs and duration functions in order
to compute the optimal procurement strategy. Here, however, we
consider the situation where this information needs to be elicited,
and we would like to design transfers such that each provider max-
imises its expected utility by truthfully reporting this information.
That is, we would like the mechanism to beincentive compatible.
In addition, since participation is voluntary, the mechanism should
award the providers with a positive utility, at least in expectation.
That is, the mechanism should beindividually rational. To this
end, we start by considering the case where we know the duration

1This is a common assumption in such settings. More specifically,
it means that the providers’ duration functions are given byFi(t) =
1− e−λit, whereλi is a rate parameter.

distributions but not the costs2, and then proceed to a setting where
we need to elicit both duration distributions and costs. Then, in
section 3.4 we show how to use approximate solutions such that
computing the payments becomes computationally tractable, while
at the same time retaining the desired economic properties.

3.1 Preliminaries
In the following, we denote the reported costs and duration func-
tions revealed to the mechanism byĉi andF̂i. We letĉ = 〈ĉ1, . . . ,

ĉm〉 be the reported costs of all service providers, and defineF̂ =

〈F̂1, . . . , F̂m〉 analogously. As is standard, we use the notation
ĉ−i = 〈ĉ1, . . . , ĉi−1, ĉi+1, . . . , ĉm〉 to denote all cost reports ex-
cept from provideri (andF̂−i is, again, defined in a similar man-
ner). Thus, we sometimes writêc = 〈ĉi, ĉ−i〉 andF̂ = 〈F̂i, F̂−i〉.

Given the information announced by the service providers, it is
possible to evaluate different procurement strategies. For example,
we letE[w(ρ)|ĉ, F̂ ] denote the expected social welfare of procure-
ment strategyρ given the reports of the providers, andE[w(ρ)|c, F ]
is the true expected social welfare. The optimal procurement strat-
egy, givenĉ and F̂ , is ρ∗(ĉ, F̂ ) = argmaxρ∈P E[w(ρ)|ĉ, F̂ ]. If
the expected welfare and optimal procurement strategy are com-
puted based on the same information, we will typically abbreviate
this asE[w(ρ∗(ĉ, F̂ ))] = E[w(ρ∗(ĉ, F̂ ))|ĉ, F̂ ]. Finally, we will
useρ∗(ĉ−i, F̂−i) = argmaxρ∈P−i

E[w(ρ)|ĉ−i, F̂−i] to refer to
the optimal procurement strategy if provideri had never existed
(whereP−i is the set of all strategies that do not containi).

3.2 Unknown Costs, Known Distributions
We first show that, when the duration probability functions,Fi,
are publicly known, we can apply the well-known Vickrey-Clarke-
Groves (VCG) mechanism [7] to our procurement setting. This
mechanism proceeds as follows. Using the reported costs and the
known duration functions, the consumer finds the optimal procure-
ment strategy,ρ∗(ĉ, F ). Then, before executingρ∗(ĉ, F ), the con-
sumer computes and pays each service provideri ∈ M a transfer:3

τi = E[w−i(ρ
∗(ĉ, F ))]− E[w(ρ∗(ĉ−i, F−i))]. (6)

The second term of the transfer is the expected social welfare of the
optimal procurement strategy if provideri did not exist. The first
is the expected social welfare obtained by the optimal procurement
strategyρ∗(ĉ, F ), excluding the reported cost of provideri:

E[w−i(ρ
∗(ĉ, F ))] = V · Prob(Xρ∗(ĉ,F ) ≤ D)−

n
∑

j=1,j 6=i

ĉsj · (1− Prob(Xρ∗(ĉ,F ) ≤ tj)) (7)

We emphasise that, when computingE[w−i(ρ
∗(ĉ, F ))], only pro-

videri’s cost is ignored, but the provider is not removed completely
from the social welfare. In particular, provideri’s existence in
the procurement strategy may affect the probability of success and
therefore the consumer’s utility, as well as that of other providers,
since it may influence whether or not they are invoked.

By defining the transfers for each service provideri as was done
in Equation 6, it is straightforward to show that service provideri
maximises its expected utility by truthfully reportinĝci = ci. To
this end, letE[ui(ρ

∗(〈ĉi, ĉ−i〉, F ))|ci] be service provideri’s ex-
pected utility when all other service providers reportĉ−i, provider

2The duration functions may be obtained from past or shared ex-
periences, for example from using a trust or reputation system, or
simply given by the provider.
3Note that, in this case, this is also theexpected transfer, since the
payment does not depend on the actual outcome.



i reportsĉi and its actual cost isci. Then:

E[ui(ρ
∗(〈ĉi, ĉ−i〉, F ))|ci] =

τi − ci · (1− Prob(Xρ∗(〈ĉi,ĉ−i〉,F ) ≤ ti))

= E[w−i(ρ
∗(〈ĉi, ĉ−i〉, F ))|ĉ−i, F ]− E[w(ρ∗(ĉ−i, F−i))]

− ci · (1− Prob(Xρ∗(〈ĉi,ĉ−i〉,F ) ≤ ti))

= E[w(ρ∗(〈ĉi, ĉ−i〉, F ))|〈ci, ĉ−i〉, F ]− E[w(ρ∗(ĉ−i, F−i))] (8)

Sinceρ∗(ĉ, F ) is, by definition, the procurement strategy which
maximisesE[w] given reportŝc, provideri can optimise the first
term from its perspective by reportinĝci = ci. As for the second
term in Equation 8, provideri has no influence on this term, no
matter what the revealed cost, since this is based on a procurement
strategy where provideri is excluded. Therefore, the service pro-
vider is best off revealing its true cost if it wishes to maximise its
expected utility, irrespective of the reports of other agents. That is,
the mechanism is incentive compatible indominant strategies(i.e.,
strategy-proof). In addition, note that the expected utility is always
positive, and therefore, the mechanism is also individually rational.

While this mechanism displays the desired properties, it has two
weaknesses. First, the mechanism is individually rational inexpec-
tation only, and notpost-executionindividually rational. That is,
for particular instances, upon executing the procurement strategy,
the incurred costs may be greater than the transfers, resulting in a
negative utility for the provider. Furthermore, upon learning this, a
provider maydecommit(i.e., refuse to attempt to execute the task
or delay the task indefinitely) and instead forgo the transfers. This
is because the transfers are calculated in expectation, and are not
based on what occurs in practice.

The second weakness which arises is the computational burden
it places on the consumer. The consumer must compute the optimal
procurement strategy when considering all providers as candidates,
and then the optimal procurement strategy as each provider is re-
moved from consideration. This problem is further exacerbated by
the fact that the consumer has limited computational power to start
with; that is why it is procuring services from the providers. While
an approximate algorithm using a greedy heuristic was proposed
for handling settings with large number of providers (as described
in Section 2.2), it has been well established that many mechanisms,
including VCG mechanisms like ours, may not be incentive com-
patible if the outcome selected is sub-optimal and does not max-
imise social welfare [8].4 Therefore, heuristics and approximation
algorithms must be carefully designed in order to ensure that the
mechanism maintains the desired strategic properties.

To this end, in the next section, we investigate alternative solu-
tions which address both the computational overhead and the incen-
tive to decommit, while maintaining incentive compatibility. We
also now consider settings where both the costs and durations of
services are private information.

3.3 Unknown Costs, Unknown Distributions
In this section, we relax the assumption that the duration distri-
butions are known, and consider mechanisms which need to elicit
both the distributions as well as the costs. To this end, we first show
that the VCG mechanism no longer exhibits our desired properties
and, in particular, providers have an incentive to misreport their du-
ration functions. We then introduce a modified mechanism, which
we refer to as theExecution-Contingent VCGmechanism, where
the transfers are contingent on the actual execution of the procure-
ment strategy and on whether or not the task succeeded. We show

4Intuitively, this is because an agent can misreport its information
in order to try and manipulate the approximation in its favour.

that this mechanism is incentive compatible and individually ratio-
nal, and also that providers no longer have an incentive to decommit
(addressing the first problem identified in section 3.2).

3.3.1 Failure of the VCG Mechanism
Consider the VCG mechanism, introduced in Section 3.2, with the
modification that each provider,i, is asked to report both its cost,ĉi,
and its duration probability,̂Fi. The transfers for this mechanism
are calculated as follows:

τi = E[w−i(ρ
∗(ĉ, F̂ ))|ĉ−i, F̂ ]− E[w(ρ∗(ĉ−i, F̂−i))] (9)

As before, provideri has no influence on the second term of
the transfer function, since this is the expected social welfare that
would have been achieved if provideri had not participated in the
mechanism in the first place. However, we now show, by example,
that a provider can improve its transfer by misreportingFi in such
a way that the first term of the transfer is increased, thus resulting
in higher expected utility for the provider.

EXAMPLE 1. For the sake of simplicity, suppose that provider
i only misreports its duration distribution and that all other provi-
ders report truthfully. Also suppose thatρ∗(c, F ) = 〈(i, 0)〉. That
is, given the trueFi, the optimal procurement strategy is to only
invoke provideri and to do so without delay. Now, suppose there
exists an alternative distribution,F ′

i , such thatρ∗(c, (F ′
i , F−i))

= ρ∗(c, F ) = 〈(i, 0)〉 (i.e., the strategy remains unchanged) and
F ′
i (D) > Fi(D) (i.e., the probability of success by the dead-

line is higher). Clearly, since an increasing probability of suc-
cess increases the consumer’s utility,E[w(ρ∗(c, (F ′

i , F−i))] >
E[w(ρ∗(c, F ))]. It also holds thatE[w−i(ρ

∗(c, (F ′
i , F−i)))] >

E[w−i(ρ
∗(c, F ))], and so the transferτi is increased when report-

ing F ′
i instead ofFi. Due to the fact that reportingF ′

i has no
impact on the probability of being invoked (i.e., the allocation re-
mains unchanged), provideri is better off doing so.

In the above example, the providers have an incentive to misre-
port their distributions as this will increase theperceivedexpected
utility of other agents in the system, and thereby increase the per-
ceived expected social welfare. This, in turn, leads to an increase
in the transfers. In this particular case, the provider was able to in-
crease the perceived expected utility of the consumer by increasing
the probability of success. However, it is equally possible to con-
struct examples that increase the expected utility of other providers.

Technically, the VCG mechanism fails here because the expected
utility of an agent (either the consumer or one of the providers) de-
pends not only on the procurement strategy, but also on the private
information of other agents in the system (in this case, the infor-
mation about the duration functions). Such settings are known as
settings withinterdependent types[6], and it has been shown that,
in general, in situations where agents have interdependent types, it
is impossible to design a mechanism which ensures that the chosen
outcome maximises social welfare and is incentive compatible in
dominant strategies (see, for example, [5]). Therefore, we need to
make a concession on one of these properties and so, to this end, we
introduce a mechanism that still maximises social welfare, but uses
a slightly weaker solution concept, the ex-post equilibrium. We
make this particular choice, because we believe it is still a very nat-
ural solution concept, and, in fact, it is often regarded as a practical
solution concept [1].

3.3.2 Execution-Contingent VCG
In this section, we introduce a modification of the VCG mecha-
nism, where the transfers made to the service providers arecontin-
genton the outcome of the execution of the procurement strategy.



We show that this modification results in a mechanism which is
able to elicit both the costs and the duration distributions from the
service providers.

As before, each service provider,i, is asked to report its cost,ĉi,
and its duration distribution,̂Fi. The consumer then finds the op-
timal procurement strategy,ρ∗(ĉ, F̂ ), andupon completion of exe-
cutionand once the outcome is known (i.e., whether or not the task
was completed successfully before the deadline and which provi-
ders were invoked), the transfers of the providers are determined.
Let Iρ denote theset of invoked providers. Then:

τi =







V −
∑

j∈I
ρ∗(ĉ,F̂ )

\{i} cj − E[w(ρ∗(ĉ−i, F̂−i))] if succeeded

−
∑

j∈I
ρ∗(ĉ,F̂ )

\{i} cj − E[w(ρ∗(ĉ−i, F̂−i))] otherwise

Note that, when the task fails, transfers are actually negative (mean-
ing that the providers have to pay a penalty). However, to ensure
individual rationality, payments need to be positivein expectation.
To this end, we calculate theexpected transfers(i.e., before execu-
tion of the procurement strategy) as in Equation 7 by taking into
account the probability of success and the probability of a provider
being invoked (and thus incurring the cost), which gives:

E[τi] = E[w−i(ρ
∗(ĉ, F̂ ))|ĉ−i, F ]− E[w(ρ∗(ĉ−i, F̂−i))] (10)

To see how Equation 10 differs from the previous mechanism,
note the subtle but important difference between the first term of
this equation and the same term of the transfers for the regular
VCG (given by Equation 9). Whereas the expected transfers in
Equation 9 are calculated based onreporteddistribution functions,
these are now based on what actually happens, which corresponds
to the true distribution functions (hence the conditioning on the true
distributionF ). At the same time, however, the optimal procure-
ment strategy is determinedbeforeexecution, and therefore this is
still calculated based on the reported distribution functions (in con-
trast to the case where we assume complete information about the
distribution functions — see Equation 6). Hence, the Execution-
Contingent VCG mechanism is not incentive compatible indomi-
nant strategies(we omit a formal demonstration due to space re-
strictions). We will, instead, try to achieve the following, weaker
notion of incentive compatibility:

DEFINITION 1 (EX POST INCENTIVE COMPATIBILITY ).
A mechanism isex post incentive compatible, if, for each provider
i with ci andFi, and for all possible cost functions and duration
distributions of other providers,c−i andF−i, and for all ĉi 6= ci
andF̂i 6= Fi,

E[ui(ρ
∗(〈ci, c−i〉, 〈Fi, F−i〉))] ≥ E[ui(ρ

∗(〈ĉi, c−i〉, 〈F̂i, F−i〉))].

In words, a mechanism is ex post incentive compatible, if, when
all service providers buti report their cost and duration distribu-
tions truthfully, then no matter what this revealed information is,
provideri maximises its expected utility by truthfully reporting its
own cost and duration distributions. This is a weaker notion of
incentive compatibility than incentive compatibility in dominant
strategies, since truthtelling by provideri relies on all other pro-
viders also reporting their information truthfully. However, it is
stronger than Bayesian incentive compatibility, because it does not
depend on prior knowledge of the other providers’ private infor-
mation and because truthtelling is a Nash equilibrium, even when
types are revealed after the allocation. Hence, it is often regarded as
a realistic solution concept in the mechanism design literature (see,
for example, [1] for a detailed discussion). We now show that:

THEOREM 1. The Execution-Contingent VCG mechanism is:
(1) ex post incentive compatible, and (2) individually rational.

PROOF. Assume that all service providers buti truthfully report
their costs and duration distributions. That is, they reportc−i and
F−i. Then, if provideri reportsĉi andF̂i, its expected utility is:

E[ui(ρ
∗(〈ĉi, c−i〉, 〈F̂i, F−i〉))] =

E[w−i(ρ
∗(〈ĉi, c−i〉, 〈F̂i, F−i〉))|c−i, F ]− E[w(ρ∗(c−i, F−i))]

− ci ·
(

1− Prob
(

X
ρ∗(〈ĉi,c−i〉,〈F̂i,F−i〉)

≤ ti

))

= E[w(ρ∗(〈ĉi, c−i〉, 〈F̂i, F−i〉))|c, F ]− E[w(ρ∗(c−i, F−i))]

First, we note that the second term on the RHS is independent
of provideri’s reported cost and duration distribution. Thus, there
is nothing that provideri can do to change this value, given the re-
ports of the other providers. Secondly, the first term of the RHS
is computedafter the execution of procurement strategyρ∗. While
the selection ofρ∗ depends on the reported cost and duration prob-
abilities, the actual outcome upon execution depends on the true
distribution durations. As a result, note that:

E[w(ρ∗(〈ci, c−i〉, 〈Fi, F−i〉)|c, F ] ≥

E[w(ρ∗(〈ĉi, c−i〉, 〈F̂i, F−i〉))|c, F ]

by definition ofρ∗. Thus, if all other providers truthfully report
their costs and duration distributions, provideri is also best off re-
vealing its information truthfully, since this will result in the mech-
anism selecting the procurement strategy which optimises the so-
cial welfare in expectation. This, in turn, leads to the expected
utility maximisation of provideri.

The Execution-Contingent VCG mechanism is also individually
rational, sinceE[w(ρ∗(c, F ))] ≥ E[w(ρ∗(c−i, F−i))], implying
thatE[ui(ρ

∗(c, F ))] ≥ 0.

In Section 3.2, we identified two main drawbacks of the VCG
mechanism: the computational requirements to calculate the opti-
mal strategy, and the fact that service providers may have an in-
centive to decommit or delay execution. Interestingly, the latter is
no longer a problem when using the Execution-Contingent VCG,
despite the possibility that the post-execution utility of the provider
may become negative. This is because the utility is calculated based
on what actually happened, and any increase in the post-execution
social welfare results in the same increase in transfers. Therefore,
there is no need to impose additional penalties or a deposit to en-
force the schedule. Instead, providers are always incentivised to
execute the task and to start at the scheduled time. The first issue
relating to the computational overhead of the standard VCG still
arises with the Execution-Contingent VCG, as it also needs to com-
pute the optimal procurement strategy. To address this problem, in
the next part, we investigate how we can approximate the optimal
solution, while maintaining the properties of the mechanism.

3.4 Approximate Mechanism Design
As mentioned in Section 2.2, computing the optimal procurement
strategy becomes intractable as the number of available providers
increases, and this is of particular importance in our domain, as the
consumer has limited computational resources. However, as dis-
cussed in Section 3.2, replacing the optimal procurement strategy
with a sub-optimal one obtained through use of a heuristic or ap-
proximation algorithm, can destroy the incentive properties of the
underlying mechanism.

Given this, there are several ways to address the computational
problem. In [12], for example, alternative, simpler mechanisms
were introduced for a similar setting which required less computa-
tion on the part of the consumer. However, these mechanisms relied
on complete information about the distribution functions, and can-
not easily be extended to a setting where this information needs



to be elicited. Furthermore, these mechanisms resulted in a low
efficiency (when no further knowledge about the providers was as-
sumed, the efficiency ranged between 84 and 86 percent of the op-
timal). For these reasons, we now propose an alternative approach
for reducing the computational burden on the consumer.

To this end, we note that Nisan and Ronen showed that it is
sometimes possible to have mechanisms which knowingly use sub-
optimal outcomes [8]. They proposed that instead of changing the
algorithm for finding the optimal outcome (in our case, the optimal
procurement strategy), one could restrict theset of possible out-
comes, and then run the optimal algorithm on this restricted set.5 In
the following, we apply this approach to our procurement problem,
and show that the Execution-Contingent VCG mechanism is incen-
tive compatible for appropriately restricted outcome spaces. Fur-
thermore, we show that this approximation admits apolynomial-
timesolution to calculate the optimal (within the space of allowable
outcomes) procurement strategy.

3.4.1 EC-VCG Approximation
Let η denote the maximum number of service providers that can be
selected as part of a procurement strategy, and letPη = {ρ ∈ P :
|ρ| ≤ η) represent thereduced setof strategies. Whenη = 1, the
reduced set of strategies contains only procurement strategies with
no redundancy, while ifη = m, thenPη is the full procurement
strategy space. We propose applying the Execution-Contingent
VCG mechanism, but selecting only procurement strategies from
the setPη. We can show that this restricted version of the Execution-
Contingent VCG mechanism is incentive compatible and individ-
ually rational under the assumption thatη is chosen without using
information about the providers (i.e., before the mechanism starts).

THEOREM 2. For any1 ≤ η ≤ m, if the allocation is given by
argmaxρ∈Pη

E[w(ρ|ĉ, F̂ )], the Execution-Contingent VCG mech-
anism with the reduced set of procurement strategies,Pη, is incen-
tive compatible and individually rational.

PROOF. Sinceη is independent of any of reports, no provider
can increase the social welfare, and hence its transfers, by misre-
porting. Therefore, the proof follows directly from Theorem 1.

In the following section, we consider the computational proper-
ties of finding an optimal strategy in the restricted solution space.

3.4.2 Polynomial-Time Solution
We now show that, once the parameterη is set, then finding the op-
timal procurement strategy inPη becomes polynomial in the num-
ber of possible service providers,m. We illustrate this by consider-
ing two different scenarios. First, we consider the situation where
the optimal invocation times for providers can be found analyti-
cally, given a set of providers and their ordering in the procurement
strategy (such settings were discussed in Sections 2.2). The prob-
lem of finding the optimal procurement strategy then reduces to the
problem of finding the optimal ordering of the providers, among
all sets ofη providers. This is equivalent to searching through
all possible ordered subsets of setM of size η, which has size
m!/(m−η)!. Once the optimal procurement strategy is found, then
the transfers for all providers must be computed. If a provider is not
in the optimal procurement strategy then their transfer is automat-
ically set to zero, and thus we only need to explicitly compute the
transfers for at mostη providers in the optimal procurement strat-
egy. The overall cost of this isη · (m−1)!/(m−η)!, which results
in the overall complexity ofO(mη) for running the mechanism.
5In particular, if an algorithm ismaximal-in-range, then VCG-
based mechanisms, applied to the restricted problem, are incentive
compatible. See [8] for details.

In the case that finding the optimal procurement strategy does
not allow for a closed-form analyical solution, another appoach is
to discretise time. Let T denote the total number of discrete time
slots before the deadlineD.6 Now, given an ordered set of candi-
date providers, each of these providers has at mostT possible in-
vocation times, except for the first provider who should be invoked
immediately (as mentioned in Section 2.2, it is always optimal to
invoke the first provider with no delay). Since there are at mostη
candidate providers, finding the optimal invocation times therefore
requires searching through less thanT η−1 combinations. Together
with finding the optimal set of ordered candidate providers, this
results in a time complexity ofO(mη · T η−1).

While these approximations have a desirable computational com-
plexity, they may result in sub-optimal solutions. In the following,
we analyse more formally how far they can be from the optimal in
the worst case.

3.4.3 Worst-Case Performance
As our approximation restricts the set of solutions, it can yield a
solution that is significantly worse than the optimal — especially
when the optimal strategy,ρ∗, contains many more thanη provi-
ders. In fact, we show that it can be arbitrarily far from the optimal.

THEOREM 3. For anyη ≥ 1, there exists anm, F andc, such
that the ratio between the expected social welfare of the optimal
solution and the approximate solution is at leastb, for anyb ≥ 1.
That is:

E[w(ρ∗(c, F ))]

argmaxρ∈Pη
E[w(ρ|c, F )]

≥ b (11)

PROOF. We prove this by showing how to choosem,F andc, so
that the above holds. For simplicity, we assume here that durations
of different providers are independent, as shown in Equation 2. For

all i, we letci = 0 andFi(D) = 1− f , with 1 > f ≥ (1− 1
b
)

1
η .

Clearly, as providers are free in this example, it is always optimal
to invoke all available providers at timet = 0. Given this, we can
now choosem, so that Equation 11 holds:

b ≤ E[w(ρ∗(c,F ))]

argmaxρ∈Pη
E[w(ρ|ĉ,F̂ )]

⇔ b ≤ (1−fm)·V
(1−fη)·V

⇔ m ≥ ln(1−b·(1−fη))
ln(f)

(12)

Due to our initial constraints forf , this can always be satisfied.

To conclude, we have shown that, through limiting the number
of possible outcomes, we can obtain a solution which is polynomial
in the number of service providers, while maintaining the desired
properties of the mechanism. However, we have also demonstrated
that, in general, this approximation can be arbitrarily far from the
optimal. Nevertheless, we believe that, in realistic settings, where
providers are generally costly, the benefit of increased redundancy
diminishes with the number of providers. Therefore, an approxi-
mate solution may often be close to the optimal, even whenη is
chosen to be significantly less thanm. To this end, in the next
section, we evaluate our approximation empirically.

4. EMPIRICAL EVALUATION
In this empirical evaluation, we are primarily interested in the effect
of varying the approximation parameterη on the overall expected
social welfare. Although we showed that the approximation can
6Note that time slots are not required to be equally spaced. How-
ever, it is important that they are setindependentof the providers’
reports. Otherwise, the incentive properties may no longer hold.
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Figure 1: Performance of approximate mechanism.

be arbitrarily far from the optimal, we believe that it can achieve
a good performance in realistic environments, where only a few
redundant providers can often yield a high expected utility. In par-
ticular, if the approximate mechanism achieves a social welfare that
is close to the optimal even for small values ofη, then the approx-
imation is clearly useful in large environments where finding an
optimal solution would be intractable.

In addition to the social welfare, we will also investigate the run-
ning time of our proposed mechanism, to verify that it is feasible
even when there many providers, and we will briefly discuss how
the choice ofη affects the consumer’s utility. We start by describing
our experimental setup, and then consider all performance metrics.

4.1 Experimental Setup
In our experiments, we assume that the durations of providers are
independently and exponentially distributed. For each experimen-
tal run, we generate a provider randomly by drawing its cost,ci, and
rate parameter,λi, independently and uniformly at random from
the interval[0, 1]. To consider different environments, we examine
two separate scenarios — where the consumer has anormal task
with a low valueVnormal = 2 and a long deadlineDnormal = 2; and a
more challenging one, where the consumer has acritical task with
a high valueVcritical = 8 and a short deadlineDcritical = 0.5. These
two scenarios were chosen as representative of the general trends
our mechanism displays in different environments. In particular, in
the first scenario only a few providers will be included in the op-
timal solution (due to the relatively low uncertainty in meeting the
long deadline), while, in the second scenario, there are often ten
or more providers in the optimal strategy, to ensure a high success
probability despite the short deadline. We also consider environ-
ments of different sizes, withm ∈ {10, 25, 50, 100}. Finally, in
order to ensure statistical significance, we repeat all experiments
1000 times and show 95% confidence intervals.

In the following, we start by examining the expected social wel-
fare achieved by our approximate mechanism.

4.2 Social Welfare
Figure 1(a) shows the expected social welfare that is optained by
our approximate mechanism, as a percentage of the optimal.7 The
trends shown here are promising, indicating that even a lowη can
result in a good overall performance. In particular, in thenormal
setting, whenη = 1, the expected social welfare is already86 −
92% of the optimal, and whenη = 2, this increases to97− 100%

7For m = 10, this is obtained by solving the problem optimally.
For larger settings, solving this optimally is infeasible, and so we
compare the mechanism to the heuristic approach described in Sec-
tion 2.2. This has been shown to be near-optimal [12].

(depending onm). Beyond this, the approximation quickly starts
to perform as well as the optimal. This is not entirely surprising,
because the long deadline and low value result in a relatively low
benefit in using redundancy. However, the number of providers
in the optimal solution is still higher than 2 in most cases (e.g.,
whenm = 50, the near-optimal solution obtained by the heuristic
algorithm contains more than 5 providers on average).

In thecritical setting, we note that a slightly higherη is needed
to perform close to the optimal. Here,η = 3 results in80 − 93%
of the optimal,η = 4 leads to88− 99% and byη = 5, 93− 99%
is reached (again, depending onm). Forη = 7, the approximation
achieves97% or more in all settings. This is due to the fact that
now a higher level of redundancy is required to complete the task
successfully within the deadline. We also note that, as in thenormal
setting, a higherm leads to a slightly lower relative performance for
the sameη. This is because settings with more providers inherently
offer better opportunities for redundancy.

Overall, the results are highly promising. In all cases, a rela-
tively low value forη, compared tom, leads to a social welfare that
is close to the optimal (or the near-optimal heuristic for largerm).
This indicates that our approximate mechanism is feasible for com-
plex environments where computing the optimal allocation would
be intractable. Next, we examine how quickly a solution for this
approximation is found in practice.

4.3 Running Time
To investigate the running time of our approximate mechanism in
practice, we record the total time needed to compute the optimal al-
location and all transfers for the settings described above. In more
detail, we use a Java implementation of the branch-and-bound al-
gorithm described in Section 2.2, discarding solutions with more
thanη providers, and we record its run-time on an Intel Pentium
Core 2 Quad 2.83 GHz with 4GB RAM and running Windows 7.

The results are shown in Figure 1(b) and display some encour-
aging trends, indicating that the run-time of the approximate mech-
anism is small for most values ofη. In fact, in all but two of the
settings tested here, the mechanism completes in less than a minute.
For example, even for thecritical task withm = 100 andη = 5,
the allocation and all transfers are calculated in 2.8 seconds on aver-
age (achieving 93% of the optimal). Moreover, for smaller settings,
the mechanism often takes less than a second to complete. The
longest average run-time recorded is just over 4 minutes (m = 100,
η = 7 for the critical task, which achieves 97% of the optimal).

Although we do not discuss larger settings here for reasons of
space, we note that the mechanism is still feasible when there are
several hundreds of providers. For example, whenm = 200 for
thecritical task withη = 5, it finds a solution in 10 seconds. When
m = 400, this increases to 58 seconds.
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Figure 2: Consumer’s utility (horizontal lines indicate con-
sumer’s utility in welfare-maximising procurement strategy).

Finally, we now turn our attention to the consumer’s utility when
using our approximate mechanism.

4.4 Consumer’s Utility
So far, we have been concerned mostly with the social welfare ob-
tained by our mechanism. This is because it indicates how well the
available providers are used to complete the task. However, it is
also interesting to consider the consumer’s utility in this setting, as
this is typically lower than the social welfare. This is due to the fact
that the consumer pays providers more than their costs, in order to
incentivise them to be truthful (in the mechanism design literature,
this is commonly referred to as theinformation rent).

To quantify this loss in utility for the consumer, Figure 2 shows
the consumer’s expected utility, as a percentage of the optimal so-
cial welfare (or near-optimal for largerm). For reference, we also
plot the consumer’s expected utility in the optimal (social welfare-
maximising) allocation. We note several interesting trends here.
First, the utility lost as information rent can be significant whenm
is relatively low. For example, whenm = 10, then even in the opti-
mal solution, the consumer achieves only 69% of the social welfare
(in the case of thecritical task). This is because the payments to
the agents are relatively high, as each makes a large marginal con-
tribution (the difference between the optimal social welfare and the
social welfare when removing the agent from the system, which is
how the payment is calculated). However, asm increases, there
are more likely to be several high-quality providers, thus leading to
lower payments. For example, whenm = 50 in the same setting,
then the consumer obtains 87% of the social welfare.

The second interesting trend in the figures is that the consumer
generally comes close to its optimal utility with lower values for
η than when considering the social welfare. For example, when
η = 4 for the critical task andm = 50, the consumer already
achieves 99% of its utility in the best allocation (while only obtain-
ing 91% of the social welfare). This means that when the consumer
is primarily interested in maximising its own utility, rather than the
social welfare, even fewer providers are required to achieve a high
performance using the approximate mechanism.

Finally, we note that sometimes the consumer’s utility is slightly
higher for certain values ofη than they are in the allocation which
maximises social welfare (for example, whenm = 10 andη = 3
for the critical task). This is because, by selecting fewer provi-
ders, the marginal contribution of each selected provider decreases.
Hence, the consumer may profit from choosingη strategically.

5. CONCLUSIONS
In this paper, we considered a common service procurement set-
ting where services have uncertain execution times. Here, a service
consumer may decide to redundantly procure multiple services, in

order to complete a given task within its deadline. However, to do
this effectively, it needs to know the providers’ costs and success
probabilities over time, which are typically only known by the pro-
viders. In this context, we proposed a novel mechanism that incen-
tivises providers to reveal this private information by paying them
a transfer that is conditional on the actual task completion time. We
show formally that the mechanism is ex post incentive compatible
and individually rational.

However, the mechanism relies on finding an optimal procure-
ment strategy, which can be infeasible in large environments. To
address this, we also proposed a polynomial-time approximate mech-
anism, which retains the same economic properties, but typically
finds a solution in seconds or less, even when there are hundreds
of potential providers. The performance of this approximate mech-
anism can be balanced explicitly with its computational require-
ments by setting the maximum number of services to procure re-
dundantly. We showed empirically that a small value for this pa-
rameter (around 5) is typically sufficient, even when there are many
providers, resulting in a social welfare that is often equivalent to the
optimal in normal settings (and achieves 97% or more of the opti-
mal in particularly challenging scenarios).

In future work, we plan to consider settings with multiple inter-
dependent tasks that are part of complex workflows. Such settings
are common in realistic service-oriented systems, but also present
a more complicated computational problem. We will also exam-
ine scenarios with multiple consumers and more dynamism, where
tasks and agents arrive or depart over time. Again, these occur
frequently in practice and necessatitate the use of more complex
two-sided market mechanisms.
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