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ABSTRACT
Visual markers are graphic symbols designed to be easily
recognised by machines. They are traditionally used to track
goods, but there is increasing interest in their application to
mobile HCI. By scanning a visual marker through a camera
phone, users can retrieve localised information and access
mobile services. One missed opportunity in current visual
marker systems is that the markers themselves cannot be vi-
sually designed; they are not expressive to humans, and thus
fail to convey information before being scanned. This paper
provides an overview of d-touch, an open source system that
allows users to create their own markers, and control their
aesthetic qualities. The system runs in real-time on mobile
phones and desktop computers. To increase computational
efficiency, d-touch imposes constraints on the design of the
markers in terms of the relationship of dark and light regions
in the symbols. We report a user study in which pairs of
novice users generated between 3 and 27 valid and expres-
sive markers within one hour of being introduced to the sys-
tem, demonstrating its flexibility and ease of use.

Author Keywords
Visual marker recognition, visual marker design, mobile de-
vices, mobile HCI, UI toolkits, fiducial recognition, user
studies.

ACM Classification Keywords
H5.2. [Information Interfaces and Presentation]: User Inter-
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INTRODUCTION
Visual markers are graphic symbols designed to be easily
recognised by machines. They are used to relate physical
objects to computer systems. Examples include the barcodes
used on most commercial goods to keep track of stock in
shops and warehouses, and more recent2D-barcodes[11,
10, 8, 21] which are easier to read with low-resolution cam-
eras, such as those included in mobile phones. Beyond stock
control, there has recently been interest in both the academic
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and commercial community for using this technology to en-
hance mobile applications and facilitate access to mobile ser-
vices [26, 18, 15]. Visual markers1 are often considered as
an alternative to RFID tags. They are not exactly equivalent
because visual markers areread-only, whereas some RFID
tags can be rewritten, but they can support similar types of
interaction with the advantage that they can be created with
normal printers and accessed using standard photo cameras
already available on most mobile devices. RFID requires
special readers devoted only to this purpose, integrated only
in a limited number of devices.

Similar to traditional barcodes, the shape of existing visual
markers is solely based on maximising their readability by
machines: they are not visually meaningful to people, and
different markers of the same family are generally not easy
to distinguish from one another by looking at them. In other
words, one missed opportunity in current visual marker sys-
tems is that the markers themselves cannot be designed, they
are not expressive to humans, and thus fail to convey infor-
mation to people before being scanned. For example, infor-
mation could be conveyed about the type of digital content
or mobile service associated with the markers, or the project
they belong to or the person or company who created the
content. Further, an interesting marker design could simply
attract attention so that it would be scanned with a mobile
device. We argue that it is fundamental to empower both ap-
plication creators and end-users to visually design their own
markers – giving visual markers the same visual dignity and
expressive potential currently given to icons, and even open-
ing up functional markers to the paradigm of user-generated-
content.

In this paper we introduce d-touch, a visual marker recog-
nition system that allows users to create their own visual
markers, controlling their aesthetic qualities and what they
visually communicate to others. By allowing the creation of
markers that support interaction both visually and function-
ally, d-touch can enhance most applications normally sup-
ported by visual markers, including interactive guides, mo-
bile service access, mobile games, interactive story telling
systems and augmented reality applications that have broad
visual appeal and are not constrained to ugly glyphs. As
demonstrated by the study presented below, markers that are
both functional and visually expressive can be easily pro-

1Visual markers are also referred to asvisual tagsor fiducial mark-
ers. We prefer the termmarkerover tag to avoid confusion with
keywords and metadatatags.



Figure 1. Example markers from the literature: a) Data Matri x[11]; b)
QR-codes [10]; c) M. Rohs’s visual codes[21]; d) reacTIVision mark-
ers[3]; e) TRIP[8]; f) AR Toolkit[14]; g) early d-touch mark er[6].

duced by a wide spectrum of users, without specific training.
We envision the system being used by professional designers
as well as end users, enabling both groups to design mark-
ers as visual icons with high expressive or communicative
power. Because d-touch markers are designable, end users
and designers can consciously determine their look and feel,
including the degree to which they are immediately recog-
nisable as markers to be scanned. The design can range from
icons that are obviously scannable (explicit) to ones that are
hidden in the overall design and only accessible to a closed
circle or upon closer look (ambiguous). For applications in
which immediate user recognition of the markers is essen-
tial, designers may define conventions for the marker place-
ment, e.g. markers may be placed at the bottom right corner
of posters or below text in museum labels. Specific applica-
tion scenarios for professional designers include the creation
of highly polished, explicit visual markers that follow thede-
sign guidelines of corporate identity, or the incorporation of
ambiguous markers in visual communication, such as ads,
that are not recognisable at first glance. Application scenar-
ios for end users include hand-drawn expressive visual mark-
ers left in the environment to leave location-specific infor-
mation and traces. Markers could be used as hidden, secret
symbols that are ambiguous and only noticed and scanned
by an inner circle – echoing established urban phenomena
such as graffiti and tags, as well as older hobo codes.

d-touch runs in real-time on both mobile phones and desk-
top computers and it is released under an open source li-
cense. The creation of markers which are both machine- and
human- readable is possible because d-touch recognition is
based on topological features of the markers rather than their
geometry. Marker recognition is not based on shape, but on
the relationship of dark and light regions. We present an
evaluation of the creation of d-touch markers, designed to
understand how much people can visually express within the
constraints imposed by the system. During the study pairs
of novice users generated between 3 and 27 valid markers
within one hour of being introduced to the system, demon-
strating its flexibility and ease of use.

d-touch was initially developed for tracking objects in the
context of tangible user interfaces and augmented reality [5,
6, 7], and the visual appearance of early markers was opti-

mised solely for resolution and recognition accuracy. The
work presented here is based on recent technical develop-
ments that take advantage of topology-based recognition to
allow a wider range of visual expression through the mark-
ers. The next section provides an overview of related work,
followed by a description of the d-touch system, its perfor-
mance, an example application and the requirements that it
poses for the markers’ design. A user study to evaluate how
successfully novice users create expressive markers which
satisfies the d-touch requirements is then reported, followed
by discussion of the results and conclusive remarks.

RELATED WORK
Visual marker recognition can be considered as a special
case ofobject recognition, where the objects, i.e. the mark-
ers, are designed in conjunction with the recognition algo-
rithm in order to optimise performance, achieve high recog-
nition rate, low false positives and high processing speed.
Barcodes are probably the earliest example of visual mark-
ers, dating back to the 1950s [12]. They started to be used
commercially at the end of the 1960s and are still used in
most shops. Barcodes are designed to be read through high
resolution scanners, and they are generally not easy to de-
code through standard consumer grade webcams and camera
phones, at least without special macro lenses. A more recent
generation of visual markers, which can be more easily read
by low cost imaging cameras has been presented over the last
twenty years. Proposed applications include mixed reality
systems [19, 14], video post-production [24, 13] and, more
recently, human-computer interfaces for camera-phones [16,
17, 21]. Because most systems rely on geometrical fea-
ture detection both to localise the markers within input im-
ages and for encoding unique identifiers in each marker, the
markers’ visual appearance is strongly constrained. In the
vast majority of cases, the shape (i.e. the geometry) of the
markers is generated algorithmically, following techniques
derived from communication coding, without allowing hu-
man input on the visual design.

For example, ARToolkit markers [14] (Figure 1 f) are char-
acterised by a thick black square frame containing arbitrary
grayscale patterns. The system uses straight line detection
and quadrilateral fitting to locate the markers and if a marker
is found, its pattern is extracted and cross-correlated with all
known patterns. As a consequence of this the system speed
decreases the more patterns used and the more markers that
are contained in the input image. The patterns used for AR-
Toolkit markers can be customised arbitrarily, however, later
reserch [9] suggested to apply digital communication coding
techniques to improve the system’s performance, at the cost
of customisation. The TRIP system [8] is based on edge
detection followed by fast ellipse fitting to locate and track
markers, known asSpot Codes, which are composed of con-
centric circles and arcs (Figure 1 e). Because ellipses are
projection invariant, the system is robust to perspective dis-
tortion.

A number of systems have common characteristics and they
can be referred to as2D barcodes. In all of them bits of in-
formation are encoded in a matrix of black and white dots,



generally with the protection of some coding. The markers
also include lines to facilitate orientation recovery. Exam-
ples include Cybercode [20], QR-codes [10] (Figure 1 b),
Data Matrix [11] (Figure 1 a), and Visual Codes [21] (Fig-
ure 1 c). Algorithms to detect this type of markers are also
available for mobile phones [10, 11, 21], and several players
in the mobile communication industry are promoting stan-
dards and a common infrastructure for them [2]. The mark-
ers are generated automatically through coding algorithms
and they do not allow any aesthetic personalisation or tuning
from human input.

The d-touch recognition system is based on the topology of
the markers, rather than their geometry [5]. Initially the
system was developed for tracking objects in tangible user
interfaces and augmented reality applications [6, 7], as the
topology-based approach allows fast performance even when
multiple markers are recognised in the same image. An ex-
ample marker used in tangible interfaes is show in Figure 1
g. The shape is designed for compactness and to encode ad-
ditional information in the position of the parts of the sym-
bol. An initial attempt to design d-touch markers for a mo-
bile application taking into account aesthetic aspects wasre-
ported in a position paper [4], however, in that case markers
were still mostly based on the rectangular grid of Figure 1 g,
while the work presented here extends the expressive range
considerably. Two systems other than d-touch, VPS system
[13] and reacTIVision [3] (which was derived from d-touch
– Figure 1 d), are known to use topology rather than geom-
etry for marker detection, however, in both of them mark-
ers are generated through algorithmic techniques, with little
or no input from the user regarding aesthetic aspects of the
markers.

Fast watermark detection [17] can be an alternative approach
to visual marker recognition. This technique encodes infor-
mation such as an identifier over any 2D image, invisibly.
However, the method still relies on geometry, and it requires
images to either have a dark border on a white background
or to be framed with a thin black rectangle. Moreover, the
method is not as fast as other marker recognition techniques,
as it is reported to take slightly more than one second to pro-
cess an image of size288× 352 on a mobile phone.

Given that for most other marker recognition systems sym-
bols are designed algorithmically, no precedents were found
in the literature for user studies similar to the one proposed
here.

D-TOUCH TECHNICAL OVERVIEW
d-touch is based on image topology and in particular on adja-
cency information of connected components, represented in
a “region adjacency tree”. Images are first transformed into
2-levels (pure black and white), then they are segmented into
connected components: sets of adjacent pixels of the same
colour, such that for any pair of pixels in the set it is possi-
ble to find a path (of pixels) joining them within the same
set (this is the same concept used by the “paint bucket” op-
eration in paint programs). Note that because the images
at this point are binary, the connected components are either

Figure 2. An example of binary image and its region adjacencytree.

black or white. The region adjacency tree is then constructed
in the following way: to each connected component corre-
sponds a node, two nodes are connected if the two related
regions share a border – in the case of binary images if two
regions share a border it means that one is contained in the
other, and the region adjacency graph is guaranteed to be a
tree [22], which is easier to deal with computationally. The
region adjacency tree of an example binary image is illus-
trated in Figure 2. The white background regiona contains
3 black regions:b, e andf – note that all the black pixels
in the scissors are connected (regionb). Regionb, in turn,
contains two white regions:c andd.

Markers are also defined in terms of their region adjacency
tree, so the recognition of markers in a scene image is re-
duced to searching for the markers’ adjacency trees as sub-
trees of the scene image adjacency tree. This search is known
as thesubtree isomorphismproblem, and it can be solved
with anO(n×m1.5/log(m))-time algorithm, wherem is the
number of nodes in the target tree andn the number of nodes
in the scene tree [23]. The adjacency structure of the mark-
ers is limited by 3 constraints to simplify this search from
a computational point of view, and to reduce the likelihood
of false recognition. The first constraint is that markers can
have only 3 levels of nesting, which we nameroot, branches
andleaves– theroot is the outermost level of the marker, the
region enclosing it, any region of the marker connected to
the root is namedbranch, and regions connected tobranches
different than the root areleaves. Regions of the marker that
are connected to the root and do not contain any leaves are
calledempty branches. The second constraint is that mark-
ers must have at least 3 branches and the third that at least
half of the branches must contain leaves. In other words, a
valid marker can be composed of a black region containing
3 or more white regions, and at least half of these white re-
gions must contain one or more black regions – however the
colours can be inverted. Because the first step of the recog-
nition process is to convert the images into pure black and
white, the markers can actually be drawn in any colour, as
long as they present reasonable contrast. For simplicity, the
rest of the paper will consider only black and white markers.
Four examples of the “minimal” valid marker structure are
illustrated in Figure 3, other examples are shown in Figure 4.



Figure 3. Four example “minimal” valid d-touch markers: each is
a black region containing 3 white regions (the minimum number of
regions allowed); 2 of the white regions contain 1 black region, one
contains none. These examples were generated by subjects inthe user
study.

The marker definition is based purely on topology and it
leaves considerable freedom for the geometry, i.e. the shape,
of the symbols. Therefore, it is possible to design symbols
that carry visual meaning to people, but can also be effi-
ciently recognised by machines. Based on the rules defi-
nition it is difficult to predict how successfully people will
be able to express themselves visually while still following
the rules. To investigate this issue, a user study was designed
and performed, as described in the following sections.

Each marker is associated with a numerical ID, derived di-
rectly from its adjacency tree: this is a sequence of non-
negative integer numbers representing the number of leaves
contained in each of the branches, followed by the colour of
the root. IDs for some example markers are shown in Fig-
ure 4. Because the system takes into account only the topol-
ogy, it is possible to have symbols with different shapes map
to the same topological structure, and therefore to be consid-
ered identical, such as the four in Figure 3.

In principle, it would be possible to calculate the maximum
number of different d-touch markers that can be defined for
a fixed camera resolution, assuming a specific type of ge-
ometry, such as a rectangular grid. However, that would
not be very informative given that the main strength of d-
touch compared to other visual marker recognition systems
lies in human-designed markers. For this reason, consider-
ations relative to the number of different markers supported
by the system are based on the results of the user study and
discussed below.

By definition d-touch markers are scale and rotation invari-
ant. In fact they are even resilient to other types of distortion
such as stretching, as long as their topology is not affected.
However, their recognition is dependent on the camera being
able to capture their structure. In practice this means thatif
some of the elements of the markers are too small compared
to the camera resolution, or if they are distorted by blur, the
recognition would fail. To designrobustmarkers – markers
that can be recognised at lower resolution and are resilientto
blur – it is important to take into account the size of details
compared to the overall size of the symbol.

Figure 4. Examples of d-touch markers fulfilling the constraints im-
posed by the system. Each of the black and white connected compo-
nents corresponds to a node in the adjacency tree on the second row.
The ID, on the bottom row, is constructed as the the number or leaves
in each of the branch nodes, followed by the colour of the rootnode.

Implementation and performance
d-touch runs in real-time on desktop PCs (Linux, MS Win-
dows and Mac OS) and on Symbian OS mobile phones. The
topology-based approach does not involve floating point op-
erations, making the system particularly suitable for embed-
ded devices. The source code is platform independent, it
is written in C++, includes Python bindings and is publicly
available under the terms of the GNU Public License (GPL)
[1]. The desktop version uses a standard socket based client/
server architecture and makes it possible to develop appli-
cations in other programming languages. Some of the data
structures require reallocation if their size grows beyondini-
tial reserved space, significantly slowing down the process-
ing. However, it was empirically noticed that for an image
of sizew × h pixels, the tree size is generally smaller than
l = w × h/100. Larger adjacency structures generally cor-
respond to noisy images, generated for example by lag in
the camera’s automatic gain control when there is a change
in the scene illumination. For this reason, if the graph con-
struction grows beyondl the current frame is dropped.

The processing speed depends on the number of connected
components in the input image (this is directly reflected in
the size of the tree and on the number of operations required
for its construction). However, it is independent of the num-
ber of markers contained in the image. On adesktop PC
powered by an Intel Pentium D processor at 2.8 GHz with
2MBytes of cache and 1GByte of RAM, running Ubuntu
Linux 6.10, the average time required to process a640×480
frame was 16.45 ms (std. dev 0.83, N=65000 frames), cor-
responding to about 60 frames per second. On aNokia N73
mobile phone the time to process a frame is 86.0 ms (std. dev
18.2, N=144), i.e. about 12 frames per second in viewfinder
mode with a resolution of240×180 pixels, and it goes down
to an average of 347.3 ms (std. dev 85.6, N=14) when pro-
cessing640 × 480 images. This level of performance has a
strong impact on usability as it allows the creation of an ef-
fect similar tomouse hoverwhen a camera phone is pointed
to a d-touch marker. The marker can be highlighted in the
viewfinder to show users that it can be selected.



Example Mobile Application: uWiki
To deploy the d-touch system in mobile applications we have
developeduWiki: a wiki-based system that makes it possi-
ble to associate multimedia content with d-touch markers.
uWiki includes a mobile client running on Symbian S60 de-
vices, written in Python and C++, and a server, based on the
open source TikiWiki engine [25]. By scanning a d-touch
marker through the mobile client, users can retrieve multi-
media content associated to it, and edit or add new material.
The system also provides a web-based interface to the same
information, to allow richer access through personal com-
puters when available.

DTAnalyser
The DTAnalyser is a desktop application developed to help
users design valid markers. It is GUI-based and runs on Win-
dows, OS X and Linux. Users can import candidate markers
as bitmap files or through copy and paste from other appli-
cations. A screen shot is shown in Figure 5. The DTAnal-
yser does not provide any drawing functionality, it is de-
signed to be used in conjunction with existing graphic appli-
cations, given their availability under both commercial and
open source licenses. To avoid ties to a specific platform,
it was preferred to develop the application as stand-alone
rather than as a plug-in. For any imported graphics, the DT-
Analyser shows how the image is transformed into black and
white and how it is segmented into connected components –
this information is rendered through a coloured map. The ap-
plication checks whether the imported graphics comply with
the structure of d-touch markers; if they do not, it attempts
to detect how the proposed symbol violates the d-touch rules
and presents this information to the user.

In the case of valid markers, the application displays the
marker ID, and performs a robustness analysis. Low reso-
lution scanning of the marker is simulated by resizing the
image with a low-fidelity method (pixel replication). The
image is iteratively scaled down until its topology becomes
different from the original. The distorted image is compared
with the original to detect which elements are most likely
to be corrupted, normally corresponding to smaller details
of the symbol. The elements that make the markerweak
to low resolution scanning are displayed to the user, as il-
lustrated in Figure 5, together with the the black and white
and segmented representations of the distorted image. The
minimum (simulated) resolution at which the marker can be
successfully read is also displayed. Given that most mo-
bile phones on which the d-touch recognition runs have a
viewfinder resolution of240 × 180 pixels, markers which
are readable at a resolution under100× 100 pixels are sug-
gested to be “good for a mobile phone”, those readable be-
low 200× 200 pixels “not easy for a mobile phone” and the
others as “high-resolution cameras only”.

As shown in Figure 5, all the available views of the candi-
date markers are scaled down and displayed as thumbnails at
the top of the application window. Each view can be selected
by clicking on it with the mouse and in this way displayed
on the main panel of the application, where it is possible
to zoom in on details. It is worth underlining that the DT-

Figure 5. A screenshot of the DTAnalyser application, highlighting in
red the elements of the marker that make it unreadable when scanned
at low resolution.

Analyser does not attempt to automatically fix the imported
graphics, it rather points out problems and let the users mod-
ify their design (back in the original drawing application)to
solve them.

EVALUATION: DRAWING FUNCTIONAL MARKERS
The rules that define valid d-touch markers, described above,
allow the creation of symbols that can both be read at the
topological level by the recognition algorithm and have an
iconic meaning for people. While the rules are in principle
very flexible in this sense, humans usually refer to graphics
in terms of shapes and composition, rather than nesting of
connected components. Thus it was not obvious how easily
people would be able to create symbols that carry expressive
meaning while complying with the d-touch rules. A user
study was designed and run to address this question. At a
more general level, the study also aimed to explore the de-
sign space of d-touch markers, in terms of topological com-
plexity of the symbols drawn, number of unique IDs gener-
ated and “collisions” of marker IDs. Two experiments were
designed: the first one examined the ability of users to draw
valid markers, evaluating also the effect of information pro-
vided by the DTAnalyser application, while the second ex-
periment focussed on the creation of markers which are not
only valid, but can also be scanned at low resolution. More
formally, our study aimed to test the following hypotheses:

1. people can, with minimal training, draw markers both recog-
nisable by the system and expressing a concept or mes-
sage which can be understood by others;

2. the information about which features of a symbol violate
the d-touch constraints, provided by the DTAnalyser ap-
plication, aids in the creation of functional markers;

3. taking into account limitations due to scanning resolution
robustnessof the markers does not reduce significantly the
expressive ability.



EXPERIMENT 1: VALID MARKERS

Experimental Design
The first experiment was designed as between-groups with
two conditions: a “Feedback” condition in which partici-
pants were given detailed information if their drawing vi-
olated the d-touch rules, and a “No Feedback” condition in
which they were just told whether or not their drawing was
a valid marker, without explanations. The experiment was
carried out in pairs and all sessions were video recorded to
allow the analysis of conversation between the participants.
Participants were given a total of 1 hour to both study written
instructions and to draw as many valid markers as possible.

The written instructions introduced the d-touch system and
its rules to define valid markers, illustrated through a number
of examples, and described the drawing task. Only mark-
ers with black root were considered, so the rules could be
simplified as follows: “a valid marker can be composed of a
black region containing 3 or more white regions, and the ma-
jority (i.e. more than half) of these white regions must con-
tain one or more black regions. This makes exactly 3 levels
of nesting – it must be no more and no less. However, there
is no limit in the number and shape of the regions.” No men-
tion was made of scanning resolution issues, as this aspect
was not covered by the first experiment. The instructions
subsequently briefed the participants to draw as many mark-
ers as possible that could be placed in a public space to at-
tract attention to any of the following topics: “Music”, “An-
imals”, “Pollution/Energy Consumption” and “Children”. It
was made clear that markers could be distributed in any way
subjects liked, from having all of them belong to one topic
to an even distribution. Participants were instructed thatthe
level of detail and accuracy should be just enough for some-
one else to guess which of the four topics each marker is
related to.

The experiment was designed for subjects without specific
drawing skills nor familiarity with graphic software appli-
cations. For this reason, the drawing took place on a white
dry-erase board with a black pen: an informal medium that
affords playful drawing and easy modifications. While the
ability to hand-draw markers can be advantageous in some
situations, we imagine marker design to take place mostly
through graphic design software tools – we choose to use
the whiteboard in the experiment to avoid effects related to
familiarity and learning curves of specific software applica-
tions or digital drawing devices (e.g. tablet computers), we
expected participants from the university to be already fa-
miliar with this medium.

To check the validity of the drawings as markers an early ver-
sion of the “DTAnalyser” was used, running on a standard
desktop computer running MS Windows XP. This version
differs from the one described above in that it does not pro-
vide information about the segmentation in connected com-
ponents, it does not include zoom functionality and the inter-
face is based on tabs, rather than thumbnails. The applica-
tion was connected to a webcam pointed at the board, firmly
attached to a desk (so it could not be misplaced). When
participants wanted to check their drawings they had to ex-

Figure 6. The experimental setup.

plicitly import them by clicking on a button. The imported
images had a resolution of320 × 240 pixels. A separate
window showed the continuous video feed of images from
the webcam, displayed in normal or thresholded (black and
white) mode according to participant preference. All the in-
formation displayed to the users, all the images they checked
as well as their actions within the DTAnalyser were logged
with accurate timestamps. The experimental setup is illus-
trated in Figure 6.

In both experimental conditions the DTAnalyser would in-
form users whether or not the proposed drawing is a valid
d-touch marker. In the case of a drawing that is not a valid
d-touch marker the application behaviour varied depending
on the experimental condition. In the “Feedback” condition
the DTAnalyser provided information about detected viola-
tions of the d-touch rules, namely the presence of nesting
beyond three levels, and less than half of the white areas
containing black regions. In both conditions the application
did not provide any information about scanning resolution
or robustness of the markers.

Participants were asked to save their drawings as soon as
they were valid and the participants were satisfied with them.
A “save” function was included in the application. This
required participants to name their drawings according to
the relative theme, and it was made available only for valid
markers. When attempting to save the system would also in-
form the users if a marker with the same ID had already been
registered within the same experimental session – in such a
case participants were asked to modify the current marker to
avoid the ID collision. Subjects were asked to swap chairs
and roles after drawing each marker, so that the person draw-
ing always sat in front of the whiteboard and the other person
in front of the keyboard and mouse. The computer monitor
was visible to both participants.

Experiment Description
Thirteen pairs of volunteers were recruited from our univer-
sity population, through posters and mailing lists. A totalof
6 females and 20 males, age range between 19 and 38 (mean:



Figure 7. A selection of valid markers produced in the first experiment.

24.7, std. dev. 4.6). All subjects expressed interest in partic-
ipating via email, showing familiarity with computers, and
received 20 CHF (approximately equivalent to 18 USD) for
their time. Anyone who expressed interest and was above 18
years of age was included in the study, no specific drawing
skills were required to participate.

Results
The participants in one of the sessions in the “Feedback”
condition drew only 3 markers, but these were considerably
more complex than the ones produced in the other sessions,
therefore data for this session was excluded from the analy-
sis.

An average of 13.4 valid markers (std. dev. 5.7) were saved
in each of the 1-hour long sessions, ranging from a minimum
of 6 to a maximum of 27, median 13, and an overall total of
161. A selection of markers produced in the first experi-
ment is reported in Figure 7. In the “Feedback” condition
the average per session was 14.7 (std. dev 3.8) while in the
“No feedback” condition 12.2 (std. dev. 6.9) and a one-way
ANOVA test shows no significant difference. However, re-
moving one outlier (distance from the average is twice std.
dev) from the “No feedback” condition, the average for “No
feedback” is 9.2 and std. dev 2.28, and one-way ANOVA
test indicates that this difference is significant (p< 0.05).

In 6 of the sessions participants drew markers with the same
ID as one of their previous entries. This happened between
1 and 3 times per session; in all cases subjects modified their
marker and solved the ID conflict within seconds. Out of a
total of 161 valid markers submitted, 116 had different IDs,
corresponding to an ID collision rate of 27.9%. It must be
underlined that subjects were blind to the IDs generated by
other participants.

The number of inner regions, orbranchesandleavesin the
terminology defined above, was taken as an indicator of the
complexity of the markers; markers had on average 5.2 bran-
ches (std. dev. 3.1) with a minimum of 3 (the minimum ac-

cepted by the system) to a maximum of 19, median 4. Fig-
ure 8 shows the distribution of these values. The number
of leaves was on average 8.8 (std. dev. 7.0), minimum 2,
maximum 49, median 7. One-way ANOVA showed no sig-
nificant differences either in the average number of branches
or in the average number of leaves per marker between the
two conditions.

Application Logs and Video Recordings
The log files collected by the DTAnalyser application show
that participants tested their drawings 482 times over the en-
tire experiment. 195 times (40.5%) the candidates were valid
markers, while 287 times (59.5%) they were not. The in-
valid candidates were manually categorised according to the
reason for being invalid; this analysis revealed that in 153
of the 287 times (53.3%) an input drawing was not valid, it
was because of “artifacts” specific to the whiteboard, such as
incomplete pen strokes and gaps in large filled areas, which
modified the topology of the drawings. Analysis of the video
recordings showed that these artifacts were often a cause of
frustration, and that participants often attempted, and suc-
ceeded, to detect problems in the drawings of their partners
before checking through the DTAnalyser.

Marker Coding
Two volunteers, also recruited from the university popula-
tion, served as independent coders of the symbols drawn in
the study. The coding took place through a simple web ap-
plication where the markers were shown one at the time, and
for each one the coder was asked to answer:

Which theme do you think this drawing is related to?
1. Music 2. Animals 3. Pollution 4. Children
5. None of the above

and to also enter a freeform short description of the marker.

In 133 of 161 cases (82.6%) the coders agreed with each
other. In 123 of the cases (76.4% of the total) both coders’
choice was in agreement with that declared by the creator of



Figure 8. Boxplot of the number of branches (white regions, in this
case) per marker, for the entire study. The red horizontal line indicates
the median value, the box displays the inter-quartile rangecontaining
the central 50% of the data, while the whiskers indicate the extension
of the data without outliers (these are shown by the crosses).

the marker. For 148 of the markers (91.9%) at least one of
the two coders guessed the intention of the the creator of the
marker.

Discussion
The fact that in all sessions participants managed to draw at
least six valid markers, together with the high recognition
rate of the marker meaning by coders, confirms the first hy-
pothesis: people can, with minimal training, draw markers
recognisable by the system and that at the same time express
a concept or message which can be understood by others.
The difference in the number of markers produced per ses-
sions suggests that the DTAnalyser application can help in
creating valid markers. The distribution of branches indi-
cates that participants were able to create complex markers,
but generally drew simple ones – indeed in the experiment
there was no requirement nor incentive to favour complexity.

Even though participants were warned in the instructions,
artifacts specific to the whiteboard were often cause of frus-
tration. The version of the DTAnalyser application used in
this first experiment was unable to help with this kind of ar-
tifacts, so their presence somehow “disturbed” the compar-
ison of the two conditions. The visualisation of segmented
components was added to the DTAnalyser to remedy to this
problem. Automatic closure of open contours was consid-
ered as a possible extension of the software, however, it was
noticed that sometimes users deliberately leave small gaps
in the drawings as a way to reduce the levels of nesting – for
example this is the case for the windows of the car on the
bottom right of Figure 7 – making it very difficult to distin-
guish artifacts from deliberate choices.

EXPERIMENT 2: ROBUST MARKERS
Experimental Design
Based on the results from the first experiment, the second
experiment aimed at assessing the creation of markers which

Figure 9. Boxplot of the number of valid markers created per session.

are not only valid, but also robust to blur and low resolution
scanning. The experimental setup for the new experiment
was nearly identical to the first one, except that this time
the instructions covered the issues of marker robustness, and
subjects were asked to draw markers which could be read at
a (simulated) resolution of no more than200 × 200 pixels
or preferably no more than100× 100. The DTAnalyser ap-
plication was used in its current version, as described in the
“d-touch Technical Overview” section.

Experiment Description
Eight new pairs of volunteers took part in the second exper-
iment, 9 females and 9 males, age range between 20 and 32
(mean: 24.6, std. dev. 2.8). Subjects were recruited and
compensated as in the first experiment.

Results
Of the markers submitted by the participants only one did
not comply with the resolution requested in the instructions
and this was excluded from the following analysis. A total
of 58 valid markers were submitted over the 9 1-hour long
sessions, on average 6.4 valid markers in each of them (std.
dev. 2.0), ranging from a minimum of 3 to a maximum of
10, median 7. A selection of the markers produced in the
second experiment is reported in Figure 10. Out of the 58,
36 markers (61.1%) satisfied the more stringent requirement
of 100 × 100 pixels. The number of distinct IDs produced
was 44 (75.9%).

The average number ofbrancheswas 4.6 (std. dev. 2.6),
ranging from 3 to 21, median 4. The number of leaves per
marker was on average 6.26 (std. dev. 4.51), minimum 2
and maximum 25, median 5. Comparing these values with
the results from the “Feedback” condition in Experiment 1
through one-way ANOVA reveals that the difference in num-
ber of markers produced per session is significant (p<0.01),
as well as the difference in number of leaves per marker
(p<0.01), while no significant differences were found for
the number of branches per marker.



Figure 10. A selection of valid markers produced in the second experiment.

Marker Coding
The same volunteers who coded the first experiment coded
the second one as well, following the very same procedure.
In 47 of 58 cases (81.0%) the coders agreed with each other.
In 44 of the cases (75.9% of the total) the choice of both
coders was in agreement with what declared by the creator
of the marker. For 54 of the markers (93.1%) at least one of
the two coders guessed the intention of the the creator of the
marker.

Discussion
The second experiment demonstrates that novice users can
create robust valid markers with minimal training. Com-
pared to the first experiment, the increased complexity of
the task resulted in fewer markers created in each session,
and in lower complexity, at least taking the number of leaves
as an indicator.

Distinct IDs
Across both experiments a total of 219 valid markers were
created, 149 of them (64.8%) corresponding to distinct IDs,
while 34 IDs were repeated between 2 and 9 times. It must
be emphasised that each pair of users was only aware of the
IDs that they produced during the experiment and that they
were “blind” to the ones produced by other groups. While
further investigation is needed to assess how many distinct
IDs can be supported by the system, we expect that the num-
ber of IDs will be large enough to cover many mobile ap-
plications. We envision markers and IDs to be application-
specific, rather than having one central repository: with each
application maintaining its own database of d-touch mark-
ers. Moreover, multiple markers can be combined together
to increase the ID space; markers can be placed next to each
other and scanned simultaneously by the client. As an ex-
ample, using 2 markers from a set of 44 (as those produced
in the second experiment) yields 990 combinations.

Limitations
While the whiteboard proved to be easy to use by our sub-
jects, the artifacts suggest that the use of a digital medium,
such as a tablet computer should be reconsidered. The per-
formance recorded in the experiments is relative to a set ini-
tially empty: the difficulty of the task can be expected to
increase if subjects had to add markers with unique IDs to a

set already populated with hundreds of markers. More gen-
erally, the relatively small size of the ID address space (espe-
cially when compared to 2D barcodes) implies that markers
cannot encode URLs directly, so the IDs must be used as
keys to a database (on-line or residing on the phone itself).
Similarly, it would be difficult to encode checksum infor-
mation directly in the topology-based IDs, so redundancy is
more likely to be included through geometrical features.

CONCLUSION AND FUTURE WORK
This paper provided an overview of d-touch, a visual marker
recognition system based on image topology. d-touch mark-
ers are defined in terms of nesting dark and light regions.
We demonstrated through a user study how such system en-
ables people to design their own functional visual markers,
determining their aesthetic qualities and what they visually
communicate to others. The constraints imposed by d-touch
are flexible enough to allow novice users to create markers
which are visually expressive and at the same time machine
readable. The system is cross-platform and released under
an open source license. We hope that the material presented
here will open up new opportunities for the design of mobile
interfaces that use visual markers to relate digital informa-
tion to the physical world.

In the future we plan to conduct longitudinal studies related
to the design of d-touch markers, as well as mobile appli-
cations of the system, starting by uWiki. One specific as-
pect to be covered by future studies on marker design is the
avoidance of ID collisions. At the technical level, furtherin-
vestigation will explore the opportunity to use geometrical
features to differentiate markers with the same topological
structure.
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