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Abstract—This paper presents a multiple-symbol differential spa-
tial division multiple access (MS-DSDMA) system conceivedor low-
complexity and high-bandwidth-efficiency applications ograting in time-
varying fading channels, where no channel estimation is ragred. A
low-complexity adaptive multiple-symbol differential interference sup-
pression (MS-DIS) scheme is proposed, which is based on thearimum
signal-to-interference-plus-noise ratio (MSINR) critefion and facilitates
the implementation of the powerful multiple-symbol differential sphere
detection (MSDSD). Then, a practical three-stage turbo DISreceiver
design framework is proposed for the MS-DSDMA system, whichis
constituted by concatenating the adaptive DIS filter bank, he MSDSD
and the channel decoder. Both the EXtrinsic Information Transfer (EXIT)
chart analysis and the Monte-Carlo-based simulation resus show that
the proposed three-stage turbo DIS scheme is capable of aeking a
substantially enhanced performance in comparison to the cwentional
linear minimum mean-squared error (LMMSE) based adaptive receiver.
Furthermore, for the sake of significantly reducing the iterative detection
complexity, two complexity reduction techniques are devisd, namely the
a priori-LLR-threshold (ALT) and the adaptive-window-duration (A WD)
aided MSDSD schemes.

. INTRODUCTION

Owing to the scarcity of spectral resources, one of the mbjece
tives in the design of future communication systems is tlfieiefit
exploitation of the available spectrum, in order to accordate
the ever-increasing traffic demands. The most promisingtisol to
achieve this goal is based on the exploitation of the spdiilaé&nsion,
by using spatial division multiple access (SDMA) [1], whéne user-
specific channel impulse responses (CIRs) are estimatethaewokked
for differentiating the parallel uplink streams transeitt by the
different users. However, it was revealed in [2] that thetiplg-input
multiple-output (MIMO) system’s performance is highly séive to
the channel estimation errors, which may only be mitigatédeacost
of an excessive computational complexity and/or high mierheads
in many practical time-varying fading scenarios. Fortehatin cost-
and complexity-constrained applications there are opttoncircum-
vent the channel estimation, where the multiple-accessference
(MAI) may be estimated and exploited by an adaptive recaigang
a training sequence for the desired user. For example, taptiae
minimum mean square error (MMSE) scheme [3] using the le
mean square (LMS) or the recusive least squares (RLS) #igori
and the more recently proposed maximum signal-to-intenfes-
plus-noise ratio (MSINR) based differential interfererstgpression
(DIS) scheme [4]. For the former the interference suppoes§iter

is adapted in order to minimize the MSE between the tranechitt

signal and the filter's output signal, while for the lattee tfilter
coefficients are adjusted to maximize the SINR at its outpadt lzas
been demonstrated in [4] to be able to mitigate the effectsaafer
phase variations. Although they differ in their concepg MSINR
solution subsumes its MMSE-based counterpart as a spesal[B].
1). Firstly, inspired by the block least-squares algoritb[3]
designed for standard MMSE adaptation, a new adaptive phedti

powerful multiple-symbol differential sphere detector §MISD) of
[6]. 2). Secondly, as a benefit of employing the MSDSD, extiding
gains inherent in differential encoded systems may be gkbdiy
exploiting the correlation between the phase distortiogsegenced
by the consecutively transmitted symbols. In order to frtbxploit
the differential coding gains in the context of our adapt8-DIS
scheme, a new channel-code-aided three-stage turbo Dé&veeds
proposed, which allows a beneficial information exchangerayst
the concatenated adaptive MS-DIS filter bank, the MSDSD &ed t
channel decoder. 3). Thirdly, the neapriori-LLR-threshold (ALT)
based MSDSD scheme is conceived, which is further aided &y th
proposed adaptive-window-duration (AWD) technique in esrdo
achieve significant complexity reductions in the turbo DéSeiver.

II. MULTIPLE-SYmBOL DSDMA SYSTEM MODEL

We consider a discrete-time, complex baseband DSDMA system
transmitting in the uplink over flat fading channels, whicipgortsU
differential-modulation-basefy;-antenna-aided mobile stations (MS)
while having N, receive antennas at the base station (BS). Due to
pratical cost and size constraints, the employment of destngnsmit
antenna is assumed for each MS, M&.= 1. Hence, a narrowband
single-symbol system model may be constructed for thé& symbol
duration as follows:

U

> Suln]Hu[n] + Winl,
u=1
where Y[n] € CV*Nr S, [n] € CN**Nt and W[n] € CNexNr
denote the received signal and transmitted signal matnixefisas the
AWGN matrix having a distribution af A/ (0, 2¢2)), respectively. The
uth single-antenna-aided MS differentially encodes it®iimfation
symbolsV,[n] € M. = {&/*"™/M:m =0,1,--- , M —1}, each of
which contains lpg, M)-bit information, asS,[n] = V4 [n|S.[n —

1]. Furthermore, the CIR matrik.[n] is a (V: x N, )-dimensional
i.i.d. zero-mean unit-variance complex Gaussian matrikjctv is
also referred to as the user-specific spatial signature hhat to

be estimated in conventional SDMA systems. However, the CIR

Y[n]

1)

Alatrix H.[n] is not required at either the MS or the BS in the

DSDMA system considered for sake of circumventing the paatn
excessive-complexity and yet inaccurate channel estmati

Now, based on (1) we can also construct tnaltiple-symbol
DSDMA system model as:

Yikn) =YY, [kn] + Wikn] = St[kn]H, [kn] + Wlkn],

u=1
)
where thekth received signal block matri¥ [kx] containS Nuwind
consecutively received signal matrices. Hence we Heéy] =
[Y[(Nwing — 1)(k — DT -+ Y[(Nwina — 1)k]¥]”, and both the
channel'skth block matrixH,, [k ] as well as the AWGN'&th block

symbol DIS (MS-DIS) scheme is proposed based on our multiplghatrix W [k | are defined by vertically stacking th€,,;,, matrices

symbol differential SDMA (MS-DSDMA) system model for theksa
of reducing the filter adaptation overheads and, even mop®iim
tantly, for facilitating the implementation of the low-cqiexity yet
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H,[n] and W[n] (n = (Nwina — 1)(k — 1), -+, (Nwina — 1)k),
respectively. Moreover, théth diagonal block matrix of the trans-
mitted signalS?[kx] of the uth MS is constructed a8?[kn] =
diag{Su[(Nwina —1)(k—=1)] -+ Su[(Nwina — 1)k]}, which corre-
sponds to the lengtt&,;»,q — 1) information symbol block matrix
V., kv = [Vul(Nuina =) (k=D +1T - Vi [(Nuina— 1)K )7



I11. M ULTIPLE-SYMBOL DIFFERENTIAL SPATIAL DIVISION
MULTIPLE ACCESS

It is observed from both (1) and (2) that non-coherent déffeial
detection techniques cannot be directly applied at the B®dover
the information pertaining to a specific MS without suppiregshe
interference imposed by all the other MSs. Therefore, wé wge
the designed MSINR approach for interference suppressiothe

Fortunately, despite dispensing with the channel estanati the DS-
DMA system, the interference-plus-noise correlation iRaR: [k]
of (7) may be calculated by taking advantage of the diffeadipt
encoded transmission as follows:

R; [kn] = E{E] [kN]E, [kn]}, (9)

in which the multiple-symbol-based interference-plusseosignal

DSDMA system as advocated in [4]. However, rather than cdingu Matrix E, [kx] is defined as:

the uth MS’s linear vector filterf, [n] for each symbol duratiom,
we propose updatin, [kx] only once forNy;,q Symbol durations

based on the most recently receivdd,i.4 Signal matrices hosted

E,[kn] = \/g(X[kN] ~V, [kn]- X[ky']), (10)

by Y|ky] of (2). The resultant new multiple-symbol MSINR (MS_where " denotes the submatrix-wise multiplication of two matsce

MSINR) criterion reduces the filter-update overhead andtiaaiclly
facilitates the implementation of a low-complexity yet pul
multiple-symbol differential sphere detector (MSDSD) lire tfollow-
ing stage, hence achieving significant performance impneves.

A. Adaptive Multiple-Symbol Differential Interference Suppression

1) Multiple-Symbol MSINR Criterion: First of all, let us now
derive the MS-MSINR criterion with the aid of the multiplgrsbol
system model of (2). In order to extradt,..q differentially encoded
symbols transmitted consecutively by the desired user,ehartine

vth MS, from thekth block of N.,;»4 successively received symbols
hosted byY [kn] of (2), Y[kn] is passed through a linear vector

filter £, [kn] of length V., yielding the filter outputy, [k~ ] of length
N'Luind as:
yolkn] = Y[kn]f [kn]. ®)

and the block index ;" represents théth block shifted backwards
by n symbol durations. MoreoveN , [kx] = [Vu[(Nuwina — 1)(k —
DTV, [k~]T]T is the transmitted information symbol block matrix
of the vth MS, which becomes known to the receiver during the
training session or may be estimated by using the previoosidas
\A/},[n], (n = (Nwind — 1)(]{,‘ — 1), cee (Nwind — 1)]{,‘) Note that in
(10) the factor,/1/2 is included to ensure the validity of (9).

Consequently, botiR[kx] and R} [kx] may be estimated for the
kth length#V,,;»4 block without acquiring the CSI and then tracked
recursively in time-varing fading channels as follows:

Rlkn] = SR[kn — 1] + (1 = B)Y " [kn] Y [kn],
R, [kn] = AR, [kn — 1] + (1 = B)E] [kn]E, [kn],
where0 < g < 1 is the forgetting factor.

3) Adaptive Implementation of MS-DIS In practice, rather than
carrying out the high-complexity SVD to solve the geneediz

(11)
(12)

We define the multiple-symbol-based SINR as the ratio batwegigenvalue problem of (8), we apply the modified adaptive tdaw
the sum power of theN,, desired filter output components ofalgorithm of [8] to recursively update the DIS filtdy[kxy]. This
Y, [kx]f.[kn] and the sum power of théV,,q interference-plus- modified adaptive Newton algorithm, which was shown in [8] to
noise components dfY [kx] — Y., [kn])f.[kn]. Our goal is to find have a fast convergence and an excellent tracking capabitiay
the specific filterf,[kx] capable of maximizing the filter's output be summarized based on (11) and (12) as follows:

SINR, which may be mathematically expressed as: 1 P,[kn|EX [ky + 1E, [kn + 1Py [kn]
, Pylkny +1] = = ( Py[kn] — L= —— -
£ kx| (Rlkn] — RE[kn]) o [k ] [ 1] B ( (k] Trace(ul + E [kn + 1P, [kn]EX [ky + 1))
fu[kn] = max e . ,
fy [k ] f’u [kN]R'ZU[k:N]fv [kN] av[k:N + 1] = X[k/‘N + 1]f1f[k:N]7

— e Lo RN R[N (k] rolkn + 1] = Bro[ky + 1] + (1 — B)Y  [kn + 1)ay[kn + 1],
- H 7 ’
k] £57 [ ]RG [Ex o ] bulkn + 1] = Bbu[kn] + (1 = B)e [k + e, [k + 1],
whereR[kn] is the correlation matrix of the multiple-symbol-based ro[ky + 1]
received signalY [kn] of (2), which is defined as folkn +1] = bolkn + 1] by +1)°

2P, [kn + 1)f, [kn + 1]
1+ £ [kn + 1P, [kn + 1]f[kn + 1]
For algorithm initialization, we simply adog@P,[1] = 0.011x,.,
: - _ T - . )
matrix R',[kx] may be expressed as fu[1] __rv[l] = N%[ll <] _an_d d[1] = 1. Accordingly, the filter
) . fv[kn] is updated at the beginning of eadh,;,q4-symbol block and

R, [kn] £ E{(X[kn] — XY [kn])" (X[kn] — X, [kn])},  (6) itis used unaltered within théV,,:,4-symbol block to suppress the

U MAI induced by other MSs. In order to assess the MAI suppogssi

Z H [ky]H, [kn] + 205 Iy, . (7) capability of the multiple-symbol-based adaptive DIS sohe we
u=13utv examine the SINR loss (SINRL) at the output of the DIS fiftdk ]
in comparison to that achieved by the theoretically optirfidér
f7[kw~], which is obtained under the assumption of having perfect
channel knowledge at the receiver. More specifically, theR&l for
the knth Ny.inq-Symbol block can be expressed in dB as:

£ (kN R[EN £ kv £ [kn | RE [k ] o [kn]
feH [kn]RE [kn]fe [kn]fH [En R[N ]fy [kNJPS

(4)

Rlkn] & BE{Y" [kn]Y[kn]} = ZUjﬂf kvH,[ky]  (B) folky +1]=

u=1

and the multiple-symbol-based interference-plus-noiseretation

Following a similar derivation to that in [5], the maximi&at
problem of (4) leads to thgeneralized eigenvalue problem via the
method of Lagrange multipliers, which may be written as:

Rkn]fs [En] = ARL [kn]fo[kn]. ®)

2) MSMSNR-Based Differential Interference Suppression: It is
observed from (5) and (7) that in coherent-detection-aiS&MA
systems, channel estimation has to be carried out to acegiteMS’s Let us now characterize the SINRL suffered by the multiple-
spatial signaturdd,, k] for the sake of determining the coefficientssymbol-based adaptive DIS filter in comparison to its sirgylebol-
of the MS-MSINR filterf, [kn] by solving the generalized eigenvaluebased counterpart for both2ax 2 and for a8 x 8 uncoded DSDMA
problem of (8) using the singular-value decomposition ($\/@). system in Fig. 2(a). It is observed from Fig. 2(a) that the tipld-

SINRL £ 101log (
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Hg—1
symbol-based regime may impose a lower filter update coriiplak  sake of notational simplicity)p(y.|S%) ~ EXP(;Z“:(P) Yv) where

the cost of a slight degradation in its tracking capabifiyrthermore, we have v = &{y.yf|8?} = 8?%,8% + 2521r,, in which
regardless of the value aW..,s employed by the MSINR-based y;, = £{H H''} denotes theith MS’s channel covariance matrix.
DIS scheme, the conventional RLS-based LMMSE-DIS exhihits According to its definition [10], a reduced-complexity camgttion of
stronger sensitivity to the quality of the feedback decisiban that the a posteriori Log-Likelihood-Ratio (LLR) associated with thigh
of its MSINR-based counterpart in the decision-directediendrhis  transmitted bitz; at the output of the maximura-posterori (MAP)

results in an inferior tracking capability. On the other thaas the based MSDSD [6] may be finally expressed with the aid of Bayes’
fading channel becomes increasingly time-selective, ditah to the  theorem and the “max-sum” approximation as [11] :
initial filter training session at the very beginning of tsamssions,

the training-sequence-aided filter-coefficient refinenpeatess has to Lpa(z;) =1n Pr(mz_——l|yv)7 (24)
be carried out periodically and more frequently, hence isimmp an Pr(zs = 7£|y”)

increased filter training overhead. For example, as shovign2(b), ~—|usting'||” + In [Pr&Sing )]

in the context of an uncodefl x 2 DSDMA system,4% of the T HUéifX;lHQ Cn [Pr(s(ﬁ:;l)] 7 (15)

transmission resources are occupied by the training sessguired

for maintaining a relatively low SINRL when the normalizedpler

where U is an upper-triangular matrix, which may be obtained as

frequency isf; = 0.0001, while the training symbol overheadsU = (F diag{y.})*, and F is also an upper-triangular matrix
increase t@5% for f4 = 0.005. This is because the filter coefficientsgenerated using the Cholesky factorization of the matik +
rapidly become outdated in severely time-selective fadingnnels, 202In,,,,)”". Thus, thanks to the upper-triangular structure of
which results in a rapid symbol error probability (SEP) detgtion the matrixU, when evaluating Eq. (15), we may find the multiple-
at the output of the conventional differential detector @)Pwhich Symbol-based vecto&;p andxyi,p, (b= —1 or +1), which host

in turn erodes the MAI suppression capability of the DIS filteits  the MAP symbol and the corresponding bit estimates, resgégt
decision-directed mode. by the sphere detection (SD) algorithms [11]. Furtherméhe(x) of
Eq. (15) is thea priori probability, which may be computed based
on thea priori LLRs delivered by the outer channel decoder in an
iterative receiver. In the sequel, the extrinsic LLRg2(x;) may be
calculated by excluding the correspondiagoriori LLR, La2(x;),
from the a posteriori LLR, Lpa(z;), according toLga(z:) =

it ___LMMSE(N
MSNR (N
MSNR (N

Wmd:l) o fd:D‘ODOI (4% training overhead;

1) 49 fd:0‘001 (6% training overhead)

wind ™

=7) apl

wind i

fd=0.005 (25% training overhead

SNR=6 dB
v DQPSK

[N fd:0,0001
v\ Decision-Directed Filter Update
\ | ™., 2x2 uncoded DSDMA
2 \ \‘ 8x8 DSDMA

\

SNR=6 dB

, poPsK Lpa2(z;) — Laz(x;), which is then exploited by the outer decoder

| wind=7
2x2 uncoded DSDMA

after passing it through the interleaver.
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©
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As observed in Fig. 2(b), the decision-direct adaptive DiBesne
may be required to periodically refine the filter-coefficeenta the
training sequence for the sake of maintaining a desirabléope
mance in time-varying channels. In order to improve the iualf
the feedback decision, hence circumventing a potentialbessive
training sequence overhead, we propose a channel-code taid®

As mentioned previously, apart from its beneficial comgiexi DIS scheme for the DSDMA system supportiligMSs, as depicted
reduction, the multiple-symbol-based DIS scheme alsditiateis the in Fig. 1. At the transmitter of each MS, a block bfinformation bits
implementation of the MSDSD detection technique as a benéfit u; is first encoded by the convolutional channel encoder inrotale
imposing no further distortion to the phase difference leetvthe generate the coded bits, which are interleaved by the interleaver
consecutively transmitted symbols in addition to that eduBy the =. Then the resultant permuted bits of Fig. 1 are fed through
time-varying fading channel. Let us now briefly review thdtso the bit-to-symbol modulater/mapper. Note that the laheland ¢
input soft-output (SISO) MSDSD scheme, which will be used toepresent the uncoded and coded bits, respectively, pomdsg
generate the soft-bit-information for the desiretth user following to the specific module indicated by the subscript. At the BS of
the DIS stage. Under the assumption that the interferenpesed by Fig. 1, which is constituted by three modules, namely the filt&r
all other MSs was significantly mitigated after the DIS psxirg, bank, the MSDSD and the channel decoder, the extrinsicrirdtion
the probability density function (PDF) of the DIS filter's tput may be exchanged amongst the three concantenated companent
signal y.[kn] of (3) was conditioned on the transmitted signah number of consecutive iterations. Specifically, as showhig. 1,
S2[kx], which may be approximated for Rayleigh fading channeld(-) represents tha priori information expressed in terms of the
as [9] (the Nyinqa-symbol block indexky is omitted here for the LLRs, while E(-) denotes the correspondimgtrinsic information.

(a) For differentN,,;nq- (b) For different f.

Fig. 2. SINRL performance of the multiple-symbol adaptiveSDilter.

B. Multiple-Symbol Differential Sphere Detection
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(a) Hard-symbol-decision-direct. (b) Soft-symbol-decision-direct.

Fig. 3.  SINRL performance of the hard-symbol-decision- anét-symbol-
decision-direct multiple-symbol DIS filters.

1) Channel-Code-Aided Turbo DIS At the early stage of the
iterative detection process, namely when less confidengriori
information is gleaned from the channel decoder in compari®
that provided by the MSDSD (namely when the mutual infororati
(MI) Ig(,,) between theextrinsic value F(u1) and the bitu, is
smaller than that between tlegtrinsic value E(u2) and the bitus,

i.e. Ig(u,)), V,[kn] of (10) has to be obtained based on the outp

of the MSDSD by toggling the decision-directed mode switoh t

the ‘a’ location of Fig. 1, if the system is working in the d&ion-
directed mode. However, as soon asdhgiori information becomes
more confident during the iterative detection process, hamben
we havelg(u1) > Ir(us2), it is preferred to switch to the “channel-
code-aided” decision-directed mode by toggling the switcthe ‘b’
location in Fig. 1, so thaV  [kx] of (10) is calculated from the
priori information provided by the channel decoder, for the sake
enhancing the optimization of the DIS filter bank.

2) Soft-Symbol-Decision-Direct DIS Based on the idea of re-
taining the valuable soft-information contained in theposteriori
LLRs, which would be simply discarded by the action of sutijec
the LLRs to hard decisions, soft-symbol-decision-dir&$DD) DIS
is advocated, where the soft- rather than hard-decisionbelrs
caculated based on tlaepriori LLRs delivered either by the MSDSD
or by the channel decoder, which in turn is used as our estiiat
the transmitted symbol in (10) to adjust the DIS filter’s dmédnts.
In Fig. 3 we visualize the benefits of the SSDD scheme by pigptti
the filter's SINRL versus both the filter optimization iteéoat index
and thea priori Ml measured at its decision feedback branch seen
Fig. 1. Significant SINRL performance gains may be achieyethb
SSDD scheme, as observed in Fig. 3, over its hard-symbadidae
directed (HSDD) counterpart. More specifically, the effeof the
sharply-degraded SINRL experienced by the HSDD-DIS filtaemw
the a priori Ml is low may be substantially mitigated by employing
the SSDD-based regime. On the other hand, it is also obsénved
Fig. 3 that the adaptive DIS filter’s tracking capability ishanced for
both the DSDD- and SSDD-based techniques, when more confid
a priori information becomes available which is expected to beco
available owing to the beneficial information exchange agsbrthe
concatenated blocks of the three-stage turbo DIS recefvEigo 1.
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the ratio of the bit probabilities associated with and—1 [10], that
may be expressed d54(z;) = In %;%H. Therefore, the sign of
the resultant LLRs indicates whether the current bit is mikaly

to be +1 or —1, whereas the magnitude reflects how reliable the
decision concerning the current bit is. In the light of thise search
space of the MSDSD may be significantly reduced by invoking an
AtLT controlled technique. To be specific, when calculatihg &
posteriori LLR Lp2(x;) of (14) for theith bit component; of the bit
vectorx, the MSDSD search space may be reduced by a factaf of

if the a priori LLRs of J number of bit elements; (j #4,57 € J)
delivered by the channel decoder exhibit high magnituddsichw
are higher than the preset threshaldyr, as the iterative detection
proceeds. This is because the vector candidatessociated with
z; (j € J) having values opposite to those indicated by the sign
8F La(z;) (j € J) are unlikely to be the genuine transmitted bit
vector, which may be excluded from the search space.

On the other hand, it is intuitive that the LLR threshdld
cannot be set arbitrarily, since it plays a vital role in deti@ing the
system’s performance. Thus, the choiceTofir is investigated in
the context of a2 x 2) DSDMA system usingN.a = 4 at the
SNR of 6dB, where its impacts on the Extrinsic Information Transfer
(EXIT) curve [12] of the inner combined “DIS-MSDSD” decodef
Fig. 1 and on the MSDSD'’s computational complexity are Viged
in Figs. 4(a) and 4(b), respectively. It is observed in Fih)4hat
although the MSDSD’s computational complexity quantifieddérms
of the number of partial Euclidean distance (PED) evalustimay
be reduced by having an increasingly reduced valuel'ofr as
{he iterations continue, any further complexity reductamtieved is
becoming rather marginal when the LLR threshold decreastsvb
Tarr = 10. Furthermore, as seen in Fig. 4(a), setting the LLR
threshold to a value beloWarr = 10 also starts to result in a
conspicuously reduced area under the EXIT curve of the anated
“DIS-MSDSD” decoder, implying a loss in the system’s maximu
achievable rate [12]. Hence, based on the observations Figm4,
it is desirable to hav&'arr = 10, which is capable of achieving

gnsignificant complexity reduction for the MSDSD without feuiing

me

any substantial system performance losses.

2) Adaptive-Window-Duration Based MSDSD: In order to further
reduce the complexity imposed by the MSDSD decoder durieg th
iterative decoding process, an AWD based scheme is proposed

B. Reduced-Complexity MSDSD Design the MSDSD, where the observation window size employed by the
In order to reduce the complexity imposed by the MSDSD decod®ISDSD was initially set to the smallest value 8%,s4s¢ = 2, which
for the turbo DIS receiver of Fig. 1, two novel complexity vetion  will be slightly increased, as soon as the iterative deapgiirocess
techniques, namely thapriori-LLR-threshold (ALT) and adaptive- between the combined “DIS-MSDSD” decoder and the channel
window-duration (AWD), are devised in this section by takin decoder converges. The proposed AWD-aided MSDSD scheme is
advantage of the iterative detection mechanism. characterized with the aid of the EXIT chart seen in Fig. Sdjere
1) Apriori-LLR-Threshold Aided MSDSD: First of all, let us we may observe the transition of the decision-direct modenfthe
review the definition of the priori LLRs, which is the logarithm of MSDSD-based mode to the channel-code-based mode at thedseco
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BS. Owing to the stronger sensitivity of the RLS-based LMMiBEr

to the quality of the feedback decision in the decisionalad mode
as implied in Fig. 2(a), it is observed in Fig. 6 that @¥,;.q = 1
the coded LMMSE-based DSDMA system is slightly inferior t® i
MSINR-based counterpart in terms of the BER performancéinvit
the SNR range of interest. Furthermore, when the MS-DISraehe
operates in conjunction wittV,,;,q = 7, the MSINR-based system
using the ALT- and AWD-aided MSDSD is capable of achieving
an SNR gain of5 dB over its LMMSE-based counterpart at the
BER target of10~* in the channel-coded scenario associated with
fa = 0.001. Finally, observe in Fig. 6 that the error-floor induced by
a more severely time-selective channel may be significamifigated

by the proposed MSINR-based MS-DIS scheme in conjunctigh wi

Fig. 5.  Characterization of the adaptive-window aided s@hefor the the ALT- and AWD-aided MSDSD. More specifically, an SNR gain
MSDSD. of about7 dB can be achieved by the proposed turbo MS-DIS-aided
10° ‘ ‘ ‘ ‘ ‘ three-stage receiver employiny.,;.« = 7 in comparison to the
——f4=0.0001 conventional MSINR-based DIS-assisted system usifig,q = 1
4 f,=0.001 in the time-varying fading channel associated with= 0.005.
Coded System
. o 1,70.005
1o VI. CONCLUSION
MSINR . . . .
LMMSE~= — — — In this paper, a turbo MS-DIS-aided three-stage recelvep_ﬂ@ymg _
the MSDSD was proposed for the DSDMA system, which is suit-
x Uncoded System| . . . . . Lo
107 No=l able for low-complexity and high-bandwidth-efficiency &pations
in time-varying fading channels, where no channel estiomais
required. With the aid of the ALT- and AWD-aided MSDSD scheme
ol | devised, the MS-DSDMA system is capable of achieving a Bt
3 performance improvements over both its conventional LMMSE
2x2 DSDMA and MSINR-based DIS assisted counterparts, while imposing
%ASL':T)E{OD'S affordable computational complexity.
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