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Abstract

We propose a non-hierarchical decentralized algorithm for the asymptotic minimization of possibly time-varying convex functions. In our method, each agent in a network has a private, local (possibly time-varying) cost function, and the objective is to minimize asymptotically the sum of these local functions in every agent (this problem appears in many different applications such as, among others, motion planning, acoustic source localization, and environmental modeling). The algorithm consists of two main steps. First, to improve the estimate of a minimizer, agents apply a particular version of the adaptive projected subgradient method to their local functions. Then the agents exchange and mix their estimates using a communication model based on recent results of consensus algorithms. We show formally the convergence of the resulting scheme, which reproduces as particular cases many existing methods such as gossip consensus algorithms and recent decentralized adaptive subgradient methods (which themselves include as particular cases many distributed adaptive filtering algorithms). To illustrate two possible applications, we consider the problems of acoustic source localization and environmental modeling via network gossiping with mobile agents.
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I. INTRODUCTION

In many applications involving systems of autonomous interacting agents, the objective is to solve an optimization problem in which the cost function (hereafter termed the global function) can be decomposed as the sum of local cost functions, each of which is known by only one agent in a network. Applications that can be posed as such optimization problems include, among others, motion planning in multiagent systems [1], [2], acoustic source localization [3]–[5], and distributed adaptive filtering [6]–[8]. Typically, in these problems centralized approaches are not desirable because of physical limitations (the central agent may not have a direct connection with all other agents) or because of robustness issues (the system may fail if the central agent collapses). Therefore, a great deal of effort has been devoted to the development of non-hierarchical distributed optimization algorithms [1]–[7], [9]–[11]. In particular, here we focus on decentralized subgradient methods where agents can work massively in parallel and exchange information with point-to-multipoint links [1], [5], [6], [9], [11]. These approaches often give rise to low-complexity iterative optimization algorithms that are suitable for large-scale systems using a simple communication model among agents.

To date, the majority of distributed subgradient methods have focused on static systems where the cost function does not change during the iterations of the algorithm [1], [9], [11]. Formally, once these algorithms start running, agents have to wait until a good estimate of the minimizer of the global function is obtained in every agent. This process can take many iterations in large-scale systems, and in several applications agents may need to change frequently the local functions (and, consequently, the global function) to drop outdated information or to add new information gathered from the environment. For example, in estimation problems involving mobile sensor networks, agents may need to estimate a parameter of interest (e.g., the position of a target) by minimizing a global function that is built based on measurements, obtained at different locations, of a physical phenomenon (e.g., the sound intensity). As a result, if agents keep taking measurements of the environment after the optimization algorithm starts running, they may be able to improve the estimate of the parameter of interest by incorporating the new available information into new local cost functions. Unfortunately, most studies on distributed subgradient methods do not characterize the behavior of the algorithms in such dynamic systems.

A distributed algorithm that considers time-varying cost functions has been proposed in [5], [6]. The algorithm is based on the adaptive projected subgradient method [12], [13] (which itself is an extension of Polyak’s algorithm [17] to handle time-varying cost functions), and thus it can be applied

---

1 See [5], [6], [12]–[16] for applications of centralized optimization algorithms involving time-varying functions.
to problems where the environment is nonstationary or where incoming data from sensors has to be processed online and in real time. This algorithm uses a network model in which links are considered deterministic, but recent results in consensus algorithms [18]–[24] and also in distributed optimization problems with fixed cost functions [10], [11] have shown that modeling the network links among agents as random links is highly desirable for flexibility purposes. In particular, random links can easily model wireless networks in which agents communicate asynchronously with simple broadcast channels where simultaneous information exchange is not possible [20]. In such networks, the assumptions used in the analysis of the algorithm in [5], [6] are not satisfied, and thus the results in [5], [6] cannot be formally applied to important classes of multiagent-systems systems using wireless networks (in particular, the algorithms in Sect. IV cannot be derived from the method in [5], [6] owing to the assumptions on the communication model). An addition limitation of the analysis in [5], [6] is that it only shows conditions for the asymptotic minimization of the cost functions, which neither guarantees the convergence of the algorithm nor characterizes the convergence point.

To address the shortcomings of the above-mentioned schemes, we develop an iterative optimization algorithm that can deal with both time-varying cost functions and random links among agents. In the first step, as in [6], each agent improves its own local estimate of the minimizer of the (possibly time-varying) global function by applying a particular version of the adaptive projected subgradient method [12], [13] to its local cost function. In the second step of the algorithm, unlike [1], [5], [6], [9], agents communicate through possibly random links. More specifically, here we adopt a general communication model that includes as particular examples the methods used in recent algorithms for consensus via network gossiping [18]–[23]. Our approach has convergence guarantees in dynamic systems and can reproduce and extend, within a unified framework, many existing distributed algorithms. We can, for example, address the limitations of existing batch and adaptive algorithms by changing the cost functions (e.g., to consider the presence of mobile agents) and/or by choosing a different communication model. Convergence properties of those modified algorithms follow directly from the analysis of our general framework – they do not need to be studied separately for each possible scenario. In particular, we show how to derive, from the general method developed here, adaptive algorithms for environmental modeling (decentralized adaptive filtering) and for acoustic source localization with mobile agents. Note, however, that our algorithm in its most general form is by no means restricted to applications in these particular
domains.\footnote{A short version of this paper appeared in \cite{25}. Unlike the study in \cite{25}, here we show the full proof of our main results, additional convergence properties of the proposed algorithm, and also new algorithms for acoustic source localization and environmental modeling.}

The structure of the paper is as follows. Sect. II outlines basic tools in convex analysis and reviews a class of problems with many applications in multiagent systems. Sect. III introduces and analyzes the proposed algorithm, which solves the problem in Sect. II. In Sect. IV we show two possible applications of the proposed method: acoustic source localization and environmental modeling. The appendices contain the proof of lemmas and theorems.

\section{Preliminaries}

\subsection{Basic tools in convex analysis}

In this section we give a number of results and definitions that are extensively used in the discussion that follows. In particular, we denote by $\lfloor x \rfloor$ the largest integer not exceeding $x$. The component of the $i$th row and $j$th column of a matrix $X$ is given by $[X]_{ij}$. For every vector $v \in \mathbb{R}^N$, we define the norm of $v$ by $\|v\| := \sqrt{v^T v}$, which is the norm induced by the Euclidean inner product $\langle v, y \rangle := v^T y$ for every $v, y \in \mathbb{R}^N$. For a matrix $X \in \mathbb{R}^{M \times N}$, its spectral norm is $\|X\|_2 := \max \{ \sqrt{\lambda} \mid \lambda \text{ is an eigenvalue of } X^T X \}$, which satisfies $\|Xy\| \leq \|X\|_2 \|y\|$ for any vector $y$ of compatible size. In the sequel, $(\Omega, \mathcal{F}, \mathcal{P})$ always denotes probability spaces, where $\Omega$ is the sure event, $\mathcal{F}$ is the $\sigma$-field of events, and $\mathcal{P}$ is the probability measure. To avoid tedious repetition, we often omit the underlying probability spaces. Unless otherwise stated, we always use the Greek letter $\omega \in \Omega$ to denote a particular outcome. Thus, by $x_\omega$ ($X_\omega$), we denote an outcome of the random vector $x$ (matrix $X$). We also often drop the qualifier “almost surely” (or “with probability one”) in equations involving random variables.

A set $C$ is said to be convex if $v = \nu v_1 + (1 - \nu) v_2 \in C$ for every $v_1, v_2 \in C$ and $0 \leq \nu \leq 1$. If, in addition to being convex, $C$ contains all its boundary points, then $C$ is a closed convex set \cite{26,27}. The metric projection $P_C : \mathbb{R}^N \rightarrow C$ of a closed convex set $C$ maps $v \in \mathbb{R}^N$ to the uniquely existing vector $P_C(v) \in C$ satisfying $\|v - P_C(v)\| = \min_{y \in C} \|v - y\| =: d(v, C)$.

A function $\Theta : \mathbb{R}^N \rightarrow \mathbb{R}$ is said to be convex if $\forall x, y \in \mathbb{R}^N$ and $\forall \nu \in [0, 1]$, $\Theta(\nu x + (1 - \nu) y) \leq \nu \Theta(x) + (1 - \nu) \Theta(y)$ (in this case $\Theta$ is continuous at every point in $\mathbb{R}^N$). The $c$-sublevel set of a function $\Theta : \mathbb{R}^N \rightarrow \mathbb{R}$ is defined by $\text{lev}_c \Theta := \{ h \in \mathbb{R}^N \mid \Theta(h) \leq c \}$, which is a closed convex set for every $c \in \mathbb{R}$ if $\Theta$ is convex \cite{27}. Convex functions are not necessarily differentiable everywhere, so subgradients play a special role in the results that follow. In more detail, if $\Theta : \mathbb{R}^N \rightarrow \mathbb{R}$ is a convex
function, then the subdifferential of \( \Theta \) at \( y \), denoted by \( \partial \Theta(y) \), is the nonempty closed convex set of all subgradients of \( \Theta \) at \( y \):

\[
\partial \Theta(y) := \{ a \in \mathbb{R}^N | \Theta(y) + \langle x - y, a \rangle \leq \Theta(x), \forall x \in \mathbb{R}^N \}.
\]

(1)

In particular, if \( \Theta \) is differentiable at \( y \), then the only subgradient in the subdifferential is the gradient, i.e., \( \partial \Theta(y) = \{ \nabla \Theta(y) \} \).

We end this subsection with results that we use to simplify the analysis of the proposed algorithm.

**Fact 1:** ([13, Claim 2]) Let \( C \subset \mathbb{R}^N \) be a closed convex set having a point \( \tilde{u} \in C \) such that \( \emptyset \neq \{ h \in \mathbb{R}^N | ||h - \tilde{u}|| \leq \rho \} \subset C \) for some \( \rho > 0 \). If for given \( v \in \mathbb{R}^N \setminus C \) and \( t \in (0, 1) \) we have \( u_t := (1-t)\tilde{u} + tv \notin C \), then \( d(v, C) > \rho \frac{1-t}{t} = \rho \frac{||u_t - v||}{||u_t - \tilde{u}||} > 0 \).

**Theorem 1:** Assume that random vectors \( \{x[i]\} \) \( (i = 0, 1, \ldots) \) with \( E[||x[0]||^2] < \infty \) are defined on a probability space \( (\Omega, \mathcal{F}, P) \). Suppose that, for a given set \( C \subset \mathbb{R}^M \) and for any \( x^* \in C \), we have

\[
E[||x[i+1] - x^*||^2 | x[i], \ldots, x[0]] \leq ||x[i] - x^*||^2 - y[i] + z[i],
\]

where \( y[i] \) and \( z[i] \) are sequences of non-negative random variables that are functions of \( x[0], \ldots, x[i] \). If \( \sum_{i=0}^{\infty} E[z[i]] < \infty \), which also implies that \( \sum_{i=0}^{\infty} z[i] < \infty \) with probability one [28, p. 60], then we have the following properties:

1) the sequence \( \{ ||x[i] - x^*|| \} \) converges almost surely (or with probability one) for any \( x^* \in C \), and

\[ E[||x[i] - x^*||^2] < \infty; \]

2) the set of accumulation points \( \{ x_\omega[i] \} \) is not empty for almost every \( \omega \in \Omega \);

3) if two accumulation points \( x'_\omega \) and \( x''_\omega \) of the sequence \( \{ x_\omega[i] \} \) are such that \( x'_\omega, x''_\omega \notin C \), then the set \( C \) lies in a hyperplane equidistant from the points \( x'_\omega \) and \( x''_\omega \), or, in other words, \( ||x'_\omega - x^*||^2 = ||x''_\omega - x^*||^2 \) for every \( x^* \in C \);

4) With probability one, \( \sum_{i=0}^{\infty} y[i] < \infty \).

See [29, Theorem 1] for the proof of the first three properties. For the last property, see [30, Proposition 4.2] and the references therein.

**B. Problem formulation**

In this study we consider a multiagent optimization problem related to that in [5], [6]. In more detail, at time \( i \), we represent a network with \( N \) agents by a (random) directed graph denoted by \( \mathcal{G}[i] := (\mathcal{N}, \mathcal{E}[i]) \), where \( \mathcal{N} = \{1, \ldots, N\} \) is the set of agents and \( \mathcal{E}[i] \subseteq \mathcal{N} \times \mathcal{N} \) is the edge set [23]. The edges of the graph
indicate possible communication between two agents. More precisely, if agent \(k\) can send information to agent \(l\) at time \(i\), then \((k, l) \in E[i]\) (we assume that \((k, k) \in E[i]\)). Inward neighbors of agent \(k\) are denoted by \(N_k[i] = \{l \in \mathcal{N} | (l, k) \in E[i]\}\) (i.e., \(l \in N_k[i]\) is an agent that can send information to agent \(k\) at time \(i\)).

We assume that each agent \(k\) has knowledge of a local convex cost function \(\Theta_k[i] : \mathbb{R}^M \rightarrow [0, \infty)\) \((i \in \mathbb{N})\). Note that \(\Theta_k[i]\) is non-negative, possibly time-varying, and not necessarily differentiable. Now, define the global cost function \(\Theta[i] : \mathbb{R}^M \rightarrow [0, \infty)\) of the network by

\[
\Theta[i](h) = \sum_{k \in \mathcal{N}} \Theta_k[i](h),
\]

which is the function that the agents try to minimize at every time instant \(i\). We also assume that each agent has its own estimate \(h_k[i] (k \in \mathcal{N})\) of a minimizer of \((2)\) and that \(\Theta_k[i]\) is private information of agent \(k\). With these assumptions, if we also impose that all agents should reach consensus on a minimizer of \((2)\), we obtain the following optimization problem at time \(i\):

\[
\begin{align*}
\text{minimize} & \quad \sum_{k \in \mathcal{N}} \Theta_k[i](h_k[i]) \\
\text{subject to} & \quad h_k[i] = h_l[i], \quad \forall k, l \in \mathcal{N}.
\end{align*}
\]

Unfortunately, solving \((3)\) at every time instant \(i\) is difficult if the communication among agents is limited because in such a case agents have only partial information of the problem. Conventional iterative decentralized algorithms that are able to find an approximate solution of \((3)\) (for fixed \(i\)) may require many iterations, but in many real-time applications the optimization problem can change as often as every iteration of the algorithm (c.f. Sect. IV). To handle such dynamic scenarios, we devise an algorithm that allows the local functions to change during the iterative process and that solves \((3)\) asymptotically (a precise definition will be given soon). Here we mostly focus on the case where the problem in \((3)\) has spatially and temporally related local cost functions, as defined below. (This class of problems appears in many practical applications \([6]\).)

**Definition 1:** (Spatially related local functions) If, for any time index \(i\), the sets of minimizers of the local cost functions \(\Theta_k[i] (k \in \mathcal{N})\) have nonempty intersection, we say that the local functions \(\Theta_k[i] (k \in \mathcal{N})\) are *spatially related*. More precisely, the time-varying local functions \(\Theta_k[i] (k \in \mathcal{N})\) are spatially related.
related if the following holds for every \( i \in \mathbb{N} \):
\[
\Upsilon[i] := \bigcap_{k \in \mathcal{N}} \Upsilon_k[i] \neq \emptyset,
\]
where
\[
\Upsilon_k[i] := \left\{ h \in \mathbb{R}^M \mid \Theta_k[i](h) = \Theta^*_k[i] := \inf_{h \in \mathbb{R}^M} \Theta_k[i](h) \right\}
\]
(5)

Note that, in particular, if the local functions are spatially related, then \( \Upsilon[i] \) is a set of minimizers of the global function \( \Theta[i] \).

**Definition 2:** (Temporally related local functions) If the functions \( \Theta_k[i] \) \( (k \in \mathcal{N}) \) are such that the resulting global functions \( \Theta[i] \) \( (i \in \mathbb{N}) \) have a common set of minimizers, we say that the local functions \( \Theta_k[i] \) \( (k \in \mathcal{N}) \) are temporally related. In other words, the local functions \( \Theta_k[i] \) \( (k \in \mathcal{N}) \) are temporally related if \( \bigcap_{i \in \mathbb{N}} \Upsilon_G[i] \neq \emptyset \), where \( \Upsilon_G[i] \) is the set of minimizers of the global function at time \( i \):
\[
\Upsilon_G[i] := \left\{ h \in \mathbb{R}^M \mid \Theta[i](h) = \inf_{h \in \mathbb{R}^M} \Theta[i](h) \right\}
\]

The optimization problem in (3) can be seen as a sequence of optimization problems indexed by \( i \). If the local functions \( \Theta_k[i] \) are both spatially and temporally related, \(^3\) there is a point in \( \mathbb{R}^M \) that is a minimizer of every local cost function \( \Theta_k[i] \) and every global function \( \Theta[i] \) for every \( i \in \mathbb{N} \). As a result, (3) has at least one solution that does not depend on the time index \( i \), so we should seek those solutions that solve (3) for as many time indices \( i \) as possible (ideally, for all \( i \in \mathbb{N} \)). Unfortunately, except in special cases, computing a time-invariant solution of (3) (a solution that does not depend on \( i \in \mathbb{N} \)) can be only possible with a priori knowledge of \( \Theta_k[i] \) also for every \( i \in \mathbb{N} \) and \( k \in \mathcal{N} \), which is a very strong assumption in online algorithms because the functions \( \Theta_k[i] \) are dispersed throughout the network and are constructed as information is obtained. Nonetheless, with some mild additional assumptions, we can devise a low-complexity algorithm that guarantees mean square asymptotic consensus among agents and that, with probability one, minimizes asymptotically all local cost functions. (Note: if all local functions are minimized and agents are in consensus at time \( i \), we have a solution to the problem in (3) at time \( i \).) In addition, the algorithm also guarantees that, with probability one, all sequences \( \{h_k[i]\} \) \( (k \in \mathcal{N}) \) converge to a (random) vector that, loosely speaking, is “sufficiently” close to the set of points that minimize all but a finite number of global functions \( \Theta[i], i \in \mathbb{N} \). This last property shows that the time structure of the problem in (3) is also exploited. Before showing the algorithm, we need to formalize

\(^3\)If the cost functions are not spatially related, but the local functions are time-invariant, we can use, for example, the algorithms in [1], [9], [11] to solve (approximately) the resulting optimization problem.
what we mean by “asymptotic minimization of time-varying functions” and by “asymptotic consensus”.

**Definition 3: (Asymptotic minimization [13])** Let \( \Theta[i] : \mathbb{R}^M \rightarrow [0, \infty) \) be any given time-varying function, and denote by \( h[i] \in \mathbb{R}^M \) an estimate of a minimizer of \( \Theta[i] \), where \( i \) is the time index. Assume that, for every \( i \in \mathbb{N} \), there is a time-invariant scalar \( \Theta^* \in [0, \infty) \) such that \( \Theta^* = \inf_{h \in \mathbb{R}^M} \Theta[i](h) \). We say that an algorithm minimizes asymptotically \( \Theta[i] \) if the algorithm produces a (not necessarily convergent) sequence \( \{h[i]\} \) satisfying

\[
\lim_{i \to \infty} \Theta[i](h[i]) = \Theta^*.
\]

**Definition 4: (Asymptotic consensus [6])** We say that agents reach asymptotic consensus if the estimates \( h_1[i], \ldots, h_N[i] \) satisfy

\[
\lim_{i \to \infty} [(I - J)\psi[i]] = 0,
\]

where \( \psi[i] := [h_1[i]^T \ldots h_N[i]^T]^T, J := BB^T \in \mathbb{R}^{MN \times MN}, B := [b_1 \ldots b_M] \in \mathbb{R}^{MN \times M}, b_k = (1_N \otimes e_k)/\sqrt{N} \in \mathbb{R}^{MN}, 1_N \in \mathbb{R}^N \) is the vector of ones, \( e_k \in \mathbb{R}^M (k = 1, \ldots, N) \) is the standard basis vector, and \( \otimes \) denotes the Kronecker product. (The convergence of \( h_k[i] \) is not a requirement.)

In the last definition, note that \( J \) is the orthogonal projection matrix onto the consensus subspace

\[
\mathcal{C} := \text{span}\{b_1, \ldots, b_M\}.
\]

Therefore, if \( \psi[i] \in \mathcal{C} \), then \( (I - J)\psi[i] = 0 \) and all local estimates \( h_k[i] (k \in \mathcal{N}) \) are equal, i.e., we have consensus at time \( i \) if \( h_k[i] = h_j[i] \) for every \( k, j \in \mathcal{N} \).

**III. PROPOSED ALGORITHM**

To find in every agent a common point that minimizes all but finitely many global functions \( \Theta[i] \) \((i \in \mathbb{N})\), we use a simple algorithm that consists of two steps, each of which exploits directly the assumption that the local functions are spatially related.

In the first step of the algorithm, agents use the spatial relation assumption from a local perspective; each agent exploits the fact that there is a minimizer of *its own local function* that is also a minimizer of the global function. In more detail, each agent \( k \) improves its estimate \( h_k[i] \) of the minimizer of the global function by finding a point that is also an improved estimate of its own local cost function \( \Theta_k[i] \). Mathematically, as in [5], [6], each agent \( k \) applies a particular version of the adaptive projected
subgradient method [13] to its local function $\Theta_k[i]$:  
\[
    h_k'[i+1] = h_k[i] - \mu_k[i] \frac{(\Theta_k[i](h_k[i]) - \Theta_k'[i])}{(\|\Theta_k'[i](h_k[i])\|^2 + \delta_k[i])} \Theta_k'[i](h_k[i]),
\]
(8)

where $h_k'[i+1]$ is the resulting estimate after the subgradient update; $\Theta_k'[i](h_k[i]) \in \partial \Theta_k[i](h_k[i])$ (see (1)) is a subgradient of $\Theta_k[i]$ at $h_k[i]$; $\mu_k[i] \in (0,2)$ is a step size; $\Theta_k'[i] := \inf_{h \in \mathbb{R}^M} \Theta_k[i](h)$, $k \in \mathbb{N}$; $\delta_k[i]$ is arbitrarily chosen from $0 < \delta_k[i] \leq L$ if $\Theta_k'[i](h_k[i]) = 0$ or $\delta_k[i] = 0$ otherwise; $L > 0$ is an arbitrarily chosen upper bound for the choice of $\delta_k[i]$; and $h_k[0]$ is an arbitrary initial (deterministic) estimate of a minimizer of the global function $\Theta[0]$.

In the second step of the algorithm, agents use the spatial relation assumption from a global perspective; they use the fact that a point that minimizes every local function is also a minimizer of the global function. The main idea is that agents should try to reach consensus on their estimates in the hope that they agree on a point that minimizes every local function. Mathematically, for a network represented by a graph $G[i]$, agents exchange information locally with consensus algorithms similar to those in [18]–[23]:

\[
    h_k[i+1] = \sum_{j \in \mathcal{N}_k[i]} W_{kj}[i] h_j'[i+1], \quad k = 1, \ldots, N,
\]
(9)

where $W_{kj}[i] : \Omega \to \mathbb{R}^{M \times M}$ is a random weight matrix that agent $k$ assigns to the edge $(j,k)$ at time $i$ ($W_{kj}[i] = 0$ if $(j,k) \notin \mathcal{E}[i]$). We can rewrite (9) in the equivalent form $[h_1[i+1]^T \ldots h_N[i+1]^T]^T = P[i][h_1'[i+1]^T \ldots h_N'[i+1]^T]^T$, where $P[i] : \Omega \to \mathbb{R}^{MN \times MN}$ is given by

\[
    P[i] = \begin{bmatrix}
    W_{11}[i] & \cdots & W_{1N}[i] \\
    \vdots & \ddots & \vdots \\
    W_{N1}[i] & \cdots & W_{NN}[i]
    \end{bmatrix}
\]
(10)

with $W_{kj}[i]$ being the matrix of zeros if $(j,k) \notin \mathcal{E}[i]$. Here we assume that, periodically (c.f. Theorem 2), $P[i]$ is an $\epsilon$-random consensus matrix conditioned on $[h_1[i]^T \ldots h_N[i]^T]^T$ as defined below.

Definition 5: ($\epsilon$-random consensus matrix) For given $\epsilon \in (0,1]$ and graph $G(\mathcal{N},\mathcal{E}[i])$, we define an $\epsilon$-random consensus matrix conditioned on a random vector $\psi$ at time $i$ as a random matrix $P[i] : \Omega \to \mathbb{R}^{MN \times MN}$ satisfying the following properties:

1) $\left\| E[P[i]^T(I-J)P[i] | \psi] \right\|_2 \leq (1-\epsilon)$;

\[ \text{Note that (8) requires knowledge of the minimum value attained by the local functions. Although this information may seem to be a strong assumption, in many practical problems the minimum value attained by functions is available. Examples of such problems include all those where the objective is to find a point in the intersection of closed convex sets [13], and they are frequently found in, among other application domains, communication, optics, and signal and image processing [26]. In Sect.IV-A.3 we show two examples of applications.} \]
2) \( \|E[P_1^T P_2] \|_2 = 1; \)
3) \( P[v] \psi = \psi \) for every \( \psi \in \mathcal{C} \) (see (7)).
4) If \( P[i] \) is decomposed as in (10), then \( W_{kj} = 0 \) if \( (j, k) \notin E[i] \).

Note that \( \epsilon \)-random consensus matrices are a simple extension of conventional consensus matrices [18]–[23] to the case where consensus has to be reached over vectors. Therefore, we can use many different techniques [18]–[23] to build these matrices. Sect. IV has one example of such a technique.

Before showing the main properties of the algorithm, we introduce the following lemma, which is used to simplify the analysis.

**Lemma 1:** Assume that \( \{a[i]\} \) is a real sequence satisfying \( \lim_{i \to \infty} a[i] = 0 \). In addition, let \( \{\lambda[i]\} \) be a non-negative sequence such that \( 0 \leq \lambda[i] \leq 1 \) for every \( i \). If there exist \( I \in \mathbb{N} \) and \( \beta \in [0, 1) \) such that, for every \( l \in \mathbb{N} \), we have \( 0 \leq \lambda[i] \leq \beta \) for at least one time instant \( i \in [I, I + I] \), then

\[
\lim_{i \to \infty} \prod_{i=0}^{I} \lambda[i]^{n-1} a[j] = 0.
\]

**Proof:** The proof is shown in Appendix I. \( \square \)

We now summarize and analyze the proposed algorithm.

**Theorem 2:** (Broadcast adaptive subgradient method)
Consider the problem in Sect. II-B and assume that, for every \( i \in \mathbb{N} \) and conditioned on \( \psi[i] = [h_1[i] \cdots h_N[i]]^T, P[i] : \Omega \to \mathbb{R}^{MN \times MN} \) satisfies properties 2), 3), and 4) in Definition 5. To solve the problem described in Sect. II-B, we use the following sequence (which is obtained by combining (8), (9), and (10) in a single equation):

\[
\psi[i+1] = P[i] \left( \psi[i] - \left[ \begin{array}{c}
\mu_1[i] \alpha_1[i] \Theta_1[i](h_1[i]) \\
\vdots \\
\mu_N[i] \alpha_N[i] \Theta_N[i](h_N[i])
\end{array} \right],
\right)
\]

(11)

where \( \alpha_k[i] = (\Theta_k[i](h_k[i]) - \Theta_k^*[i])/(\|\Theta_k[i](h_k[i])\|^2 + \delta_k[i]) \) and \( \psi[0] \) is considered deterministic. (NOTE: other parameters have been defined after (8).) The algorithm satisfies the following:

(a) **(Mean square monotone approximation):**

Suppose that the local functions \( \Theta_k[i] \) are spatially related, and let the step sizes be within the interval \( \mu_k[i] \in (0, 2) \). Then, for every \( h^*[i] \in Y[i] \) (\( Y[i] \) is defined in (4)),

\[
E[\|\psi[i+1] - \psi^*[i]\|^2] \leq E[\|\psi[i] - \psi^*[i]\|^2]
\]

(12)
where $\psi^*[i] := [h^*[i]^T \ldots h^*[i]^T]^T \in \mathbb{R}^{MN}$.

(b) (Almost sure asymptotic minimization of the local cost functions):

Assume the following:

1) The step size in every agent is bounded away from zero and two, i.e., there exist $\epsilon_1, \epsilon_2 > 0$ such that $\mu_k[i] \in [\epsilon_1, 2 - \epsilon_2] \subset (0, 2)$;

2) $\Theta_k^*[i] := \Theta_k^* \in \mathbb{R}$, $i = 0, 1, \ldots$;

3) $\Upsilon := \bigcap_{i \geq 0} \Upsilon[i] \neq \emptyset$ (i.e., the local functions are spatially and temporally related);

4) There exists some $\mathcal{M} > 0$ satisfying $\|\Theta_k'[i](h_k[i])\| < \mathcal{M}$ for every $k \in \mathcal{N}$ and $i = 0, 1, \ldots$

(Assumption 3 guarantees $\emptyset \neq C^* := \{[h^T \ldots h^T]^T \in \mathbb{R}^{MN} | h \in \Upsilon\}$.) Then, with probability one and for any $\psi^* \in C^*$, the sequence $\{\|\psi[i + 1] - \psi^*[i]\|^2\}$ converges, and the local cost functions are asymptotically minimized, i.e., $\mathcal{P}(\lim_{i \to \infty} \Theta_k[i](h_k[i]) = \Theta_k^*) = 1$.

(c) (Mean square asymptotic consensus):

In addition to the assumptions above, for some fixed $\epsilon > 0$ and $I \in \mathbb{N}$, assume that in every interval $[l, l + I]$ ($l \in \mathbb{N}$) there exists $i \in [l, l + I]$ such that the matrix $P[i]$ is an $\epsilon$-random consensus matrix conditioned on $\psi[i]$. Then we have asymptotic mean square consensus, i.e.,

\[
\lim_{i \to \infty} \mathbb{E}[\|(I - J)\psi[i]\|^2] = 0.
\]

(13)

(d) (Almost sure convergence of $\psi[i]$):

If the assumptions in part (c) hold and $C^*$ does not lie in a hyperplane, then, with probability one, $\psi[i]$ converges to a random vector $\hat{\psi}$ that satisfies $(I - J)\hat{\psi} = 0$ (i.e., the estimates $h_k[i]$ of every agent converge, and the agents reach consensus asymptotically).

(e) (Characterization of $\hat{\psi}$) Assume that the conditions of (d) hold. By (b) and (d), for almost every $\omega \in \Omega$, we know that $\psi_\omega[i] = [h_{1,\omega}[i]^T \ldots h_{N,\omega}[i]^T]^T$ converges to a vector $\hat{\psi}_\omega = [\hat{h}_\omega^T \ldots \hat{h}_\omega^T]^T \in \mathbb{R}^{MN}$ $(\hat{h}_\omega \in \mathbb{R}^M)$ and that $\lim_{i \to \infty} \Theta_k(h_k[i]) = 0$ for every $k \in \mathcal{N}$. If, for an interior $\tilde{u}$ of $\Upsilon$ (which has an interior point because $C^*$ does not lie in a hyperplane), we have that

$$
(\forall \epsilon > 0, \forall r > 0, \exists \xi_\omega > 0) \inf_{i \in \mathcal{S}_\omega} \sum_{k \in \mathcal{N}} \Theta_k[i](h_k[i]) \geq \sum_{k \in \mathcal{N}} \Theta_k^* + \xi_\omega,
$$

where $\mathcal{S}_\omega := \{i \in \mathcal{N} | \sum_{k \in \mathcal{N}} d(h_k[i], \leq \Theta_k) > \epsilon \}$ and $\sum_{k \in \mathcal{N}} \|\tilde{u} - h_k[i]\| \leq r$, then $\hat{h}_\omega$ satisfies $\hat{h}_\omega \in \lim \inf_{i \to \infty} \Upsilon[i]$, where $\lim \inf_{i \to \infty} \Upsilon[i] := \cup_{i=0}^\infty \cap_{n \geq i} \Upsilon[n]$ and the overbar operator denotes the closure of a set.

Proof: The proof builds on the results in [6], [13], [16] and is given in Appendix II.
Recall that, when the local functions are spatially related, the problem in (3) is solved when the following properties are satisfied: i) every local function is minimized and ii) the agents are in consensus ($h_1[i] = \ldots = h_N[i]$). These two properties are satisfied asymptotically when we apply the proposed algorithm. More precisely, the local cost functions are asymptotically minimized with probability one (Theorem 2(b)) and agents reach mean square consensus (Theorem 2(c)). In addition, Theorem 2(d)-(e) shows that agents reach consensus not only in the mean square sense, but also with probability one, and their estimates $h_{k,\omega}[i]$ ($k \in \mathcal{N}$) converge to a point in $\liminf_{i \to \infty} \Upsilon[i]$, which is the closure of the set of minimizers of all but finitely many global functions $\Theta[i]$ ($i \in \mathbb{N}$). This last property shows that the algorithm exploits the temporal structure of the sequence of optimization problems in (3). (Theorem 2(a) says that, if the local function is only spatially related at time $i$, in the mean square sense, the Euclidean distance of $[h_1[i]^T \ldots h_N[i]^T]^T$ to a solution of (3) does not increase.)

**Remark 1:** (On Theorem 2)

1) The algorithm in Theorem 2 cannot be analyzed with the deterministic approach in [6] because the mapping $T : \mathbb{R}^{MN} \rightarrow \mathbb{R}^{MN}$ defined by $T(\psi) = P_\omega[i] \psi$ is not necessarily nonexpansive, i.e., $\|T(x) - T(y)\| \leq \|x - y\|$ does not necessarily hold. Nonexpansive mappings play a crucial role in the analysis of the algorithm in [6], and the scheme in Theorem 2 includes as a particular case the method in [6].

2) (Asynchronous operation) For simplicity, assume that agents want to minimize a time-invariant global function $\Theta(h) = \sum_{k \in \mathcal{N}} \Theta_k(h)$, where $\Theta_1, \ldots, \Theta_N$ are spatially related. Suppose that agents are not synchronized and they do not necessarily apply the first step of the algorithm, the subgradient updates in (8), all at the same time. To model this scenario, we can consider that agent $k$ only applies the subgradient method at time instants $i \in I_k \subset \mathbb{N}$, where $I_k$ is an infinite set. In doing so, we can consider that agents are using the following sequence of spatially and temporally related local functions:

$$\tilde{\Theta}_k[i](h) = \begin{cases} 
\Theta_k(h), & i \in I_k \\
\Theta^*_k & \text{otherwise.}
\end{cases}$$

Note that, with the time-varying local functions defined above, for every $l \in \mathbb{N}$, the set of minimizers of the original function $\Theta$ can be equivalently expressed as $\Upsilon = \cap_{i \geq l} \Upsilon[i]$, where $\Upsilon[i]$ is the set of minimizers of $\tilde{\Theta}[i]$. Likewise, if agents also do not want to exchange information (as in (9))
whenever a subgradient update is applied, we can use the following sequence of random matrices

\[
\tilde{P}[i] = \begin{cases} 
    P[i], & i \in \mathcal{I}_P \\
    I & \text{otherwise},
\end{cases}
\]

where \( \mathcal{I}_P \subset \mathbb{N} \) is an infinite set that shows time instants in which information is exchanged among agents, and \( P[i] \) is the random matrix corresponding to the communication scheme. By applying \( \tilde{\Theta}[i] \) and \( \tilde{P}[i] \) to the algorithm in Theorem 2, we conclude that, with probability one, agents produce sequences \( \{h_k[i]\}, k \in \mathcal{N} \), that converge to a common point in \( \bigcup_{i=0}^{\infty} \bigcap_{n \geq i} \mathcal{Y}^{[n]} = \bigcup_{i=0}^{\infty} \mathcal{Y} = \mathcal{Y} \), which, as discussed above, is the set of minimizers of the global function \( \Theta \).

3) (Adding constraints) Constraints can also be easily added by considering time-varying cost functions. For example, with the assumptions in Theorem 2(b), let \( \Theta_k : \mathbb{R}^M \to [0, \infty) \) be a (fixed) cost function known by agent \( k \). Suppose that the agent has knowledge of a set \( C \) such that \( \mathcal{Y} \subset C \). Then we can use the following time-varying cost function instead of the original function \( \Theta_k : \mathbb{R}^M \to [0, \infty) \):

\[
\tilde{\Theta}_k[i](h) = \begin{cases} 
    \Theta_k(h), & i \text{ odd} \\
    d(h, C) + \Theta_k^* & i \text{ even},
\end{cases}
\]

Applying the proposed method to \( \tilde{\Theta}_k[i] \) and using similar arguments to those in Remark 1.2, we conclude that every agent will find a common point that satisfies all constraints and minimizes every local function.

IV. POSSIBLE APPLICATIONS

In this section, we specialize the scheme in Theorem 2 to derive new distributed algorithms for acoustic source localization (Sect. IV-A) and for environmental modeling (Sect. IV-B). In the acoustic source localization problem, we show that batch incremental methods such as those in [3] can be easily modified to become adaptive, parallel algorithms operating with gossip networks and with mobile sensors. In the environmental modeling problem, we show that existing distributed set-theoretic adaptive filters can also be straightforwardly extended to gossip networks. In both applications, in ideal scenarios, the convergence properties of these particular cases of our general optimization algorithm follow directly from Theorem 2. (This is in stark contrast with many existing distributed adaptive algorithms, which are typically devised to solve specific problems, such as, for example, system identification with linear filters.) We also show that, in practice, these particular cases of our general method can have good performance even when
many assumptions of Theorem 2 are just rough approximations.

A. Coordinated acoustic source localization

1) Problem description and existing solutions: The objective is to estimate the unknown location \( \mathbf{x}^* \in \mathbb{R}^2 \) of an acoustic source with \( N \) agents distributed at spatial locations \( \mathbf{x}_k \in \mathbb{R}^2 \) (\( k = 1, \ldots, N \)). (We later extend this problem to the case where agents are mobile.) Each agent knows its own position \( \mathbf{x}_k \) and the acoustic source power \( A \). In addition, agents are equipped with an acoustic sensor, so they also know the sound intensity at their position. (With this information, the agents can estimate the range of the acoustic source from the received volume, but not the direction.) In more detail, the acoustic power perceived by agent \( k \) can be modeled as

\[
y_k = \frac{A}{\| \mathbf{x}_k - \mathbf{x}^* \|^2} + n_k, \tag{14}
\]

where \( n_k \) is a noise sample. For mathematical simplicity, noise is often modeled as Gaussian, even though this assumption is unrealistic because \( y_k \) should be always positive. Nonetheless, algorithms using this unrealistic assumption often give good performance when deployed in real-world scenarios [31].

Given the statistical distribution of the noise, we can estimate the position of the target with the maximum-likelihood approach [31]. However, in this application the likelihood function is not a concave/convex function, so computing a global maximum/minimum may not be an easy task. To devise simple decentralized algorithms, we can consider the following convex optimization problem [3]:

\[
\mathbf{x}_{\text{opt}} \in \arg \min_{\mathbf{h} \in \mathbb{R}^2} \sum_{k=1}^{N} d(\mathbf{h}, D_k), \tag{15}
\]

where \( D_k \) is given by \( D_k := \{ \mathbf{h} \in \mathbb{R}^2 \mid \| \mathbf{h} - \mathbf{x}_k \| \leq \sqrt{A/y_k} \} \). When noise is not present, the solution set of the optimization problem in (15) is \( \cap_{k=1}^{N} D_k \ni \mathbf{x}^* \). If the acoustic source position \( \mathbf{x}^* \) lies in the convex hull of the agents’ locations, i.e., \( \mathbf{x}^* \in H \) where

\[
H = \left\{ \mathbf{x} \in \mathbb{R}^2 \left| \mathbf{x} = \sum_{k=1}^{N} \alpha_k \mathbf{x}_k, \ \alpha_k \geq 0, \ \sum_{k=1}^{N} \alpha_k = 1 \right. \right\}, \tag{16}
\]

then the unique point in \( \cap_{k=1}^{N} D_k \), the solution to the problem in (15), is \( \mathbf{x}^* = \mathbf{x}_{\text{opt}} \) [3]. The incremental projection-onto-convex-sets (POCS) algorithm [3], a low-complexity, decentralized algorithm, can thus be used to solve (15) in this scenario (this method has some parameters that can be adjusted to deal with

\footnote{We can use the same techniques developed in [3] to extend the proposed algorithm to the case where \( A \) is unknown. For brevity, we do not consider such extensions here.}
noise). However, this algorithm requires the definition of a path visiting all agents in the system, which is a difficult task in large-scale networks. Furthermore, during the iteration process, new measurements can be available to the agents, but the incremental POCS algorithm does not use such information. An additional limitation of this algorithm is that it does not consider mobile agents.

2) Proposed algorithm: To derive our proposed algorithm, we first start by introducing the time-varying cost function that we minimize asymptotically. We start by assuming that agents are mobile and that they constantly take new samples of the acoustic sound intensity. Therefore, to model this dynamic scenario, we replace the model in (14) by

\[ y_k[i] = \frac{A}{\|x_k[i] - x^*\|^2} + n_k[i], \]  

(17)

where \( y_k[i] \), \( x_k[i] \), and \( n_k[i] \) are, respectively, the acoustic sound intensity, the position of the \( k \)th agent, and the noise sample of agent \( k \), all at time \( i \). Agents take samples of the acoustic sound intensity at different positions, so they have access to samples with varying signal-to-noise ratio (SNR) (which is high in positions close to the acoustic source). Therefore, as many samples are available to estimate the position of the acoustic source in every agent, here we use those with potentially high SNR. In more detail, we keep in the memory of each agent only the largest observed sample \( y_k[i] \) and the corresponding position \( x_k[i] \) (up to time \( i \)). The index of this sample can be mathematically expressed by \( l_k[i] = \arg\max_{l \in \{0,1,...,i\}} y_k[l] \). For notational simplicity, hereafter we denote \( l_k[i] \) by \( l_k \), and the dependence of \( l_k \) with \( i \) is implicit. Now, consider the following (time-varying) set in agent \( k \):

\[ D_k[i] := \begin{cases} \mathbb{R}^2 & \text{if } y_k[l_k] \leq c_k[i], \\ \left\{ h \in \mathbb{R}^2 | \|h - x_k[l_k]\| \leq \sqrt{\frac{A}{y_k[l_k] - c_k[i]}} \right\} & \text{otherwise}, \end{cases} \]

where \( c_k[i] \) is a parameter used to increase the reliability of the sphere \( D_k[i] \) when noise is present.

In the noiseless case, we can use the same arguments used after (15) to conclude that the position of the acoustic source satisfies \( x^* \in \bigcap_{k \in \mathcal{N}} D_k[i] \) for every \( i \in \mathbb{N} \) and \( c_k[i] \in [0,\infty) \). In this scenario, at time \( i \), the set \( \bigcap_{k \in \mathcal{N}} D_k[i] \supseteq x^* \) is also the solution set of \( \arg\min_{h \in \mathbb{R}^2} \sum_{k \in \mathcal{N}} \Theta_k[i](h) \), where the local (time-varying) functions are given by

\[ \Theta_k[i](h) = \|h - P_{D_k[i]}(h)\|. \]  

(18)

\[ ^6 \text{We could easily derive variations where only the largest sample within an interval is used. This idea could be useful to track mobile acoustic sources.} \]
Therefore, in ideal scenarios, the local functions in (18) are spatially and temporally related because \( \Theta[i](x^*) = 0 \) for every \( i \in \mathbb{N} \). In particular, if \( c_k[i] = 0 \) and \( x^* \) belongs to the convex hull defined by the positions \( x_k[l_k] \ (k \in \mathcal{N}) \), then we also have that \( x^* \) is the only point in the intersection \( \bigcap_{k \in \mathcal{N}} D_k[i] \).

If noise is present, we can increase the radius of the spheres \( D_k[i] \) by increasing the parameter \( c_k[i] \) to guarantee that \( \Theta[i](x^*) = 0 \) (or, equivalently, \( x^* \in \bigcap_{k \in \mathcal{N}} D_k[i] \)) with high probability. However, later we show that in practice the resulting algorithm works well even with \( c_k[i] = 0 \) in the presence of noise.

The main idea of the proposed method for acoustic source localization is thus to use the scheme in Theorem 2 to minimize asymptotically \( \Theta[i] \) and to find a fixed point that minimizes as many global functions \( \Theta[i] \) as possible. Such a solution is expected to be a good estimate of \( x^* \) because \( x^* \) is a minimizer of every global function at any time instant, i.e., \( \Theta[i](x^*) = 0 \) for every \( i \in \mathbb{N} \).

Having defined the sequence of global functions to be minimized asymptotically, we now turn our attention to the communication model. Owing to the nature of wireless channels, if agent \( k \) broadcasts an estimate \( h_k[i] \), all other agents within a certain distance are able to receive this information. To exploit this physical characteristic of wireless channels, we use the communication model in [20]. In more detail, we assume that, at each iteration, only agent \( k \), selected uniformly at random, broadcasts its estimate \( h_k[i] \). Then all agents within range \( R \), i.e., all agents in the set

\[
\mathcal{N}_k[i] := \{ j \in \mathcal{N} \mid ||x_k[i] - x_j[i]|| \leq R \}
\]  

mix their estimates with that received from agent \( k \). To be more precise, given that agent \( k \) has been selected at time \( i \) in realization \( \omega \), we express this communication model as in (9) by using the following matrix \( W_{kj,\omega}[i] \):

\[
W_{jl,\omega}[i] = \begin{cases} 
I, & j \notin \mathcal{N}_k[i]\{k\} \text{ and } j = l \\
\gamma I, & j \in \mathcal{N}_k[i]\{k\} \text{ and } j = l, \\
I - \gamma I, & j \in \mathcal{N}_k\{k\} \text{ and } l = k, \\
0, & \text{otherwise},
\end{cases}
\]  

where \( \gamma \in (0, 1) \) is a mixing parameter. If the communication range \( R \) is long enough so that the graphs \( G[i] \) with the neighboring rule in (19) are (strongly) connected, then the matrices \( P[i] \ (i \in \mathbb{N}) \), which are random block matrices having \( W_{kj}[i] \) as submatrices (see (10)), are \( \epsilon \)-random matrices for some \( \epsilon > 0 \). This fact can be proven with the results in [20] and the references therein. We omit the details for brevity.
Applying the local cost functions in (18) and the communication model in (20) to the scheme in (11), we arrive at the following algorithm:\footnote{A subgradient of $\Theta_k[i]$ at $h$ is $\Theta_k'[i](h) = (h - P_{D_k[i]}(h))/\|h - P_{D_k[i]}(h)\| \ [13]$.
}

\textbf{Algorithm 1: (Proposed algorithm):}

1) Initialize the estimates $h_k[i]$ with an arbitrary $h_k[0] \in \mathbb{R}^2$.
2) Move all agents and take new samples of the acoustic sound intensity.
3) Keep in the memory of each agent the largest sample observed so far and its corresponding position (the sample and position are denoted by, respectively, $y_k[l_k]$ and $x_k[l_k]$)
4) Agents apply the subgradient update defined in (8): for all $k \in \mathcal{N}$,
\[
h'_k[i + 1] = h_k[i] + \mu_k[i] \left( P_{D_k[i]}(h_k[i]) - h_k[i] \right),
\]
where $\mu_k[i] \in (0, 2)$ is the step size and
\[
P_{D_k[i]}(h) =\begin{cases} h, & \text{if } h \in D_k[i] \\ x_k[l_k] + \sqrt{\frac{A}{y_k[l_k] - c_k[i]}} \frac{h - x_k[l_k]}{\|h - x_k[l_k]\|} & \text{otherwise.} \end{cases}
\]
5) Choose $m \in \mathcal{N}$ uniformly at random.
6) Agent $m$ broadcasts $h'_m[i + 1]$
7) Agents within distance $R$ to agent $m$ mix the received estimate $h'_m[i + 1]$ with their own estimates $h_j[i]$: \[
h_j[i + 1] =\begin{cases} \gamma h'_j[i + 1] + (1 - \gamma) h'_m[i + 1], & \text{if } j \in \mathcal{N}_m[i]\{m\}, \\ h'_j[i + 1], & \text{otherwise} \end{cases}\]
where $\gamma \in (0, 1)$ is a mixing parameter common to all agents.
8) Increment $i$ and go to step 2.

Note that Algorithm 1 requires neither simultaneous information exchange nor agents to be aware of the position or the number of their neighbors. In addition, unlike incremental methods, we also do not need to define a path visiting all agents.

3) \textit{Numerical simulations:} In a $100 \times 100$ field, at each realization of the simulation we randomly distribute 36 agents and place an acoustic source with $A = 100$ at $x^* = [50 \ 50]^T$. Each agent measures the acoustic power at their own locations according to (17). The noise samples $n_k[i]$ are i.i.d. and drawn
from a Gaussian distribution with variance $\sigma_k = 1$ and mean zero. For simplicity, to obtain the samples $y_k[i]$ at time $i$, agents choose positions $x_k[i]$ uniformly at random within the region of interest.

We simulate two different versions of the proposed algorithm (Proposed-1 and Proposed-2) that differ in the choice of the parameter $c_k[i]$. In more detail, Proposed-1 uses $c_k[i] = 0$, and Proposed-2 uses $c_k[i] = 4\sigma_k$ (this last value guarantees that $x^* \in D_k[i]$ with high probability and that the radius of the sphere $D_k[i]$ is not excessively increased when samples $y_k[i]$ are taken close to the acoustic source location). Other parameters are equal in both Proposed-1 and Proposed-2: $\mu_k[i] = 1$, $R = 30$, and $\gamma = 0.5$.

We compare the proposed method with the incremental POCS algorithm [3], which is the algorithm we build on to derive the proposed adaptive method. The incremental POCS algorithm uses fixed agents (i.e. $r_k[i] = r_k[0]$ for all $i$ and $k$) and just a single sample of acoustic sound intensity to estimate the acoustic source location. In this algorithm agents are activated using a greedy rule: from all agents not previously selected in a cycle, the next agent in the cycle is the one closest to the current agent.\(^8\) To mitigate noise, we set the step size of the incremental POCS algorithm to 0.2.

The performance of interest is the average mean square error (MSE) of the agents:

$$\text{MSE}[i] = E \left[ \frac{1}{N} \sum_{k=1}^{N} \| h_k[i] - x^* \|^2 \right].$$

We compute expectations by averaging the results of 100 realizations of the simulation. Fig. 1 shows the simulation results.

We can see that both proposed algorithms greatly decrease the estimation error compared to the incremental POCS algorithm. The superior performance of the proposed methods is explained by two facts: (i) agents are mobile, so they can take samples close the acoustic source; and (ii) agents can choose a suitable cost function as data becomes available.\(^9\)

An additional good feature of the proposed algorithm is that it does not require the definition of a path visiting all agents in the system. Agents are randomly selected, broadcast their estimates, and only those agents within the communication range mix estimates. No feedback is necessary, so agents can ignore the position and the number of neighbors. In many applications, this communication model could be enough to justify the use of the proposed method over incremental methods (even if the performance

\(^8\)If in the simulation we have that $y_k < 0$ (not physically possible, but it can happen in the simulation because of the acoustic model we adopted), then the corresponding agent simply sends the estimate of the previous agent of the cycle to the next agent in the cycle.

\(^9\)In contrast, batch methods, such as the incremental POCS algorithms, consider fixed sets/cost functions, so, formally, they cannot incorporate new information obtained by taking samples at different positions if the algorithm has already started to run.
of the proposed method were inferior to that of incremental methods). The reason is that acquiring a path visiting all agents is a difficult problem to solve in large-scale networks, and the proposed method does not need to solve such problems.

The performance of Proposed-2 is better than that of Proposed-1 because the former expands the sets $D_k[i]$, thus increasing the probability that $x^* \in \bigcap_{k \in \mathcal{N}} D_k[i]$. Note that the parameter $c_k[i]$ in Proposed-2 does not unduly increase the “size” of $\bigcap_{k \in \mathcal{N}} D_k[i]$. (Sets $\bigcap_{k \in \mathcal{N}} D_k[i]$ that are too large can give poor estimates because not all points in these sets are necessarily close to $x^*$.) The jumps and the initial unsteady behavior shown by the MSE curves of the proposed algorithms are explained by the fact that agents take samples at random locations. Therefore, until samples with sufficiently high SNR are obtained in every agent, the sets $D_k[i]$ are not reliable, and the subgradient updates can unduly increase the estimation error. Note that the sets used by Proposed-2 are always more reliable than those used by Proposed-1 because of the larger expansion factor $c_k[i]$, and this fact explains why the unsteady behavior of Proposed-1 lasts longer than that of Proposed-2.

B. Environmental modeling

1) Problem description: Suppose that a physical phenomenon (e.g., temperature, salinity, density of adversarial agents, etc. [32]) in a region of interest $\mathcal{D} \subset \mathbb{R}^D$ is expressed by a function $g : \mathcal{D} \to \mathbb{R}$ that can be well approximated by $f : \mathcal{D} \to \mathbb{R}$ defined below:

$$f(x) := \alpha^T \Phi(x) \approx g(x),$$

(21)
where \( x \in \mathcal{D} \) is a spatial coordinate, \( \Phi(x) := [\phi_1(x) \ldots \phi_L(x)]^T \in \mathbb{R}^L \), \( \phi_n : \mathbb{R}^D \rightarrow \mathbb{R} \) is the \( n \)th basis function (e.g. Fourier series, wavelets, radial basis functions, etc.), \( \alpha := [\alpha_1 \ldots \alpha_L]^T \in \mathbb{R}^L \), and \( \alpha_n \) is the coefficient associated with the \( n \)th basis function (see also [32]). If, for example, we use a large enough number of properly selected radial basis functions to build \( \Phi(x) \), the universal approximation theorem [33, Sect. 20.6] justifies the approximation in (21). We assume that the bases \( \phi_n : \mathbb{R}^D \rightarrow \mathbb{R} \) \((n = 1, \ldots, L)\) are fixed and known by all agents, which form a network associated with a graph \( G[i] = (\mathcal{N}, \mathcal{E}[i]) \) as described in Sect. II-B. In addition, we also assume that agent \( k \) can observe noisy samples \( y_k[i] \in \mathbb{R} \):

\[
y_k[i] := g(x_k[i]) + n_k[i] \approx f(x[i]) + n_k[i],
\]

where \( x_k[i] \in \mathcal{D} \) and \( n_k[i] \in \mathbb{R} \) are, respectively, the position and the noise sample of agent \( k \) at time \( i \).

The environmental modeling problem amounts to estimating \( \alpha \) in (21) in all agents from the samples \( y_k[i] \) \((k \in \mathcal{N}, i \in \mathbb{N})\), which are dispersed throughout the network. Note that, by knowing \( \alpha \), agents have complete information about the physical phenomenon in the region of interest.

Having described the estimation problem, we now turn to the proposed distributed algorithm. In our method, agents communicate asynchronously and do not have access to the location, number, or samples \( y_k[i] \) of their neighbors.

2) Set-theoretic adaptive algorithms for environmental modeling: We start by considering an ideal scenario; suppose that there exists \( \alpha \in \mathbb{R}^L \) such that \( \alpha^T \Phi(x) = g(x) \) for every coordinate \( x \in \mathcal{D} \), and no noise is present in the measurements \( y_k[i] \) \((k \in \mathcal{N}, i \in \mathbb{N})\). As a result, we have that, for every \( k \in \mathcal{N}, i \in \mathbb{N}, x_k[i] \in \mathcal{D} \),

\[
\alpha \in F_k[i] := \{ h \in \mathbb{R}^L \mid h^T \Phi(x_k[i]) = y_k[i] \}.
\]

Therefore, if \( \alpha \) is to be estimated in this ideal scenario, a good estimate should also belong to \( F_k[i] \) for any \( k \in \mathcal{N}, i \in \mathbb{N}, x_k[i] \in \mathcal{D} \). To handle non-ideal scenarios, we can use the following relaxation \( G_k[i] \) of \( F_k[i] \):

\[
G_k[i] := \{ h \in \mathbb{R}^L \mid |h^T \Phi(x_k[i]) - y_k[i]| \leq \xi_k[i] \},
\]

where \( \xi_k[i] \geq 0 \) is a suitably chosen relaxation parameter of agent \( k \) at time \( i \) (to avoid clutter, we omit the dependence of \( G_k[i] \) with \( \xi_k[i] \)). In more detail, the parameter \( \xi_k[i] \) serves two purposes. First, it increases the probability that \( \alpha \in G_k[i] \) in noisy environments. Second, it is used to take into account the
fact that the existence of \( \alpha \in \mathbb{R}^L \) satisfying the equality \( \alpha^T \Phi(x) = g(x) \) for every \( x \in \mathcal{D} \) is questionable because, in the domain \( \mathcal{D} \), the function \( g \) may not be equivalently expressed by a linear combination of the basis functions \( \phi_1, \ldots, \phi_L \). In such a case, we could, for example, redefine the desired estimand \( \alpha \) as any vector in \( \mathbb{R}^L \) such that \( f \) in (21) reproduces \( g \) with an uniform tolerance \( \epsilon > 0 \) in the region of interest, i.e., \( \alpha \in \{ h \in \mathbb{R}^L \mid -\epsilon \leq h^T \Phi(x) - g(x) \leq \epsilon, \ x \in \mathcal{D} \} \) (this set is nonempty provided that \( \epsilon \) is large enough). Therefore, if the relaxation parameter \( \xi_k[i] \) is sufficiently large, we have that \( \alpha \in G_k[i] \) (in the simulations we show that the algorithm can work well even with \( \xi_k[i] = 0 \) in non-ideal scenarios).

At time index \( i \), reasonable estimates of \( \alpha \) should then belong to

\[
\mathcal{C}[i] := \bigcap_{n \in \mathcal{I}[i]} \bigcap_{k \in \mathcal{N}} G_k[n] \ni \alpha, \tag{24}
\]

where \( \mathcal{I}[i] \) is a properly chosen subset of time indices of available measurements \( y_k[i] \) (i.e., \( \mathcal{I}[i] \subset \{0, 1, \ldots, i\} \)). Intuitively, \( \mathcal{C}[i] \) is the set of estimates of \( \alpha \) that are consistent with all measurements \( y_k[n] \), \( k \in \mathcal{N} \) and \( n \in \mathcal{I}[i] \). The set \( \mathcal{C}[i] \) can be time-varying because \( \mathcal{I}[i] \) is allowed to change from iteration to iteration. This time-varying property of \( \mathcal{I}[i] \) (and, consequently, of \( \mathcal{C}[i] \)) can be used to incorporate information gained by measurements \( y_k[i] \) (represented by sets \( G_k[i] \)) as they become available. The choice of \( \mathcal{I}[i] \) should take into account the desired complexity of the algorithm and the time in which the environment, described by the function \( g \), can be considered approximately static. Having defined \( \mathcal{C}[i] \) in (24) as the set of reasonable estimates of \( \alpha \) at time \( i \), we now proceed to construct convex cost functions having \( \mathcal{C}[i] \) as the set of minimizers, and then we apply the scheme in Theorem 2 to derive low-complexity algorithms that minimize these time-varying cost functions asymptotically.

The parameter \( \alpha \) in (21) can be seen as a linear filter [33], [34], so we can use the cost functions of existing set-theoretic linear adaptive filters (e.g., the affine projection algorithm [13], [35]–[37], the normalized least-mean-square algorithm [13], [37], [38], etc.) to estimate \( \alpha \). In doing so, we can extend these approaches to distributed networks with random links. In particular, here we use the following local cost function [13]:

\[
\Theta_k[i](h) = \sum_{j=0}^{q[i]-1} c_{k[i,j]} \| h - P_{G_k[i-j]}(h) \|, \tag{25}
\]

where \( q[i] \in \mathbb{N} \) is the number of the most recent samples \( y_k[i] \) used by the agents, \( c_{k[i,j]} \) is a constant
neighboring agents, and only one agent, selected uniformly at random, broadcasts its estimate
should minimize as many global functions
\[ \Theta \]

that the local functions are both spatially and temporally related. Therefore, we see that good estimates of
at the algorithm described below.

this communication model with the local cost functions in (25) to the scheme in Theorem (2), we arrive
neighboring agents. Details have already been provided in the discussion before Algorithm 1. Applying
choices of weights
\[ w \]

yields subgradient updates (defined in (8)) that are easy to implement even
when the memory of the algorithm, represented by the parameter \( q[i] \), grows unboundedly.

Having defined the cost functions to be minimized asymptotically, we now need to choose a com-
munication model. For this application, we again use the simple communication model applied to the
acoustic sensor localization problem. Briefly, we assume that agents within range \( R \) from each other are
neighboring agents, and only one agent, selected uniformly at random, broadcasts its estimate \( h_k[i] \)
to neighboring agents. Details have already been provided in the discussion before Algorithm 1. Applying
this communication model with the local cost functions in (25) to the scheme in Theorem (2), we arrive
at the algorithm described below.

\textbf{Algorithm 2:}

1) Initialize the estimates \( h_k[i] \) with an arbitrary \( h_k[0] \in \mathbb{R}^L \). Choose \( q[i] \), which is the number of
sets \( G_k[i] \) used at each iteration of the algorithm, the expansion parameter \( \xi_k[i] \) of \( G_k[i] \), and the

\textsuperscript{10}The constant \( c_k[i, j] \) is not necessarily the same at different time instants because \( c_k[i, j] \) depends on the current estimate \( h_k[i] \).
weights $w_k[i, j]$ ($j = 0, \ldots, q[i] - 1$).

2) Move all agents and take new samples $y_k[i]$.

3) Agents apply the subgradient update defined in (8):\textsuperscript{11} for all $k \in \mathcal{N}$,

$$h_k'[i + 1] = h_k[i] + \bar{\mu}_k[i] \left( \sum_{j=0}^{q[i]-1} \omega_k[i, j] P_{G_k[i]} (h_k[i]) - h_k[i] \right),$$  \hspace{1cm} (26)

where $\bar{\mu}_k[i] \in [0, 2\mathcal{M}_k[i]]$ is the step size,

$$\mathcal{M}_k[i] := \begin{cases} \sum_{j=0}^{q[i]-1} \omega_k[i, j] \mathcal{P}_{G_k[i]} (h_k[i]) - h_k[i] \|^2_2, & \text{if } h_k[i] \notin \bigcap_{j=0}^{q[i]-1} G_k[i - j] \\
1, & \text{otherwise,} \end{cases}$$

(NOPE: $\mathcal{M}_k[i] \geq 1$) and [26, p. 99]

$$P_{G_k[i]}(h) = \begin{cases} h + \frac{(y_k[i] - \xi_k[i]) - h^T \Phi(x_k[i])}{\| \Phi(x_k[i]) \|_2^2} \Phi(x_k[i]) & \text{if } h \in G_k[i] \\
\bar{h} + \frac{(y_k[i] + \xi_k[i]) - h^T \Phi(x_k[i])}{\| \Phi(x_k[i]) \|_2^2} \Phi(x_k[i]) & \text{if } h^T \Phi(x_k[i]) < y_k[i] - \xi_k[i] \\
\bar{h} + \frac{(y_k[i] + \xi_k[i]) - h^T \Phi(x_k[i])}{\| \Phi(x_k[i]) \|_2^2} \Phi(x_k[i]) & \text{if } h^T \Phi(x_k[i]) > y_k[i] + \xi_k[i]. \end{cases}$$

4) Choose $m \in \mathcal{N}$ uniformly at random.

5) Agent $m$ broadcasts $h'_m[i + 1]$

6) Agents within distance $R$ to agent $m$ mix the received estimate $h'_m[i + 1]$ with their own estimates $h_j[i]$

$$h_j[i + 1] = \begin{cases} \gamma h'_j[i + 1] + (1 - \gamma) h'_m[i + 1], & \text{if } j \in \mathcal{N}_m[i] \setminus \{m\}, \\
h'_j[i + 1], & \text{otherwise} \end{cases}$$

where $\gamma \in (0, 1)$ is a mixing parameter common to all agents.

7) Increment $i$ and go to step 2.

\textsuperscript{11}The details of the derivation of (26), obtained by applying the subgradient update to the local cost function in (25), is shown in [13, Example 3].
3) Numerical simulations: In the simulation, we drop the assumption of static environments, and agents estimate the dynamic environment described by
\[ g[i](x) = \sin\left(2\pi \frac{x_1}{100} + 2\pi \frac{i}{2500}\right) + \cos\left(2\pi \frac{x_2}{100} + 2\pi \frac{i}{2500}\right), \]
where \( x := [x_1 \ x_2]^T \in \mathbb{R}^2 \), \( i \in \mathbb{N} \) is the discrete-time index, and \( x_1, x_2 \in [0, 100] \) are spatial coordinates of the region of interest (a 100 × 100 square). (We use this particular function \( g[i] \) to illustrate a scenario where the approximation in (21) is a rough approximation due to the choice of basis functions.) Agents use Gaussian radial basis functions
\[ \phi_j(x) = \exp\left(-\frac{\|x - c_j\|^2}{2\sigma_w^2}\right), \quad j = 1, \ldots, L, \]
where \( L = 16 \), \( c_j \in \mathbb{R}^2 \) (\( j = 1, \ldots, L \)) are centers distributed in the region of interest, and \( \sigma_w \) is the width of the radial basis functions. We subdivide the region of interest into 16 squares of the same area, and we place one agent in each subdivision (\( N = \{1, \ldots, L\} \)). Each center \( c_k \) is located at the center of each subdivision, and we set \( \sigma_w = 30/\sqrt{2} \), which is a value chosen to avoid basis functions that are too peaked or too flat in the region of interest. At time \( i \), each agent \( k \) takes samples \( y_k[i] \) according to (22), where the noise samples \( n_k[i] \) are i.i.d. and drawn from a zero-mean Gaussian distribution with variance \( \sigma_k[i]^2 = 0.3 \), and \( x_k[i] \) is a position selected uniformly at random in the subdivision into which agent \( k \) is placed.

The parameters of the proposed algorithm are as follows: Proposed-1 (\( q[i] = 1, \bar{\mu}_k[i] = 0.2, \gamma = 0.5, \xi_k[i] = 0, w_k[i, j] = 1 \)), Proposed-2 (\( q[i] = 1, \bar{\mu}_k[i] = 1, \gamma = 0.5, \xi_k[i] = \sigma_k[i], w_k[i, j] = 1 \)), Proposed-3 (\( q[i] = 8, \bar{\mu}_k[i] = 0.5, \gamma = 0.5, \xi_k[i] = 0, w_k[i, j] = 1/8 \)), and Proposed-4 (\( q[i] = 8, \bar{\mu}_k[i] = 1, \gamma = 0.5, \xi_k[i] = \sigma_k[i], w_k[i, j] = 1/8 \)). Proposed-1 and Proposed-3 mitigate the effects of noise and modeling errors by using a relatively small step size \( \bar{\mu}_k[i] \), whereas Proposed-2 and Proposed-3 mitigate those effects by increasing \( \xi_k[i] \) (i.e., by increasing the reliability of the sets \( G_k[i] \)). Note that, in particular, Proposed-1 is an extension of the celebrated normalized least-mean-square algorithm [13], [33], [34], [37], [38] to distributed gossip networks. The communication range \( R \) of the agents in all proposed algorithms is \( R = 50 \). In these algorithms, agents use the same set of parameters, but such a choice is not a requirement. Agents using different sets of parameters can be useful in scenarios where the memory and computational power of the agents are different.

We compare the proposed algorithms with a method where all agents use the solution of the following
weighted least-squares fit problem:

\[ h_{LS}[i] \in \arg \min_{h \in \mathbb{R}^2} \left( \sum_{n=1}^{i} \beta_{FF}^{i-n} \sum_{k \in \mathcal{N}} (y_k[n] - h^T \Phi(x_k[n]))^2 + \delta_R \|h\|^2 \right), \]

where \(0 < \beta_{FF} < 1\) is a forgetting factor used to take into account the dynamic nature of the environment, and \(\delta_R\) is a regularization factor. This algorithm, hereafter denominated weighted least-squares (WLS) algorithm, can be implemented if there is an all-to-all communication among agents in every iteration, or if all agents have a bi-directional link with a center fusion. Therefore, the WLS algorithm is ignoring the assumptions of the multiagent system, which we require to be non-hierarchical and to have sparse communication among agents. In the simulations we use two versions of the WLS algorithm: WLS-1 (\(\beta_{FF} = 0.92, \delta_R = 10^{-6}\)) and WLS-2 (\(\beta_{FF} = 0.99, \delta_R = 10^{-6}\)).

The goal of every agent is to estimate the time-varying function \(g[i]\) in the region of interest (the \(100 \times 100\) field), thus, given the estimates \(h_k[i]\) \((k \in \mathcal{N})\) at time \(i\), we use as the performance metric a normalized sum of the mean-square error (MSE) of the agents:

\[
\frac{\sum_{k \in \mathcal{N}} E \left[ \int_0^{100} \int_0^{100} |g[i](x) - h_k[i]^T \Phi(x)|^2 \, dx_1 \, dx_2 \right]}{|\mathcal{N}| \cdot \int_0^{100} \int_0^{100} |g[i](x)|^2 \, dx_1 \, dx_2},
\]

where expectations are computed from ensemble averages of 100 realizations of the simulation, and integrals are evaluated numerically. (In practice, computing the filter that minimizes the MSE is not possible because perfect knowledge of \(g[i]\) is required.) Fig. 2 shows the performance of the algorithms.
The two versions of the WLS algorithm have the best performance because the WLS algorithm can be considered as a centralized method, and, as such, it should be used only as a reference of the best performance that can be achieved by the proposed algorithm. The performance of WLS-2 is inferior to that of WLS-1 because WLS-2 weights heavily old measurements \( y_k[i] \) (the parameter \( \beta_{FF} \) of WLS-2 is larger than that of WLS-1) and the environment is dynamic. Proposed-1 and Proposed-2 use only the most recent measurement \( y_k[i] \) at every iteration, so it is not surprising that they have the worst performance. However, these two algorithms have the lowest computational complexity of all compared algorithms. The computational complexity of Proposed-1 and Proposed-2 is \( O(L) \) (per agent), and the better performance of the latter is due to the larger relaxation parameter \( \xi_k[i] \), which mitigates the detrimental effects of noise and modeling errors. Proposed-3 and Proposed-4 have better than Proposed-1 and Proposed-2 because Proposed-3 and Proposed-4 use more information at each iteration (measurements \( y_k[i] \)). The slightly superior performance of Proposed-4 compared to that of Proposed-3 is again explained by the larger relaxation parameter \( \xi_k[i] \) of Proposed-4. In terms of computational complexity, note that the subgradient updates in Proposed-3 and Proposed-4 can be parallelized in operations of complexity \( O(L) \) (per agent) \cite{39}.

V. Conclusions

We have developed a non-hierarchical algorithm that minimizes asymptotically a global function defined by the sum of convex functions. Each term in this sum is a local cost function known by an agent in a network, and we assume that the sets of optimizers of the local functions have nonempty intersection. Unlike existing optimization methods, the local cost functions can be time-varying, and agents exchange information locally via network gossiping. This mechanism for information exchange enable us to relax the assumption of simultaneous exchange information among agents, a common assumption in the analysis of multiagent algorithms using subgradient methods. We showed conditions to guarantee almost sure asymptotic minimization of the local cost functions, consensus among agents, and convergence. We provided examples of applications where the algorithm in its most general form was specialized to handle specific problems. In more detail, we applied the proposed method to derive new adaptive algorithms for acoustic source localization and for environmental modeling. In the former application, agents estimate the position of the acoustic source directly; in the latter application, agents estimate a physical phenomenon (temperature, salinity, density of adversarial agents, etc.) by trying to reach consensus on coefficients that define the environment. These applications show techniques that can be applied when the assumptions of Theorem 2 are rough approximations, and they also show how to extend existing adaptive or batch...
projection-based methods to distributed networks with random links.
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APPENDIX I

PROOF OF LEMMA 1

For \( i \geq j \) with \( j \in \mathbb{N} \), there are at least \( \lfloor (i-j)/(I+1) \rfloor \) distinct indices \( k \) within the interval \([j,i]\) where \( 0 \leq \lambda[k] \leq \beta \), hence \( \prod_{n=0}^{i-j} \lambda[i-n] \leq \beta^{(i-j)/(I+1)} \). We also know that \( \{\sum_{j=0}^{i} \prod_{n=0}^{i-j} \lambda[i-n]\} \) is bounded because, for every \( i \in \mathbb{N} \),

\[
0 \leq \sum_{j=0}^{i} \prod_{n=0}^{i-j} \lambda[i-n] \leq \sum_{j=0}^{i} \beta^{(i-j)/(I+1)} \leq \frac{I+1}{1-\beta} =: S.
\]  

(27)

From this moment the proof resembles that of Mertens’ theorem [40]. The convergence of \( \{a[i]\} \) to zero implies that, for every \( \epsilon > 0 \), there exists \( K \in \mathbb{N} \) such that for \( i \geq K \) we have

\[
|a[i]| < \frac{\epsilon}{2S},
\]

(28)

where \( S \) is as defined in (27). For this \( K \) and any \( j \leq K \), we conclude from \( \lim_{i \to \infty} \prod_{n=0}^{i-j} \lambda[i-n] = 0 \) that there exists \( L > K \) such that, for every \( i \geq L \),

\[
\prod_{n=0}^{i-j} \lambda[i-n] < \frac{\epsilon}{2KB},
\]

(29)

where \( B > 0 \) can be any (nonzero) upper bound of the convergent sequence \( \{|a[i]|\} \) (e.g., \( B = \sup_{i}(|a[i]|) + 1 \)). Therefore, for \( i \geq L \), by (27), (28), (29), and the triangle inequality:

\[
\sum_{j=0}^{i} a[j] \prod_{n=0}^{i-j} \lambda[i-n] \leq \sum_{j=0}^{i} |a[j]| \prod_{n=0}^{i-j} \lambda[i-n] \leq \sum_{j=0}^{K-1} |a[j]| \prod_{n=0}^{i-j} \lambda[i-n] + \sum_{j=K}^{i} |a[j]| \prod_{n=0}^{i-j} \lambda[i-n] \\
< \epsilon \frac{\sum_{j=0}^{K-1} |a[j]|}{2KB} + \epsilon \frac{\sum_{j=K}^{i} \prod_{n=0}^{i-j} \lambda[i-n]}{2S} < \epsilon,
\]

which concludes the proof.
APPENDIX II
PROOF OF THEOREM 2

(Proof of Part (a)) The initial part of the proof builds on results in [6], [13], with the main difference that we now have to deal with random matrices $P[i]$. For notational simplicity define

$$
\Phi[i] := \left[ \begin{array}{l}
\mu_1[i] \left( \Theta_1[i] (h_1[i]) - \Theta_1^*[i] \right) \\
\vdots \\
\mu_N[i] \left( \Theta_N[i] (h_N[i]) - \Theta_N^*[i] \right)
\end{array} \right] \parallel \left[ \begin{array}{l}
\Theta_1[i] (h_1[i]) \\
\vdots \\
\Theta_N[i] (h_N[i])
\end{array} \right] \parallel^2 + \delta_1[i],
$$

(30)

From the properties of the matrix $P[i]$, we can verify that $\|\psi[i+1] - \psi^*[i]\|^2 = \|P[i] (\psi[i] - \Phi[i] - \psi^*[i])\|^2$. Taking conditional expectation with respect with $\psi[i]$ in this last equality, we deduce:

$$
E \left[ \|\psi[i+1] - \psi^*[i]\|^2 \mid \psi[i] \right] = E \left[ \|P[i] (\psi[i] - \Phi[i] - \psi^*[i])\|^2 \mid \psi[i] \right]
= (\psi[i] - \Phi[i] - \psi^*[i])^T E \left[ P[i]^T P[i] \psi[i] \right] (\psi[i] - \Phi[i] - \psi^*[i])
\leq \| E \left[ P[i]^T P[i] \psi[i] \right] \|_2 \| \psi[i] - \Phi[i] - \psi^*[i]\|^2.
$$

We can now use Definition 5.2 to get

$$
E \left[ \|\psi[i+1] - \psi^*[i]\|^2 \mid \psi[i] \right]
\leq \|\psi[i] - \Phi[i] - \psi^*[i]\|^2
\leq \|\psi[i] - \psi^*[i]\|^2 - 2\Phi[i]^T (\psi[i] - \psi^*[i]) + \|\Phi[i]\|^2
\leq \|\psi[i] - \psi^*[i]\|^2 - 2 \sum_{k \in \mathcal{N}} \mu_k[i] \left( \Theta_k[i] (h_k[i]) - \Theta_k^*[i] \right) \left( \Theta_k'[i] (h_k[i]) \right)^T (h_k[i] - h^*[i])
\leq \|\psi[i] - \psi^*[i]\|^2 + \| \Phi[i]\|^2,
$$

where the last inequality comes from the definition of $\Phi[i]$ and the fact that $\|\Theta_k'[i] (h_k[i])\|^2 / (\|\Theta_k'[i] (h_k[i])\|^2 + \delta_k[i])^2 \leq 1$. By the definition of subgradients given in (1), we have $\Theta_k'[i] (h_k[i])^T (h_k[i] - h^*[i]) \geq
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By recalling that $E[x] = E_y[E_x[x|y]]$ for any two random variables $x$ and $y$ [41, p. 105], it holds that $E[||\psi[i+1] - \psi^*[i]||^2] = E[E[||\psi[i+1] - \psi^*[i]||^2 | \psi[i]]]$. Applying this result to (31) and using the fact that $\mu_k[i] \in (0, 2)$, we arrive at the desired inequality $E[||\psi[i] - \psi^*[i]||^2] - E[E[||\psi[i+1] - \psi^*[i]||^2] \geq 0$.

(Proof of Part (b)) By (31) and the allowed range of the step size range, we get the supermartingale

$$E \left[ ||\psi[i+1] - \psi^*||^2 | \psi[i] \right] \leq ||\psi[i] - \psi^*||^2 - \sum_{k \in N, k \neq 0} \epsilon_1 \epsilon_2 \left( \frac{(\Theta_k[i](h_k[i]) - \Theta_k^*[i])^2}{\|\Theta_k'[i](h_k[i])\|^2 + \delta_k[i]} \right),$$

(32)

where $\psi^* \in C^*$. Applying Theorem 1 to (32) with $z[i] = 0$ and $y[i]$ being the series in the right hand side of (32), we verify that, with probability one, $\{||\psi[i+1] - \psi^*||^2\}$ converges and

$$\sum_{j=0}^{\infty} \sum_{k \in N} \frac{(\Theta_k[j](h_k[j]) - \Theta_k^*[j])^2}{\|\Theta_k'[j](h_k[j])\|^2 + \delta_k[j]} < \infty.$$  (33)

In particular, the convergence of the series in (33) implies, that, with probability 1,

$$\lim_{j \to \infty} \frac{(\Theta_k[j](h_k[j]) - \Theta_k^*[j])^2}{\|\Theta_k'[j](h_k[j])\|^2 + \delta_k[j]} = 0, \quad k \in N.$$

The above limit, together with the assumption that the sequence $\{||\Theta_k'[j](h_k[j])\|^2 + \delta_k[j]\}$ is bounded, shows that $P(\lim_{i \to \infty} \Theta_k[i](h_k[i]) = \Theta_k^*[i]) = 1$.

(Proof of Part (c)) Before proceeding with the proof of mean square consensus, we list some simple properties that will ease the analysis.

**Claim 1:** Consider the vectors $\psi[i], \Phi[i], \tilde{\psi}[i] := (I-J)\psi[i]$, and $\tilde{\Phi}[i] := (I-J)\Phi[i]$. The following holds:

1) $E[||\psi[i]||^2]$ is bounded (also implying the boundedness of $E[||\tilde{\psi}[i]||^2]$);
2) $\lim_{i \to \infty} E[||\Phi[i]||^2] = 0$ (thus $\lim_{i \to \infty} E[||\tilde{\Phi}[i]||^2] = 0$);
3) $\lim_{i \to \infty} E[\tilde{\psi}[i]^T \tilde{\Phi}[i]] = 0$;

**Proof:**

1) We know that the sequence $\{E[||\psi[i] - \psi^*[i]||^2]\}$ is monotone non-increasing (thus bounded) for every
ψ* ∈ C* (this result follows from part (a) of Theorem 2 and the assumptions in part (b)). Since
\[ E[||\psi[i]||^2] = E[||\psi^*||^2] + E[||\psi[i] - \psi^*||^2] + 2 \ E[(\psi^*)^T(\psi[i] - \psi^*)], \]
we only need to show that the last term in the previous equation is bounded to prove our claim, and this result follows from the Cauchy-Schwartz inequality applied to the inner product \( \langle x, y \rangle := E[x^Ty] \):
\[ (E[(\psi^*)^T(\psi[i] - \psi^*)])^2 \leq E[||\psi^*||^2] \ E[||\psi[i] - \psi^*||^2]. \]

2) Taking expectation in both sides of (32) and after some simple manipulations, we obtain
\[
E[\|\Phi[i]\|^2] = \sum_{k \in \mathcal{N}} \mu_k[i] \mathbb{E} \left[ \frac{\Theta_k[i](\Theta_k[i])^T - \Theta_k^*[i](\Theta_k^*[i])^T}{\|\Theta_k[i](\Theta_k[i])^T + \delta_k[i]\|^2} \right] \\
\leq (2 - \epsilon_2)^2 \sum_{k \in \mathcal{N}} \mathbb{E} \left[ \frac{\Theta_k[i](\Theta_k[i])^T - \Theta_k^*[i](\Theta_k^*[i])^T}{\|\Theta_k[i](\Theta_k[i])^T + \delta_k[i]\|^2} \right] \\
\leq \frac{(2 - \epsilon_2)^2}{\epsilon_1 \epsilon_2} (E[\|\psi[i] - \psi^*\|^2] - E[\|\psi[i + 1] - \psi^*\|^2]) \rightarrow 0 \quad (34)
\]
as \( i \rightarrow \infty \) because \( E[\|\psi[i] - \psi^*\|^2] \geq 0 \) converges.

3) By parts (1) and (2) of the claim and the Cauchy-Schwartz inequality applied once again to the inner product \( \langle x, y \rangle := E[x^Ty] \), we obtain \( (E[\tilde{\psi}[i]^T\Phi[i]])^2 \leq E[\|\tilde{\psi}[i]\|^2] \ E[\|\Phi[i]\|^2] \leq B_{\tilde{\psi}} \ E[\|\Phi[i]\|^2] \rightarrow 0 \) as \( i \rightarrow \infty \), where \( B_{\tilde{\psi}} < \infty \) is an upper bound of the sequence \( \{E[\|\tilde{\psi}[i]\|^2]\} \) (which is well defined because of Claim 1.1).

Now we proceed with the main proof. Left-multiplying both sides of the iteration \( \psi[i] = P[i](\psi[i] - \Phi[i]) \) by \( (I - J) \) and using the fact that \( (I - J)J = 0 \) and \( P[i] = J \) (property 3 in Definition 5), we have \( (I - J)\psi[i + 1] = (I - J)P[i](\psi[i] - \Phi[i]) = (P[i] - JP[i])(I - J)(\psi[i] - \Phi[i]) \). We can use this property to verify that
\[
\| (I - J)\psi[i + 1] \|^2 = (\tilde{\psi}[i] - \tilde{\Phi}[i])^T Y[i]^TY[i](\tilde{\psi}[i] - \tilde{\Phi}[i]),
\]
where \( Y[i] := P[i] - JP[i], \tilde{\psi}[i] := (I - J)\psi[i], \) and \( \tilde{\Phi}[i] := (I - J)\Phi[i] \). Taking expectation on both
Theorem 1.3 (see [29] and the references therein). First apply Theorem 1 to (32) to conclude that a point in the consensus subspace to a random vector \( \hat{\psi} \) defined in (7), we can mimic the proof of [13, Theorem 2(d)] or that of [16, Theorem 3.1.4] to finish ours.

\[
E \left[ \| \psi[i + 1] \|^2 \right] = E \left[ (\psi[i] - \Phi[i])^T E \left[ Y[i]^T Y[i] \right] \psi[i] (\psi[i] - \Phi[i]) \right] \\
\leq E \left[ \| E \left[ Y[i]^T Y[i] \right] \psi[i] \|_2 \right] \leq \lambda[i] \left( E[\| \psi[i] \|^2] - 2E[\psi[i]^T \Phi[i]] + E[\| \Phi[i] \|^2] \right),
\]

where \( \lambda[i] = (1 - \epsilon) \) if \( i \) is a time index where an \( \epsilon \)-random consensus matrix is present or \( \lambda[i] = 1 \) otherwise. Expanding recursively the resulting inequality, we get

\[
E[\| \psi[i + 1] \|^2] \leq \sum_{n=0}^{i} \lambda[i - n] \| \psi[0] \|^2 - 2 \sum_{j=0}^{i} \lambda[i - n] a[j] + \sum_{j=0}^{i} \lambda[i - n] b[j],
\]

where \( a[i] := E[\psi[i]^T \Phi[i]] \) and \( b[i] := E[\| \Phi[i] \|^2] \) for \( i > 0 \) (\( a[0] := \psi[0]^T \Phi[0] \) and \( b[0] := \| \Phi[0] \|^2 \) are deterministic because \( \psi[0] \) is deterministic). The first term of the right-hand side of (36) in the second inequality converges to zero because \( \prod_{n=0}^{i-j} \lambda[i - n] \leq (1 - \epsilon)^{(i-j)/(I+1)} \) (there is at least one \( \epsilon \)-random consensus matrix in every interval in the form \( [l, l + I], l \in \mathbb{N} \). Using Claim 1.2 and 1.3 together with Lemma 1, we verify that the last two terms of the right-hand side of (36) also converge to zero, and thus \( \lim_{i \to \infty} E[\| \psi[i] \|^2] = 0. \)

**Proof of Part (d)** The proof of almost sure convergence is essentially a rephrasing of the proof of Theorem 1.3 (see [29] and the references therein). First apply Theorem 1 to (32) to conclude that \( \{ \psi_\omega[i] \} \) is bounded and has an accumulation point for almost every \( \omega \in \Omega \). Therefore, to prove convergence, we only need to show that the accumulation point is unique. Assume the contrary, and suppose that \( \psi'_\omega \) and \( \psi''_\omega \) are distinct accumulation points when \( C^* \) does not lie in a hyperplane. The sequence \( \{ \| \psi[i] - \psi^* \|^2 \} \) converges with probability one for every \( \psi^* \in C^* \) (proved in part (b) of the theorem), and thus, for almost every \( \omega \in \Omega, 0 = \| \psi'_\omega - \psi^* \|^2 - \| \psi''_\omega - \psi^* \|^2 = \| \psi'_\omega \| - \| \psi''_\omega \| - 2(\psi'_\omega - \psi''_\omega)^T \psi^* \), which contradicts the fact that \( C^* \) does not lie in a hyperplane. Therefore, \( \psi[i] \) converges with probability one to a random vector \( \hat{\psi} \).

Consensus follows from part (c) of the theorem because, by Mann-Wald’s theorem and Fatou’s lemma [41], \( E[\| (I - J)\hat{\psi} \|^2] = E \lim_{i \to \infty} \| (I - J)\psi[i] \|^2 \leq \liminf_{i \to \infty} E[\| (I - J)\psi[i] \|^2] = 0 \), which implies that \( \| (I - J)\hat{\psi} \| = 0 \) with probability one, i.e., the agents reach consensus.

**Proof of Part (e)** Now that we know that the sequence \( \{ \psi[i] \} \) converges with probability one to a point in the consensus subspace \( C \) defined in (7), we can mimic the proof of [13, Theorem 2(d)] or that of [16, Theorem 3.1.4] to finish ours.
Assume the contrary of the statement we want to prove; suppose that, for almost every \( \omega \in \Omega \), \( \hat{h}_\omega \) satisfies \( \hat{h}_\omega \notin \liminf_{i \to \infty} \hat{Y}[i] \). Since \( \hat{u} \) is an interior point of \( \hat{Y} \), there exists \( \rho \) such that \( \{ v \in \mathbb{R}^M \mid \| v - \hat{u} \| \leq \rho \} \subset \hat{Y} \). In addition, there exists \( t_\omega \in [0, 1] \) such that \( u_{t_\omega} := t_\omega \hat{h}_\omega + (1 - t_\omega) \hat{u} \notin \liminf_{i \to \infty} \hat{Y}[i] \supset \liminf_{i \to \infty} Y[i] \). By \( \lim_{i \to \infty} h_{k,\omega}[i] = \hat{h}_\omega \) \((k \in \mathbb{N})\), we know that for some \( N_{1,\omega} \in \mathbb{N} \) it holds that \( \| h_{k,\omega}[i] - \hat{h}_\omega \| \leq \rho(1 - t_\omega)/(2t_\omega) \) for every \( i \geq N_{1,\omega} \) and \( k \in \mathbb{N} \). Therefore, by \( u_{t_\omega} \notin \liminf_{i \to \infty} Y[i] \), for any \( L_{1,\omega} > N_{1,\omega} \), there exists \( i_1 = i_1(L_{1,\omega}) \geq L_{1,\omega} \) satisfying \( u_{t_\omega} \notin Y[i_1] = \bigcap_{k \in \mathbb{N}} (\text{lev}_{\Theta_k^*}[\Theta_k[i_1]]) \). As a result, there exists \( j_\omega \in \mathbb{N} \) such that \( u_{t_\omega} \notin \text{lev}_{\Theta_{j_\omega}^*}[\Theta_{j_\omega}[i_1]] \). For this \( j_\omega \), by \( Y \subset Y[i] \subset \text{lev}_{\Theta_{j_\omega}^*}[\Theta_{j_\omega}[i_1]] \) and Fact 1,

\[
\begin{align*}
d(h_{j_\omega,\omega}[i_1], \text{lev}_{\Theta_{j_\omega}^*}[\Theta_{j_\omega}[i_1]]) &\geq d(\hat{h}_\omega, \text{lev}_{\Theta_{j_\omega}^*}[\Theta_{j_\omega}[i_1]]) - \| h_{j_\omega,\omega}[i_1] - \hat{h}_\omega \| \\
&\geq \rho \frac{1 - t_\omega}{t_\omega} - \rho \frac{1 - t_\omega}{2t_\omega} = \frac{\rho}{2} \frac{1 - t_\omega}{t_\omega} =: \epsilon_\omega > 0,
\end{align*}
\]

which shows that \( \sum_{k \in \mathbb{N}} d(h_{k,\omega}[i_1], \text{lev}_{\Theta_k^*}[\Theta_k[i_1]]) \geq \epsilon_\omega \). By the triangle inequality, we obtain

\[
\| \hat{u} - h_{k,\omega}[i] \| \leq \| \hat{u} - \hat{h}_\omega \| + \| h_{k,\omega}[i] - \hat{h}_\omega \| \leq \| \hat{u} - \hat{h}_\omega \| + \rho \frac{1 - t_\omega}{t_\omega} (k \in \mathbb{N}),
\]

and thus

\[
\sum_{k \in \mathbb{N}} \| \hat{u} - h_{k,\omega}[i_1] \| \leq N\| \hat{u} - \hat{h}_\omega \| + N\rho \frac{1 - t_\omega}{t_\omega} =: r_\omega > 0.
\]

We can now fix \( L_{2,\omega} > i_1 \) and repeat the above to find \( i_2 = i_2(L_{2,\omega}) \geq L_{2,\omega} \) such that \( \sum_{k \in \mathbb{N}} d(h_{k,\omega}[i_2], \text{lev}_{\Theta_k^*}[\Theta_k[i_2]]) \geq \epsilon_\omega \) and \( \sum_{k \in \mathbb{N}} \| \hat{u} - h_{k,\omega}[i_2] \| \leq r_\omega \), which shows that we can construct a subsequence \( \{ i_l \} \) \((l \geq 1)\) satisfying

\[
\sum_{k \in \mathbb{N}} d(h_{k,\omega}[i_l], \text{lev}_{\Theta_k^*}[\Theta_k[i_l]]) \geq \epsilon_\omega \text{ and } \sum_{k \in \mathbb{N}} \| \hat{u} - h_{k,\omega}[i_l] \| \leq r_\omega.
\]

As a result, for almost every \( \omega \in \Omega \), we can construct a subsequence \( \{ i_l \} \) as above and, using the assumptions of the theorem, we can find \( \xi_\omega > 0 \) such that \( \sum_{k \in \mathbb{N}} \Theta_{i_l}[\Theta_k[i_l]] \geq \sum_{k \in \mathbb{N}} \Theta_{i_l}^* + \xi_\omega \) for every \( l \geq 1 \). This contradicts \( \lim_{i \to \infty} \Theta_k[i_l](h_{k,\omega}[i_l]) = \Theta_k^* \), which is proved in part (b) of the theorem. Therefore, \( \hat{h}_\omega \in \liminf_{i \to \infty} Y[i] \), and the proof is complete.
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