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Abstract. Distributed Human Computation (DHC) is used to solve
computational problems by incorporating the collaborative effort of a
large number of humans. It is also a solution to Al-complete problems
such as natural language processing. The Semantic Web with its root
in AI has many research problems that are considered as Al-complete.
E.g. co-reference resolution, which involves determining whether different
URISs refer to the same entity, is a significant hurdle to overcome in the re-
alisation of large-scale Semantic Web applications. In this paper, we pro-
pose a framework for building a DHC system on top of the Linked Data
Cloud to solve various computational problems. To demonstrate the con-
cept, we are focusing on handling the co-reference resolution when inte-
grating distributed datasets. Traditionally machine-learning algorithms
are used as a solution for this but they are often computationally expen-
sive, error-prone and do not scale. We designed a DHC system named
iamResearcher, which solves the scientific publication author identity co-
reference problem when integrating distributed bibliographic datasets. In
our system, we aggregated 6 million bibliographic data from various pub-
lication repositories. Users can sign up to the system to audit and align
their own publications, thus solving the co-reference problem in a dis-
tributed manner. The aggregated results are dereferenceable in the Open
Linked Data Cloud.

1 Introduction

Al-complete problem is a set of problems found in areas such as image analysis,
speech recognition and natural language processing that is difficult for com-
puters to solve effectively but they are relatively easy tasks for humans [14].
Distributed Human Computation (DHC) [11] systems are designed to solve this
kind of problems by incorporating collaborative efforts from a large number of



humans. This approach is also known as crowdsourcing with computational pur-
pose and in the Web 2.0 term, it’s referred as participatory or social systems.
For instance, reCAPTCHASs [17] is widely used on the Web to aid transcribing
texts of old books that cannot be automatically processed by optical charac-
ter recognition systems. The Semantic Web is envisioned to be a decentralised
worldwide information space for sharing machine-readable data with a minimal
cost of integration overheads [13]. However, there are many challenging research
problems in the Semantic Web that are considered to be Al-complete, such as
co-reference resolution, i.e. determining whether different URIs refer to the same
identity [7].

In the recent years, there is an increasing number of linked datasets available
on the Web. However, cross-reference and linkage between datasets are sparse
as they cannot be easily created automatically. When creating a link between
two datasets, intuitively we would consider linking the data that refer to the
same thing as a bridge between the two. For instance, DBpedia has a URI
referring to one of our authors, Nigel Shadbolt. This can be linked to the URI
referring to N. Shadbolt in the Eprints repository dataset because they refer to
the same person. Users can then follow the DBpedia URI and find out more about
this person’s publications. Various machine learning and heuristic algorithms
have been proposed to automatically solve this co-referencing problem. However,
these approaches are often computationally expensive, error-prone, require some
training data, or are difficult to deploy on a large scale.

In this paper, we propose the idea of combining DHC system with Linked
Data to create an ecosystem to solve computational problems and facilitate the
deployment of Semantic Web. To demonstrate the concept, we focus on the
design of a DHC system, iamResearcher 3 that aims to solve the co-referencing
problem using DHC.

2 Background

2.1 Co-reference Resolution in the Semantic Web

There are many traditional approaches to perform co-reference resolution on the
Web. Besides various natural language processing and machine learning tech-
niques, there are also co-reference resolution systems that are especially designed
to use in the Semantic Web to resolve URIs and name ambiguities.

In the area of machine learning Soon et al [16] resolved noun phrases by
creating a co-reference relation and measuring the distance between two iden-
tities in order to find matches between nouns. Ng et al. [10] improved their
algorithm by including more sophisticated linguistic knowledge to improve pre-
cision. In both cases, the authors found that performance dropped significantly
when the dataset became larger and human intervention was required to solve
co-references that were not accurately resolved automatically. Regarding author

3 http://www.iamresearcher.soton.ac.uk/ for University of Southampton members
access only, and http://wuw.iamreseacrher.com for Global users



name ambiguities, Kang et al [8] had shown that co-authorship is a very reli-
able and decisive method to validate the identity of an author when there were
namesakes. They proposed that author name disambiguation can be solved by
clustering similar names into groups of identities and making use of other avail-
able information such as email addresses and publication titles to resolve the
issue.

While, in an ideal Semantic Web, the identity of one person may be repre-
sented by different URIs in different systems. Sleeman et al. [15] proposed to
use a rules-based model and a vector space model to cluster entities into groups
of co-references. Whereas, Glaser et al [4] proposed the Co-reference Resolution
Service to facilitate management of URI co-references. Salvadores et al [12] used
LinksB2N algorithm to discover overlapping RDF data repositories to integrate
datasets using clustering technique to find equivalent data.

These methods somewhat solves the co-reference problem but Semantic Web
contains many highly complex data and these algorithms are insufficient in ad-
dressing the distinction between two URIs when they represent different entities
in different context.

2.2 Human Computation

Human computation is a method of making use of the collaborative effort of a
large number of humans to solve problems that are still difficult for computers
to perform accurately. These tasks include natural language processing, speech
recognition and image processing, which are relatively easy for human beings.
Nowadays, people are more engaged into social activities on the Web, they col-
laborate and share information with one another, Wikipedia and Twitter are
some of the many examples. The combination of the Social Web and human
computation provides many opportunities to solve difficult computational prob-
lems.

reCAPTCHA, a system for distinguishing between humans and automated
computer bots on the Web and at the same time it helps the digitization of mil-
lions of books [17] is a popular example of DHC. It proves that when a proper
monitoring process is available and when users have the motivation or incentive
to use such a system, one can collect reliable information for solving difficult
computational problems. Albors et al. [1] discussed about the evolution of in-
formation through the effort of crowdsourcing. They mentioned Wikipedia and
folksonomies as examples, where users are both the creators and consumers of
the shared data, thus creating an ecosystem for the growth and development of
information that ultimately benefit the users themselves. Gruber [6] discussed
the structure of a collective knowledge system in which users interacted with one
another and contributed their knowledge, while machines facilitated communica-
tions and retrieval of resources in the background, aggregating the contributions
of individual users.

The following section discusses the implementation of DHC framework to
solve the co-reference resolution in our system.



3 Linked Data Ecosystem Framework

At present there are 203 RDF datasets that have been published on the Linked
Data Cloud.* Although this is encouraging, we are still relatively far from the Se-
mantic Web envisioned by Tim Berners-Lee [2]. There are still many challenging
research questions that are needed to be solved. From our experience in carrying
out the Enakting project,® whose goal is to build the pragmatic Semantic Web,
we have identified several challenges in Linked Data, such as co-reference reso-
lution, ontology mapping, resource discovery, and federated query from multiple
datasets [9]. Many research efforts in the past have been devoted to develop
heuristic machine learning algorithm to solve these problems. However, these
automated solutions do not necessarily solve these problems accurately.

Here, we propose to solve these problems by using DHC approach to build
linked data ecosystem in which difficult computational tasks are distributed to
the users in the system. And by ecosystem we mean that it is a self-sufficient
system that can provide a long-term solution to a particular problem. For in-
stance, an automated Semantic Web reasoner is likely to fail to return an answer
when querying incomplete or noisy data. One can imagine a DHC system that
can overcome this problem by enabling distributed reasoning on a subset of data
with facilitation from human in certain decision making processes.

By studying different DHC systems, we have identified a list of common
characteristics and designed a Linked Data Ecosystem Framework as depicted
in Figure 1. To design an ecosystem first we need to identify the system stake-
holders, i.e. the target data consumers and publishers. Next, we have the four
major components for sustainability, namely incentive, human interface, data
aggregation and quality control.

Incentive. We need to make sure that users have the incentive to use the sys-
tem and therefore contribute to solving the problem which can manifest in
different modality in different system. For instance, users want to use a sys-
tem because they get paid, gain reputation, or simply because it is fun to
use. This requires anthropological studies of the system stakeholders and
we can design the system based on analysis of the generic usefulness of the
system for the targeted crowd.

Human Interface to solve computational problem. This is the core of the
system. It requires an interface that is applicable to the individual or small
group of people to solve a computational problem in a distributed manner.
For many problems, the system can use heuristic method to automate certain
tasks to assist the human contributors.

Aggregation. The system combines the distributed human computation and
heuristic algorithm output and aggregate the results to solve the global prob-
lem.

Quality Control. How does the system cope with possibility of fraud or in-
correct answers to ensure some level of quality in the solution to the overall

4 http://www4.wiwiss.fu-berlin.de/lodcloud/state/ as on 22nd September 2010
® http://www.enakting.org
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Fig. 1. Linked Data Ecosystem Framework

problems? The quality control in this framework acts as a layer to ensure
the quality of the data to be pushed into the Linked Data Cloud.

In the following section, we apply the framework to a specific scenario—solving
the co-reference problem in linked data.

4 Designing iamResearcher

The co-reference problem we are trying to solve in this paper is the name am-
biguity problem in distributed digital libraries. Here is a typical scenario. In the
Eprints® repository we have a list of publications authored by a person named
Wendy Hall. In the PubMed” repository we have another list of publications

5 http://www.eprints.org/
" http://www.ncbi.nlm.nih.gov/pubmed



authored by a person named W. Hall. If we want to design an expert finder
algorithm that can rank researchers’ expertise based on their publications, we
must decide whether these two names refer to the same person.

Most of the large scale digital library repositories nowadays are not capa-
ble of resolving co-referencing and ambiguities. This is because it is difficult to
determine if W. Hall is Wendy Hall or William Hall. Names of researchers are
usually incomplete or inconsistent across different digital libraries. In particular,
the name can be written with different combinations of the initials, the first
name, middle name and last name. There can even be incorrect spellings. For
example, within our own institutional Eprints repository, there can be as many
as six different ways of naming any individual author. The extent of this name
ambiguity can be seen within the UK research community based on the analysis
of the Research Assessment Exercise 2001 records we did in the previous AKT
project.® Within the list of researcher names in the institutional submissions,
10% of names lead to clashes between two or more individuals. If the names are
restricted to a single initial, the proportion of clashes rises to 17% [5]. This situ-
ation can be more severe on the global scale. The VIAF project ? also designed
a service to integrate different global libraries using a heuristic name-matching
algorithm in bibliographic record clustering allowing national and regional vari-
ation which is difficult to make an alignment.

Co-reference problem has been well studied in computational linguistics. How
do we determine if two things are the same? Leibniz’s Law [3] states that ‘X is
the same as Y if, and only if X and Y have all the same properties and relations;
thus, whatever is true of X is also true of Y, and vice-versa’. Based on this
concept, we can compare the identities’ relations and properties to determine
if they are the same. For instance, we can check whether two names have the
same affiliation and the same email address. However, in the real world, different
information can be missing in different publication repositories. Even when all
the information is available for comparison, one still have to consider the fact
that properties of the same person can change over time. For example, when a
researcher moves from one institution to another, his/her email address is likely
to change.

As mentioned before, in order to derive the correct interpretation of a name,
it should be connected to the right individuals. Therefore we propose to link the
publication data with its individual author to solve the name ambiguity problem
as the author would have the best knowledge about their own publication. There-
fore, the fundamental ideas is that we aggregate bibliographic data from various
repositories and ask users to audit the data and make alignment with their own
publication data. This solves the name ambiguity co-reference problem.

Applying our framework, first we need to identify the stakeholders in our
system—the data publishers and consumers. In our case, researchers play both
roles. With above requirements, we designed a system that link all researchers
and publications together. The system automatically pulls out all publications

8 http://www.aktors.org/akt/
9 http://www.viaf.org



Webpage Screansnot

-
Help Shortcut =  Account Search Here Everything ,\I
Dr Zhonglun Cai »
B v ofsoutamein,
/06\ Homepage ~ ToDO List
I The latest feeds from my network.

) welcome l atest feeds from my nen : _
1l Homesage stre| Blrose | Msookrark Bloven & 0op [inee Dok

=fos ookmarl [E|Event S Drop [ [Note ScTal LI Task number 1: Finish this bloody template in time
[ Profile and commit the changes

v ind?

© wessaoes o Whats on your ming =) e
A Notices o | B=  Task number
& Colleagues Task number 4: Test
= Pages Dr Zhonglun Cai weeted the followin

The Word Art of Juan Osborne | Webdesigner Depot http://t.co/V3e7Crm ~ Recommended Publications
Notes
4 Comment | Like D. Hyndman , A. Ashburn "Stops walking when
talking" as a predictor of falls in people with stroke
living in the community Journal of Neurology
Dr Zhonglun Cai tweeted n Neurosurgery and Psychiatry \ol.75 pp.994 - 997 2004
Our Favorite Tweets of the Week Nov 22-Nov 27, 2010 | Webdesigner Depot http://t.co/MVZ6YOH

Publications
K. Galkowski , B. Sulikowski , W. Paszke , E. Rogers

=] Events

(] Bookmarks

Comment | Like ~ Stability and controllability properties of extended
discrete linear repetitive processes Proc. Vil National
Conference on Robotics pp.5-14 2001
Dr Zhonglun Cai tweeted the followin
hitp:/ /www.hiddenpixel s V.N. Dubey , RM. Crowder , P.H. Chappell , D.R.
Whatley A Robotic End Effector for Unstructured
Environments. Proceedings of the American Nuclear

4= DECEMBER 2010 =

Comment | Like Society's 7th Topical on Robotics and Remote Systems

Pp.452-60 1997

6 7 8 9 10 11 12 Yang Yang and Dr Zhonglun Cal ue
13 14 15 16 17 18 19 & Comment | Like Refresh Suggestions || View All

1| 2| 3| 45

20 21 2223 24|25 26
~ Recommended Events
27 28 29 30 31 Dr Zhonglun Cai
IEEE International Conference on Robotics and
design v7 W siomimetics
Download Location: v,
Time: Saturday, 18 December 2010 12

Comment | Like

ICRA 2011 : IEEE International Conference on
Robotics and Automation
Location: Shar

s
Yang Yang llowing &
The YangSquared Daily is out! http://bit.ly/9Sr8OY » Top stories today by @manusporny @jasonfried
@nickbilton
Time: Monday, 9 May 2011 12:0
Comment | Like

RN 5th International Conference on Informatics in
Yang Yang llowing [ Control, Automation and Robotics
how comforabe s tis guys foot massage wel - rocan P 5

hitp: Time: 8 v

Omame.nimi

Fig. 2. iamResearcher User Homepage

from various resources (as mentioned in Table 1) for researchers to audit and
align the data. By analysing the network graph, researchers are then linked to
each other via the co-authorships of the publications. The co-authorship often
reflects their professional social network - if you often write papers with certain
set of authors, most likely they are your colleagues. Based on this we designed
a professional network portal-like application [18] - Researchers signup on the
system to find their publications and establish the colleagueship with their co-
authors and so on.

The general incentive for data consumer to use the system is that they can
find experts and publications in their research field. The general incentive for the
data publishers to use the system is that by creating their own list of publications
they enable other researcher to find, read and cite their work. A researcher’s
scientific publication can evidently reflect his/her expertise. Therefore, individual
may also be motivated to set up a list of publication for this purpose as well.
To amplify the usage of the system, we also designed list of generic researcher
oriented services like publication and research events recommendation based
on their research interests, easy communication with their colleagues, group
management system, bookmark management system etc. to encourage researcher
to collaborate and use the system on the daily basis. We also make the user’s
FOAF profile with their publications dereferenceable in the Open Linked Data



Cloud. Figure 2 illustrates the homepage of the system showing status updates
from their colleagues and recommended publications and conferences.

In the following section, we will elaborate the system design of the co-
reference management and how we deal with quality control issues.

5 Co-reference Resolution

We have harvested metadata of publications from various repositories and databases.

Table 1 gives an overview of the data we have collected.

Source Subjects Paper’s Source Papers Extracted
Cover

PubMed Life  sciences,|Peer-reviewed journal articles 1381081
Medicine

Institutional |Multi- Preprint papers uploaded by re- 203387

EPrints discipline searchers from each institute

arXiv Mathematics, |Preprint papers uploaded by re- 478092
Physics and |searchers
Biology

DBLP Computer sci-|Papers harvested from VLDB, 1394314
ence IEEE, ACM

Econpapers |Economics Part of RePEc 361224

Citeseer Information Papers harvest from the web ac- 345821
Sciences, cording to rules
Engineering
Sciences

PANGAEA |Geoscientific |Data submitted by researchers 576939
and Envi-|across the world
ronmental
Sciences

Others Multi- Papers harvested from search en- 213276
discipline gine and numerous databases

Table 1. Dataset Source

Our co-reference system is designed as a two-stage process. Firstly, we used
heuristic name matching algorithms to pull out all the possible combination and
spelling of authors’ names. Secondly, we let users audit the data by allowing
them to select the publications from the resulted list.

When users register an account, we ask for their first and last name, our
interface clearly states not to enter fake names or aliases as the system use their
names to search for their publications and an incorrect name would lead the
system in getting no matches or wrong matches.

The name-matching algorithm performs three types of matches: full name
match, exact initial match and loose initial match.
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Full name matching This makes two matches:

* It finds papers with an exact match of user’s name with publication’s au-

thor’s name.

Deciare

* Tt matches when author’s first name starts with user’s first name.

For example, author Nick Gibbins, Nick A. Gibbins can be matched with user
profile name Nick Gibbins. We group these result together and pre-select them

as it shown in Figure 3 point (1).




Ezact initial matching Many authors’ names in our dataset are not in full,
instead, they are written in initial with their last name format. This finds papers
that matches user’s initial and last name. The initial of the user is computed by
taking the first letter of the first name. We put these results in one group as it is
illustrated in Figure 3 point (2) and it is not pre-selected because in most cases
the results are from multiple authors. The figure also demonstrates a special
case, where there is a user named Nicholas Gibbins who had already claimed
some of the publications, the system highlights them to make distinction from
the publications that are free to claim and the publications that have already
been claimed by other users. If there is a wrongful claim or the claimed author is
an impostor, user can follow the link to view the claimed author’s profile details
and can even report fraud.

Loose initial matching We take the initial and last name of all the authors in
our database and match it with the current user’s. This match finds authors
that have multi-letter initials. As it is shown in Figure 3 point (3) and (4) there
are two more matches - N.M Gibbins, NM Gibbins. We collapse this group of
results for a cleaner interface, as there can be multiple results.

Some of our publication records also have email address associated with them,
which can be a very accurate property to find user’s publications. Therefore, we
also enable users to enter all email addresses they use to publish their papers to
do an automated pre selection of the paper as an option. For some special case,
for instance when user has a different name associated with different publication,
they can search the single publication and make a claim. This also holds true
for misspelling or any other foreseen errors in the publications, user can simply
search for them separately or add and even edit the publication themselves by the
service ’Add or Edit Publication’ provided by the system. When our publication
database is updated or someone enters a new publication, users are notified to
update their publication list as well.

In our system publications are modelled by using the Bibliographic Ontology
10-and the author of the publication is modelled by Dublin Core metadata'®.
The URI http://www.iamresearcher.com/publication/rdf /1661006/ illus-
trates a single publication record. When user signup on our system, we generate
a unique URI for each user and model their profile and their social relations by
using FOAF ontology. When user claims a publication, they make alignment of
the publication and their FOAF URI. These data is then pushed into the Linked
Data Cloud and is dereferencable, e.g. by dereferencing the URI of this user
http://www.iamresearcher.com/profiles/id/yang2/ you will get an RDF
file with list of the publications this user has claimed to be the author of. Fol-
lowing the publication links provided in the RDF an agent can easily pull out a
user’s co-author network graph and so on.

Our system is designed in a way that anyone can claim to be an author of
any publication. Users are asked to agree to our terms and conditions as the

10 http://purl.org/ontology/bilbo/
" http://purl.org/dc/



Fraud? Fraud?

N. Shadbolt k N. Shadbolt

claim

Publication claim

N. Gibbins, W. Hall, N. Shadbolt, T. Berners-Lee

establish
colleagueship

author author author

report
fraud

Colleagues

N. Gibbins W. Hall T. Berners-Lee

—\.

e

Fig. 4. Quality Cotnrol: Report of Fraud

system does not take any responsibility of breach of copyright or intellectual
property issues, users who claim the publications are responsible for all the
legal matters. So we enable users to report spam and fraud to maintain system
integrity. The social network application has the benefit to identify a real user
from fake by analysing their network structure and by examining the FOAF
ontology. When dereferencing a user’s FOAF URI, we get RDF to describe this
identity, besides some basic information, we are defined by whom we related to.
In our system, if a publication has five authors, it will be audited five times by
all the authors. As we mentioned before, if you have co-authored a publication
with someone, there is strong possibility that they are your colleagues too and
you may want to establish the professional and social relationship as well. So in
most of the scenario, we can easily identify a fraud because an impostor would
fail to establish social relationships with other researchers.

Figure 4 illustrates how our system can spot a fraud. In this diagram, N.
Gibbins, W. Hall and T. Berners-Lee claimed this particular publication, they
have also established colleagueship in the FOAF file. Assume there are two users
whose names are N. Shadbolt and they both claim to be author of same publi-
cation. How do we identify who is a fraud? As soon as one of them establishes
a social relationship with any of the existing claimed author, others can spot
and report the fraud. Indeed, someone can pretend to be someone to add social
relationship as well, but it would be eventually spotted by observing day-to-day
communication through the social network. For this purpose and for the con-
venience of users, we have designed a co-author invitation claim. So users can



invite their co-authors to claim the publication and keep the integrity of the
publication and in result the whole system.

6 Preliminary Evaluation Results

We deployed our system at the University of Southampton for evaluation. In
this trial, we mainly focused on measuring two factors of the system: the in-
centive and total number of publications users claimed in comparison to the
publication they deposited in the University Eprints repository. We sent emails
to three different research labs at the University. We advertised the system as
a free research platform and provided a link to the system. 163 users signed up
initially (many of them were research students), we chose the 52 users who had
deposited publication in the University repository as case study. As it is shown
in Table 2, 39 out of these 52 users had claimed publications. This shows our
system successfully used incentive as 75% users claimed their publications. Few
research students gave feedback that they were pleased with the personalised
recommendation system and easily found their publication. As our system ag-

Total Users(A)|Users have published(B)|Users claimed (C)|Percentage (D)

163 52 39 75%

Table 2. User Claim Rate. Total Users(A): the amount of users registered to use our
system within our University; Users have published(B): Amount of users who had pub-
lications in the University repository; Users claimed(C): From users in B, the amount
of users who had claimed publications in our system; Percentage: C/B, percentage of
users who had committed work to our system.

gregated data from the University repository (Eprints) and other repositories as
well (1), our dataset is a superset of the University repository. By comparing the
claimed publications, we estimated how well a user solved the co-reference prob-
lem in their own publications. In our analysis we found that, out of 39 users who
had claimed publications, 51% of them claimed 136% more publications than
they deposited at Eprints. It proves the success of the system as users claimed
39% more publications aggregated from different sources grouped together than
the one where they entered bibliographical data in the Eprints repository them-
selves and also solved the co-reference problem in the integrated dataset. In
contrast, 49% of users did not claim all of their publications they deposited in
Eprints and only 67% of their publications were claimed. In the group of these
users, we observed that many of them had a large amount of publications, for
instance, one of the user had 417 publications, where he/she only claimed 289
pre-selected results. Claiming publications can be time consuming so our system
also provides options for users to claim publication not only during registration
process but also later at their own convenient time. Due to the time limitation,



we did not observe the users for longer period to identify how many of them
claimed publications later when system notified them to update their publica-
tion list. However, we believe if we deploy the system to a larger demographic,
our system would produce even more promising results fuelled by the network
effect.

No. of Users|Claimed Pubs(B)|Univ. Repos(C)|Claim Perc of Users
Perc(B/C)

20 1349 991 136% 51%

19 613 921 67% 49%

Table 3. Decomposition of users who claimed publications. Claimed Pubs(B): Claimed
publications by that group of users; Univ. Repos(C): Amount of publications found in
University repository for that group of users; Claim Perc(B/C): B/C, Claim percentage
of that group of users. Perc of Users: Percentage of users who had made a claim. Since
our dataset is a superset of the University repository, these users are presented with at
least those publications that can be found in the University repository. If a user claims
all the publication he deposited in the university repository, his Claim Perc would be
100%. This table splits those who under-claimed from the claimed authors. Therefore,
those 19 users (bottom row), who on average claimed only 67% of the repository total,
did not put in enough effort to find their publications in our system, while as the other
20 users (top row), who on average claimed 136% more that the university repository,
managed to find publications we aggregated from other databases.

7 Conclusions

In some cases machines are not capable of solving the problems that are easier
for humans and in our system we have taken the best of both worlds, the com-
putational power of machines and cognitive ability of humans and brought them
together to create a distributed human computation system to solve the Linked
Data issue of co-referencing. This system creates an ecosystem by making the
users, in this case researchers, the creators and consumers of data. Moreover, the
platform we provide allows them to make a complete cycle of resource utilisation
and consumption.

We have also emphasised the importance of incentive to motivate the user to
contribute to the system and made a trustworthy structure to identify fraud and
stop spam. But it is necessary to mention that since the system heavily relies
on the human interaction and contribution, any shortcomings of humans is the
shortcoming of this system as well. For example, if users fail to contribute then
the system is unable to fix the errors, the system is as smart as the users using
it and as diverse as the community of people. Also, as we take advantage of the
researcher’s social network, there is a risk of incomplete auditing of data when
there are very few users from a network or research fields and we also need to



take account of the old researchers who are no longer working and part of the
research community or who are no longer active.

Finally, since the system is an ecosystem there must be equilibrium, the num-
bers of users and data are directly proportional, if there is scarcity of users or the
data, the system will fail. And as it happens with any other natural ecosystem,
it is vulnerable to unforeseen external factors and loose the balance to function
properly as a stand-alone system. But with strong community contribution and
support, the system can be resilient and thrive to become a stable and dynamic
environment to provide better computation.
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