Distributed Interactive Real-time Multimedia Applic ations: A
Sampling and Analysis Framework

George Kousiouris, Fabio Checconi, Alessandro Miizzdatko Zlatev, Juri Papay, Thomas
Voith, Dimosthenis Kyriazis

Abstract—. The advancements in distributed computing have
driven the emergence of service-based infrastructess that
allow for on-demand provision of IT assets. Howeverthe
complexity of characterizing an application’s behaior, and as a
result the potential offered level of Quality of Sevice (Qo0S),
introduces a number of challenges in the data coliton and
analysis process on the Service Providers’ side,pegially for
real time applications. The aforementioned complexyt is
increased due to additional factors that influence the
application’s behavior, such as real time schedulg decisions,
percentage of a node assigned to the application application-
generated workload. In this paper, we present a fraework
developed under the IRMOS EU-funded project that enhles
the sampling and gathering of the necessary datasit order to
analyze an application’s behavior. Processing of ¢hresulting
dataset is also conducted in order to extract usefficonclusions
regarding CPU allocation and scheduling decisionsffect on the
QoS. We demonstrate the operation of the proposedaimework
and evaluate its performance and effectiveness uginan
interactive real-time multimedia application, namely a web-
based elLearning scenario.

I. INTRODUCTION

In the light of rising computing paradigms suchGisud
computing ([1]),
outsourced hosting and execution of interactivetimeldia
applications. The latter have strict requirememtgjoality of
service in order to operate effectively (e.g. laten
bandwidth and jitter for video streaming, or praieg
power for interactive special effects rendering}tdks in the
value chain emerge where value can be added, ethea
infrastructure level through virtualized storagetworking

and compute resources (laaS), at the applicatioel le

through offering a specific software tool on a pey-use

For the above value chain to support applicatioits w
real-time attributes, careful planning is requires that
neither under-provisioning (likely failure of thelication
to execute) nor massive over-provisioning (unnedgs
high costs) occur.

Furthermore, extensive use of techniques for inm@ging
applications  with  different  characteristics in
infrastructure creates a burden with regard to
investigation of the application’s behavior. Suebhniques
may include the use of virtualization, specializetieduling
and sharing of resources between different compgenen
Conclusively, extensive data sets must be colleatedn
automated way so that -conclusions regarding an
application’s behavior with varying resource allii@gas may
be investigated.

In this paper, a process for gathering extensivasgss
from applications inside the EU-funded project IRBIO
([11]) is described. This gathering incorporatestestof the
art components such as virtual machines (VMs) aatitrme
schedulers, based on a variation of a number afnpeters
that are relevant to the investigated applicatiod & the

the
the

new value chains are emerging fopardware configuration of the nodes of executionalfsis

and results regarding the effect of these paraséseich as
changing scheduling granularity) to the applicati@oS
levels are presented, in order to let the Serviceiger (SP)
use the fittest settings for the application under
consideration. The resulting data sets will be maehglable

to the general public for reusability purposes.

Il.  RELATED WORK
Similar work to the one presented in this paper is

basis (SaaS) and in-between these two levels, cdhees described in this section. In [2], DynBench is anluced, as

possibility of Platform as a Service (PaasS).
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a benchmark for distributed real time applications
infrastructures. This creates dynamic conditions fioe
testing of the infrastructures. While promising,isth
framework is mainly oriented towards investigatihg limits

of the infrastructure and not towards understanding
application behavior with different configurations.

In [3], VSched is presented, an EDF-based schagluli
algorithm. In this work, an analysis is conducted o
application performance with the scheduler in doest
investigating the effect of scheduling decisionsd an
concurrent virtual machines execution. The analigsigery
thorough and interesting, however no frameworkésented
for obtaining the necessary data sets.

In [4], DIANE is presented for Grid-based user leve



scheduling with a focus on applications. Howeveesth
applications are more centered around execution tiema
and not on real time interactivity.

A very interesting work is presented in [5] , whehe
users of a virtual machine are given the opporyumit
increase through a simple interface their alloca@flU,
based on their experience with the application. Tbst of
the increase is shown, so that the user may decidke fly.
While it is a very promising approach and wouldnétiate a
vast number of issues with regard to applicatiors Qavels,
its main drawback is in cases of workflows. Inside
workflow, a degradation in performance may be dueat
bottleneck on various nodes executing a part oftie user
will most likely be unaware of the location of thettleneck,
especially in cases of non experts.

Another interesting work with
scheduling and virtualization appears in [12]. histcase,
the schedulability of concurrent virtual machines
investigated, in relation to the application deaeti met. Our
work differs from this due to the fact that in tipigper one of
the major goals is to investigate application bérawith
regard to changing scheduler assignments. The apples
for the work presented in [13], which compares atiéht

modeling. One way to collect this type of infornoatiis
through executing the application for a varietydifferent
parameters and determine their effect on the QdBubu
Through this information the IRMOS provider will lzble
to have an idea regarding what kind of resourcesildhbe
allocated in order to meet the QoS levels requeliethe
client. Processing of these data for interpolatinay be
performed in a variety of ways (analytical modejing
statistical analysis, queueing theory, artificiateiligence
etc.) however we consider this part out of scopetlids
paper.

For real time applications, the basic aim is tovjite QoS
guarantees. These may be either extremely strith mo
possibility to fall below the specified levels (Hareal time
constraints) or more relaxed, allowing for a préausd

regard to real timepercentage of the QoS output to be above the wadetets

(soft real time constraints) ([8]) . In IRMOS, tkecond case

iis considered. So, what is critical, is to haver@bpbilistic

approach that covers the needed levels.

The data sets needed for the creation of theseailitlp
distributions are obtained by general experimeoatnd
sampling activities that are described in this work
Application runs can be performed for a series ofkloads,

scheduling algorithms. The framework presented Here With different application setup, on a variety ddrtiware

more application centric but can also be used dongarison
purposes of the effect of these schedulers on egijn
performance.

The remainder of the paper is structured as follows
Section
application sampling and analysis inside the
Framework is presented, along with details regardime
parameters of concern. In Section 1V, the testbsed ufor
the automatic collection of data is described, ehih
Section V the description of the process is preskriinally,
we present an analysis on the created data sét,anfibcus
on the effect of the altered parameters on theicgifun
QoS level (Section VI) and conclusions (Section)VII

I1l. ROLE OoF SAMPLING IN IRMOS

lll, the role of the proposed framework for
IRMOS

configurations. More details regarding the modgllin
approach followed in the project can be found in [9

A. Sampling Parameters
The parameters for which these sampling tests ball

application is executed and the application pararsethat
will be toggled during real life executions.

For the hardware parameters, different CPU pergenta
assignments can be given with varying granularithe
granularity concerns the time period in which {héscentage
is assigned and can vary from a few millisecondseimonds
typically. This affects the performance of an aggutiion (for
the same percentages of CPU allocation) in many wace
different needs must be met in each occasion. kample,
for interactive real time cases, the applicatiorsifue able to

The major goal of IRMOS (Interactive Real-TimePe activated in specific time intervals in ordergie the

Applications on Service Oriented Infrastructures) to

enable the utilization of distributed infrastru@srsuch as

SOls for interactive soft real time applications.drder for
this to be accomplished, the most significant emalk is to
offer guaranteed levels of QoS to the applicatinming
inside the framework. However, these software caorepts
may be in many cases proprietary. Acquisition dficent
information in order to deduce conclusions for itheshavior
can only be achieved through a macroscopic viewat/igh
more, it is assumed that the applications are nidtten
specifically for operation as IRMOS services, bather,

user the notion of interactivity. This period may different
from case to case. However frequent task switcivinthe
CPU results in increased overheads for the switchmocess
and the restoration of each task’s status. Sodeetoéf must
be achieved between the two cases. On the othet, loan
applications such as scientific simulations thifeafmay be
different. These applications are typically timensoming
and have no need for interactivity. Thus, the lartes
granularity is, the better the application behawunterms of
overall execution time will be, since with reducéask
switching, cache utilization will be improved.

Other parameters have to do with the workload ptedu

onducted depend on both the hardware on which the

software components already in general use wrappeds by the application. Different executions may pragluc
SaaS applications. As a consequence the actuahante different amount of work for the processor to handrhe
operation of the application will be very difficutb be effect of these factors must also be investigatedthie
ascertained and used for the purposes of perfonarmmontext of service oriented infrastructures. Faaregle, in a



server based application, this parameter is detexuinby the parameters may easily be altered such as number of
number of users that produce requests towardsahers underlying cores used, memory size, CPU model etc.
The higher this value is, the more requests arergézd and

the more strenuous to the resources the applicaifibhe. B. Host Scheduler Description

IV. SAMPLING TEST-BED In order to provide scheduling guarantees to theUgMwe
. . used a hybrid deadline/priority (HDP) real-time edhler
The sampI!ng test-bed consists of a number of sacgs ([6]) developed within the IRMOS consortium for thimux
components in order to alter the aforementionedrpaters. kernel. This scheduler provides temporal isolatamong
These include the Virtual Machine inside which th‘?nultiple possibly complex software components, sash
application resides and is executable on all noafethe  entire VMUs. It uses a variation of the Constanh@aidth
infrastructure. The second necessary componetiteigdal geryer (CBS) algorithm, ([7]) based on Earliest @iee
time scheduler used, that allocates the CPU sbatteetVM First, for ensuring that each group of processesitls is
process and alters the granularity of this assignniénally, scheduled for Q time units (the budget) every irtbof P
the application that is installed inside the VMniseded in time units (the period). The CBS algorithm has been
addition to an external simulator. The latter iediin order extended for supporting multi-core (and multi-presmr)
to create application workload. More details regaycthe platforms, achieving a partitioned scheduler witheeset of

role of each component are given in the followiagt®ns. tasks belonging to each group may migrate across th
i L associated CBS scheduler instances across progsgssor
A. Virtualization Approach according to the usual load-balancing heuristicLisfux.

Expanding network connectivity and the growing bulk Furthermore, whenever each (partition of a) resemmwais
data demands for larger infrastructures, which abke to scheduled on each core, the associated tasks leduted
react dynamically on computing, networking and &er according to their real-time priorities.

needs. The concept, which provides “on demand’isesv The scheduler exhibits an interface towards usacesp
by sharing infrastructure resources and maintainingpplications based on the cgroups framework, whldws
reliability and scalability, is associated with thierm for configuration of kernel-level parameters by meaf a
“cloud”. On the 32th IETF meeting in 1995 ([10]hetterm filesystem-based interface. This interface has hempped
cloud has been already used for the telecommuaitatiwithin a Python API, in order to make the real-time
infrastructure — now known as telco cloud — dealinth IP  scheduling services accessible from within the IRMO
routing over large “shared media” networks. Sharthg platform. The parameters that are exposed by thedsder
computing resources over time (perceived alreadyldiyn are the C and D values, where C is the amount mipating
McCarthy in 1961) is experiencing now a renaissaheeto time assigned to the VM every D interval.

the virtualization technologies. Virtualization obmputing N I .
resources allows running multiple operating systeime- C. Application Description and Preparation

shared on a single computer in so called virtuathimes. The application under investigation is an eLearmimgpile
The independence of the virtual machine from thal reinstant content delivery, in which real-time reguients are
hardware allows it to provide the computing as afombined with service oriented architecture. I tscenario
infrastructure service on demand on any real hagh wa user can receive on his/her mobile phone somareing
enough free computing power. The virtual machinedseto  contents relevant to the position where she is. {gagking
be light-weight for movement and for instant availiy. near to historical monument). It consists of a Tatitzased
The three main pillars computing, data storage arRtlearning application that incorporates a MySQltabase
networking can be provided as a service on demaridrg  (Figure 2). The application is able to receive geemwith
as there are some guarantees associated withetclbud GPS data from a client, search internally in theabase and
infrastructure service - Infrastructure as a SenvitaaS) respond with an elearning object identifier thatresponds
means that the infrastructure can be utilized aemice to the provided GPS coordinates (Figure 1). Irtsvjgled as
without expertise or control over the technologya war file and installed inside the VM. The reatdi
infrastructure ensuring certain guarantees. Theagees for requirement is mainly the response time in eachesgand
computing belong to virtual machines experienciegtain depends on the number of concurrent users andizeeof
CPU time over the complete service time. This s athe downloaded contents.

inevitable prerequisite for enabling a real-timeplagation Furthermore, it must provide a way for the samplin
inside a virtual machine with certain CPU time gudees. A framework to gather the reported data with regardhe
real-time capable OS of the virtual machine makes Yalues of interest. In the examined applicatiors transition
possible to run real-time tasks inside. of information was implemented with two potentiahys.
Inside the IRMOS framework, the Kernel-based VirtuaThe first one was an XML report available through/RL.
Machine tool is used. For each application a VMrisated The sampling framework polled this URL with a given
that covers its functional requirements (OS, spegiternal frequency and the XML report was stored and prakss
tools etc.) and which then can be executed onaales of a afterwards. The second option was for the appticato
distributed infrastructure. Through the use of VMsher



store on its own the reports inside a MySQL datapaiem
which the sampling framework could retrieve them.
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Figure 2: Application Design
D. Application Client Smulation Description s

In order to simulate application parameters, antlie
simulator is also necessary. This simulator camglioghe
number of users performing queries on the serdaus t
varying the server load. By having different sereeds and
different hardware configurations we can have alyais of
their effect on the expected QoS output (in thisecéhe
response time of the server to the users).

One significant advantage of the test-bed is thwet t
components described are decoupled from one andthiex
makes it flexible, so that these components (lidgedulers,
different virtualization tools or applications) cha replaced
with different versions, thus making comparisonswieen
them easy.

V.COLLECTION AND PROCESSING FRAMEWORK

In order for the collection of the samples to bedwcted
as automatically as possible, a number of acti@ve been
implemented. First of all, the application cliemnslator is
started, with a fixed number of users, whose cettdfic is
simulated. Afterwards a Java-based program residethe
physical host level of the infrastructure. This eods
responsible for retrieving the reported monitordaa from
the application. This can be done with two wayse Tinst
case is to call the URL provided by the applicatamd
described above in order to collect the XML report
produced by the latter. The reports from every sarapone
configuration are appended in a single XML file, osh
name is indicative of the scheduling parametersl @isethe
execution (C and D). Each sample is taken in xifipe

period, expressed through a parametric delay edert
between consecutive calls to the URL. This sampling
frequency could be adjusted in case of periodidiegippns

in order to obey to the Nyquist-Shannon theoremthed
from the samples collected the entire distributzan be
created. The second case is through the MySQL dsealin
which the reports from the application are timegadand
stored. For every configuration the start and ane tare
saved, and based on this information the applicatata that
were stored during this interval are retrieved.

Furthermore, in the same code, a Java-systemanteig
implemented in order to be able to change the gardiion
of the scheduling parameters through the interfsoept
described in Section IV.B. This way, consecutive
configurations are tested automatically and thesult in the
QoS parameter of the application (response time)
recorded. During the time of each configurationg th
previously examined retrieval framework takes theassary
measurements. The change in the scheduling panariste
two-fold, it involves the C/D value, which is therpentage
of CPU assigned to the VMU (which can be considénea
way as a simulation of different CPU speeds) bab dahe
granularity of D. This granularity is expected tdfeat
application performance, as stated in SectionBien with
the same %CPU assignment, a very large value obOldv
result in a highly non-responsive service, esphcifdr
interactive applications, due to the large intervaf
deactivation. For other applications with no inténaty, e.g.
scientific simulations, a large number of D coutdve to be
useful, due to reduction in task switches and bettzhe
utilization.

In conclusion, the Java class is responsible ferialy the
C, D parameters (both ratio and absolute values), f
connecting to the application interface (URL avaldgaXML
reports or MySQL DB), for extracting the reporteaues,
for processing them in order to produce the necgssa
statistics (in this case mean response time anddatd
deviation) and for creating the final output. Thistput is
CSV files, that contain matrices that can diretityused by
performance estimation methods. These include amum
with the different number of users, different CpBrameters
and the extracted statistics.

Finally, the number of users in the client simutai®
changed and the process is initialized again. Duehée
elastic form of the testbed, other parameters nisy he
investigated easily, such as the memory assigntieetiie
VM, configured at the VM startup. In this particula
application memory requirements were not extentieg is
why it was decided not to investigate this paramete

The structure of the sampling framework appears in
Figure 3.

In order to extract the necessary information ihaeeded

is

in the modeling approach followed inside IRMOS as

described in Section 1ll, the sampled responsedtiofethe
eLearning server are gathered for each executioth an
statistical metrics are extracted. These can bd fmethe
construction of the PDFs of the QoS output in cdersition,
for use in the next stages of modeling. The bastrios that



are extracted are the mean value and the stanéardtidn
of the response times.
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Figure 3: Sampling Framework In Figure 6, the comparison between the collectddes
of response times is shown for two different nurabef
users. The difference especially in the maximunueslof

VI. RESULTS the distributions depicts the effect of the appima

In this section, the results from the performedezipents workload in the response times.

are depicted. The range of values that were altered

e Number of Users: 30-150 1800 |
e C/D (CPU share) : 20-100% with a step of 20 1600 |
e D:10000- 560000usec) with a step of 50000 el

1zoo

Measurements were taken and the gathered values fo
each configuration were collected. An average oD 80
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response time values can be observed in Figurehié. i§ Figure 6: Comparison of different number of usergblue
expected since with high values of D, the serviae long 30, green 50) for the same resources (40% of the Op
active and inactive periods. If the requests falttie active and same D

interval, they will be satisfied quickly but if thdall in the ) ) ) _

inactive one then they will have to wait until thiss In Elgure 8 all the different conflgu.ranons areosim for
finished. This effect decreases as allocated CParesh WO different numbers of users. In this case, eghup of
increases, since in these cases the CPU is alredistaded to  cOlumns  (the first high one followed by 4 lower epe
the application and whenever a request arrives #eived. '€Presents one D configuration for different petages. The
The mean response time, as shown in Figure 5, seeftis hlgh bar is for low ut|I|.zat|on and while the un#noh
be affected greatly given that the percentage ol CPNCreases the response time decreases. In theoh@iizaxis

assigned is the same. the different D configurations represent inc.reaﬁlg.alues.
From these measurements it seems interestingthlbat
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The data set that was produced from the processided
in this paper and that was the basis for the afiguees will
be made available to the community, following thigiative
for reusable data sets.

VII. SUMMARY

In this paper, a sampling and analysis framewosedu
within the IRMOS project has been described. Tim af
this framework is to easily gather extensive ddtase
regarding an e-Learning application and its reaheti
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requirements, in relation to characteristics such the
number of users of the application and the hardware
allocation to it. This framework utilizes state tfe art
techniques in virtualization and real time schedyliand the
corresponding analysis of the results aids Sevitviders
in understanding the application’s behavior. klso flexible
in order to be used in distributed infrastructusits no need
for alterations for the deployment in a varietynofes. This
in turn can lead to enhanced allocation stratedtes. the
future, one interesting aspect to investigate wdogd the
interference between co-scheduled VMs.
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