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Abstract. We develop a new approach to the construction of state vectors for linear time-invariant systems described by higher-order differential equations. The basic observation is that the concatenation of two solutions of higher-order differential equations results in another (weak) solution once their remainder terms resulting from (repeated) integration by parts match. These remainder terms can be computed in a simple and efficient manner by making use of the calculus of bilinear differential forms and two-variable polynomial matrices. Factorization of the resulting two-variable polynomial matrix defines a state map, as well as a state map for the adjoint system. Minimality of these state maps is characterized. The theory is applied to three classes of systems with additional structure, namely self-adjoint Hamiltonian, conservative port-Hamiltonian, and time-reversible systems. For the first two classes it is shown how the factorization leading to a (minimal) state map is equivalent to the factorization of another two-variable polynomial matrix, which is immediately derived from the external system characterization, and defines a symplectic, respectively, symmetric, bilinear form on the minimal state space.
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1. Introduction. The notion of state is central in systems and control theory. Control strategies such as optimal control are based on the current relevant information about the system captured by its state, and state space models often turn out to be analytically and computationally most advantageous. Thus questions arise of how to construct a (minimal) state and how to “realize” an input-output behavior by a set of first-order differential equations in the, yet to be defined, state variables. Furthermore, there is a clear interest per se in understanding the relation between system properties at the external—input and output—level, and at the internal—state—level.

In this paper we take a fresh look at the problem of determining a (minimal) state for systems described by linear higher-order differential equations,

\begin{equation}
P \left( \frac{d}{dt} \right) y(t) = Q \left( \frac{d}{dt} \right) u(t), \quad y(t) \in \mathcal{Y} := \mathbb{R}^p, \ u(t) \in \mathcal{U} := \mathbb{R}^m,
\end{equation}

or more generally, without distinguishing between inputs \( u \) and outputs \( y \) and letting \( w := [y^T, u^T] \), \( q := p + m \),

\begin{equation}
R \left( \frac{d}{dt} \right) w(t) = 0, \quad w(t) \in \mathcal{W} := \mathbb{R}^q.
\end{equation}
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In all of these equations, $P \left( \frac{d}{dt} \right), Q \left( \frac{d}{dt} \right)$, and $R \left( \frac{d}{dt} \right)$ describe linear (higher-order) differential operators, or, equivalently, $P(\xi), Q(\xi)$, and $R(\xi)$ are polynomial matrices of appropriate dimensions in the indeterminate $\xi$.

It is well known [11, 14] that for an observable input-state-output system

$$
\begin{align*}
\frac{d}{dt} x &= Ax + Bu, \quad x(t) \in \mathbb{R}^n, \quad u(t) \in \mathbb{R}^m, \\
y &= Cx + Du, \quad y(t) \in \mathbb{R}^p,
\end{align*}
$$

the state $x$ can be written as a linear combination of the outputs and inputs and their derivatives, i.e., $x = X_y \left( \frac{d}{dt} \right) y + X_u \left( \frac{d}{dt} \right) u$ for certain linear differential operators $X_y \left( \frac{d}{dt} \right), X_u \left( \frac{d}{dt} \right)$, or, more compactly,

$$
(1.4) \quad x = X \left( \frac{d}{dt} \right) w
$$

for some $n \times q$ polynomial matrix $X(\xi)$. We will call (1.4) a state map.

The first, and most basic, question we want to address in this paper is the possibility of a “canonical” construction of a state map based on the higher-order description (1.1) or (1.2). Indeed, while there are various methods for coming up with state space representations (1.3) for system (1.1) or (1.2), they are mostly algorithmically oriented and do not provide an intrinsic link between the differential operator $X \left( \frac{d}{dt} \right)$ (or $X_y \left( \frac{d}{dt} \right)$ and $X_u \left( \frac{d}{dt} \right)$) describing the state map and the differential operator $R \left( \frac{d}{dt} \right)$ (respectively, $P \left( \frac{d}{dt} \right)$ and $Q \left( \frac{d}{dt} \right)$) describing the original higher-order linear system. In this paper we will show that, indeed, such a canonical construction can be given, and it is reliant upon a very classical notion, namely integration by parts. In fact, it will be shown in section 2 that state maps can be constructed by factorization of a two-variable polynomial matrix corresponding to the remainders in performing repeated integration by parts to (1.1) or (1.2).

Besides its intrinsic value, this new approach to constructing state maps offers a number of important advantages. First of all, because the state map is directly based on the differential operator $R \left( \frac{d}{dt} \right)$ describing the external (input-output) behavior of the system, it is easy to translate properties of the external behavior of the system into its internal (state) behavior. This will be illustrated in section 4, where it will be shown how two versions of external Hamiltonian behavior, namely self-adjoint Hamiltonian systems and conservative port-Hamiltonian systems, directly translate into internal behavior. In particular, we will show how the external behavior in both cases explicitly defines an internal structure on the state space defined by the canonical state map construction developed in section 2. In the first case (self-adjoint Hamiltonian systems) this is the symplectic structure on this state space, while in the second case (conservative port-Hamiltonian systems) this is the explicitly constructed internal energy function. We also show how the property of time-reversibility of the external behavior immediately translates into the explicit construction of an involution on the canonically defined state. In [25] we have applied the same methodology to the relation between external and internal system decompositions. Compared to the existing literature on these and related subjects, a main novelty of the approach taken in this paper is that for the derivation of, e.g., the symplectic structure or internal energy we do not rely on the state space isomorphism theorem for minimal systems (guaranteeing the existence of such objects), but instead we explicitly construct such objects on the canonically defined state space.
Surprisingly enough, our canonical state map construction also yields a canonical state map for the adjoint system. In fact, while one of the two terms in the factorization of the two-variable polynomial matrix corresponding to the remainders yields the state map for the original system, the other defines a state map for the adjoint system. These connections and their consequences (e.g., for uncontrollable systems) are explored in section 3.

Another advantage of our approach, to be explored in future work, is its potential for generalizations to systems described by (higher-order) linear PDEs, or even to nonlinear systems. Indeed, because our approach is based on the fundamental notion of integration by parts, it is in principle extendable to much more general situations than linear time-invariant ODEs.

Finally, we remark that the canonical state map construction developed in this paper also yields a new, and transparent, algorithm to effectively compute state maps and eventually state space realizations. The consequences of this algorithm for state space realization theory will be detailed in a future paper.

1.1. Mathematical background and notation. The main mathematical tools employed in this paper concern the correspondence between linear differential operators and polynomial matrices, and that between bilinear differential forms (scalar-valued bilinear differential operators) and two-variable polynomial matrices. For additional background concerning the former correspondence, see [14]; about the latter correspondence, we refer the reader to [27].

Throughout the paper, \( \mathbb{R}^{p \times q}[\xi] \) will denote the space of real \( p \times q \) polynomial matrices in the indeterminate \( \xi \), while \( \mathbb{R}^{p \times q}[\zeta, \eta] \) will denote the space of real \( p \times q \) polynomial matrices in the indeterminates \( \zeta \) and \( \eta \). \( R^T(\xi) \), respectively, \( \Phi^T(\zeta, \eta) \), will denote the transpose of \( R(\xi) \in \mathbb{R}^{p \times q}[\xi] \), respectively, of \( \Phi(\zeta, \eta) \in \mathbb{R}^{p \times q}[\zeta, \eta] \).

2. State maps from integration by parts.

2.1. The notion of state. Consider the system of linear higher-order differential equations

\[
R \left( \frac{d}{dt} \right) w(t) = 0, \quad w(t) \in W := \mathbb{R}^q,
\]

where \( R(\xi) = R_0 + R_1 \xi^1 + \cdots + R_N \xi^N \in \mathbb{R}^{p \times q}[\xi] \). Denote the space of locally integrable trajectories from \( \mathbb{R} \) to \( \mathbb{R}^q \) by \( \mathcal{L}^{\text{loc}}(\mathbb{R}, \mathbb{R}^q) \). Recall that \( w \in \mathcal{L}^{\text{loc}}(\mathbb{R}, \mathbb{R}^q) \) is a weak solution of (2.1) if

\[
\int_{-\infty}^{\infty} w^T(t)R^T \left( -\frac{d}{dt} \right) \phi(t)dt = 0
\]

for all \( C^\infty \) test functions \( \phi : \mathbb{R} \to \mathbb{R}^p \) with compact support. The set of weak solutions of (2.1), also called the behavior \( \mathcal{B} \), is defined as (see, e.g., [10, 14, 17])

\[
\mathcal{B} := \{ w : \mathbb{R} \to \mathbb{R}^q \mid w \in \mathcal{L}^{\text{loc}}(\mathbb{R}, \mathbb{R}^q) \text{ and (2.1) is satisfied weakly} \}.
\]

In behavioral system theory (see, e.g., [14, 17]), the following transparent definition of state has been developed. Consider two solutions \( w_1, w_2 \in \mathcal{B} \), and define the concatenation of \( w_1 \) and \( w_2 \) at time 0 as the time-function

\[
(w_1 \wedge_0 w_2)(t) := \begin{cases} w_1(t), & t < 0, \\ w_2(t), & t \geq 0, \end{cases} \quad t \in \mathbb{R}.
\]
We say that \( w_1, w_2 \in \mathcal{B} \) are equivalent at time 0, denoted as \( w_1 \sim_0 w_2 \), if for all \( w \in \mathcal{B} \),
\[
(2.5) \quad w_1 \wedge_0 w \in \mathcal{B} \iff w_2 \wedge_0 w \in \mathcal{B}.
\]
Thus equivalent trajectories admit the same continuations starting from time \( t = 0 \).

Remark 2.1. In the context of linear systems (as in this paper), this is equivalent to requiring that \( w_1 \wedge_0 w \) and \( w_2 \wedge_0 w \in \mathcal{B} \) for some \( w \in \mathcal{B} \). Furthermore, in this case, since \( w_2 \wedge_0 w_2 \in \mathcal{B} \), it follows that \( w_1 \sim_0 w_2 \) if and only \( w_1 \wedge_0 w_2 \in \mathcal{B} \). Because of the symmetry of this last condition, it also means that equivalence of \( w_1, w_2 \in \mathcal{B} \) at \( t = 0 \) amounts to \( w_1 \) and \( w_2 \) having the same precursors. (Note that for nonlinear systems these equivalences in general do not hold; see [22] for some initial ideas about the construction of state maps in this case.)

Let \( X(\xi) \in \mathbb{R}^{n \times q}[\xi] \). Then the differential operator
\[
X \left( \frac{d}{dt} \right) : \mathcal{L}^0_{\infty}((\mathbb{R}, \mathbb{R}^q)) \to \mathcal{L}^0_{\infty}((\mathbb{R}, \mathbb{R}^n)),
\]
\[
w \mapsto x := X \left( \frac{d}{dt} \right) w
\]
is said to be a state map [17] for the system (2.1), with set of solutions \( \mathcal{B} \) defined in (2.3), if for all \( w_1, w_2 \in \mathcal{B} \) and corresponding \( x_i := X \left( \frac{d}{dt} \right) w_i, \ i = 1, 2 \), the following property (the state property) holds:
\[
(2.6) \quad [x_1(0) = x_2(0)] \quad \text{and} \quad [x_1, x_2 \text{ continuous at } t = 0] \implies [w_1 \sim_0 w_2].
\]
If (2.6) holds, then the vector \( x \) contains all the information necessary to conclude whether any two trajectories in \( \mathcal{B} \) admit the same continuation at time \( t = 0 \). For this reason the vector \( x(0) = X \left( \frac{d}{dt} \right) w(0) \) is called a state of the system at time 0 corresponding to the time-function \( w \), and \( X = \mathbb{R}^n \) is called a state space for the system. If \( n \) is minimal among all the state vector dimensions, then the state map is called a minimal state map. We then call \( n \) the McMillan degree of the system.

### 2.2. Integration by parts and bilinear differential forms

Our starting point for obtaining state maps is the basic integration by parts formula. Take any \( N \)-times differentiable functions \( w : \mathbb{R} \to \mathbb{R}^q \) and \( \varphi : \mathbb{R} \to \mathbb{R}^p \) and denote \( w^{(i)} := \frac{d^i}{dt^i} w \), \( \varphi^{(i)} := \frac{d^i}{dt^i} \varphi, \ i \in \mathbb{N} \). For each pair of time instants \( t_1 \leq t_2 \), repeated integration by parts yields
\[
(2.7) \quad \int_{t_1}^{t_2} w^T(t)R^T \left( -\frac{d}{dt} \right) \varphi(t)dt = \int_{t_1}^{t_2} \varphi^T(t)R \left( \frac{d}{dt} \right) w(t)dt + B_{\Pi}(\varphi, w)|_{t_1}^{t_2},
\]
where we call the expression \( B_{\Pi}(\varphi, w)(t) \) the remainder, which has the form
\[
(2.8) \quad B_{\Pi}(\varphi, w)(t) = \begin{bmatrix} \varphi^T(t) & \varphi^{(1)}^T(t) & \cdots & \varphi^{(N-1)}^T(t) \end{bmatrix} \tilde{\Pi} \begin{bmatrix} w(t) \\ w^{(1)}(t) \\ \vdots \\ w^{(N-1)}(t) \end{bmatrix},
\]
for some constant matrix \( \tilde{\Pi} \) of dimension \( Np \times Nq \).

\(^1\) Of course, by time-invariance, \( x(t) = X(\frac{d}{dt}) w(t) \) defines a state of the system at any time \( t \).
The differential version of the integration by parts formula (2.7) (obtained by dividing (2.7) by \(t_2 - t_1\) and letting \(t_1\) tend to \(t_2 = t\)) is

\[
(2.9) \quad w^T(t)R^T\left(-\frac{d}{dt}\right)\varphi(t) - \varphi^T(t)R\left(\frac{d}{dt}\right)w(t) = \frac{d}{dt}B_\Pi(\varphi, w)(t).
\]

Both sides of this equality define a bilinear differential operator form or, briefly, bilinear differential form (BDF), i.e., a bilinear functional of two trajectories and of a finite number of their derivatives. Formally, a BDF \(B_\Phi\) as defined in [27] is a bilinear map

\[
B_\Phi: C^\infty(\mathbb{R}, \mathbb{R}^p) \times C^\infty(\mathbb{R}, \mathbb{R}^q) \rightarrow C^\infty(\mathbb{R}, \mathbb{R})
\]

involving two vector-valued functions and a finite set of their time-derivatives, that is, at any time \(t\),

\[
(2.10) \quad B_\Phi(\varphi, w)(t) = \sum_{k,l=0}^{M-1} \left[ \frac{d^k}{dt^k} \varphi(t) \right]^T \Phi_{k,l} \left[ \frac{d^l}{dt^l} w(t) \right],
\]

for certain constant \(p \times q\) matrices \(\Phi_{k,l}, k, l = 0, \ldots, M - 1\). The matrix \(\tilde{\Phi}\) whose \((k, l)\)th block is the matrix \(\Phi_{k,l}\) for \(k, l = 0, \ldots, M - 1\), is called the coefficient matrix of the bilinear differential form \(B_\Phi\). It follows that the coefficient matrix of the bilinear differential form \(B_\Pi\) corresponding to the remainder is precisely the matrix \(\Pi\) as defined in (2.8).

Remark 2.2. For a scalar polynomial or a square polynomial matrix \(R(\xi)\) the formulas (2.7) and (2.9) are classically referred to as Green's, respectively, Lagrange's, identity, while the matrix \(\Pi\) for a scalar \(R(\xi)\) is called the bilinear concomitant; see [10].

There is a useful one-to-one correspondence between the bilinear differential form \(B_\Phi\) in (2.10) and the two-variable polynomial matrix \(\Phi(\zeta, \eta)\) defined as

\[
(2.11) \quad \Phi(\zeta, \eta) := \sum_{k,l=0}^{M-1} \Phi_{k,l} \zeta^k \eta^l.
\]

The crucial observation (see [3, 27]) is that for any bilinear differential form \(B_\Phi\) the bilinear differential form corresponding to its time-derivative, defined as

\[
(2.12) \quad B_\Psi(\varphi, w)(t) := \frac{d}{dt}B_\Phi(\varphi, w)(t)
\]

\[
= \sum_{k,l=0}^{M-1} \left[ \frac{d^{k+1}}{dt^{k+1}} \varphi(t) \right]^T \Phi_{k,l} \left[ \frac{d^l}{dt^l} w(t) \right] + \left[ \frac{d^k}{dt^k} \varphi(t) \right]^T \Phi_{k,l} \left[ \frac{d^{l+1}}{dt^{l+1}} w(t) \right],
\]

corresponds, by the product rule of differentiation, to the two-variable polynomial matrix

\[
(2.13) \quad \Psi(\zeta, \eta) = (\zeta + \eta)\Phi(\zeta, \eta).
\]

As a consequence, the differential version of the integration by parts formula (2.9) has associated with it the two-variable polynomial matrix equality

\[
(2.14) \quad R(-\zeta) - R(\eta) = (\zeta + \eta)\Pi(\zeta, \eta).
\]

From this formula it follows how the two-variable polynomial matrix \(\Pi(\zeta, \eta)\) and its coefficient matrix \(\Pi\) (corresponding to the remainder) can be most easily computed:
since the two-variable polynomial matrix $R(\xi - \eta)$ is zero for $\xi + \eta = 0$, it
directly follows that $R(\xi - \eta)$ contains a factor $\xi + \eta$, and thus we can define
the two-variable polynomial matrix $\Pi(\xi, \eta)$ as
\begin{equation}
\Pi(\xi, \eta) := \frac{R(\xi - \eta)}{\xi + \eta}.
\end{equation}

2.3. State maps from factorization. It turns out that state maps for a system $R(\frac{d}{dt})w = 0$
can be computed from a factorization of the two-variable polynomial matrix $\Pi(\xi, \eta)$
into a product of single-variable polynomial matrices. Before showing this, we recall how
factorizations of the coefficient matrix of a bilinear differential form correspond to
factorizations of the two-variable polynomial matrix corresponding to it. This is summarized
in the following proposition.

**Proposition 2.3.** Let $\Phi \in \mathbb{R}^{p \times q}[\xi, \eta]$, and let $\tilde{\Phi}$ be its coefficient matrix. Then
the following two statements are equivalent:
1. There exist real matrices $F$, $G$ with $n$ rows such that
   \[ \tilde{\Phi} = \tilde{F}^T \tilde{G}. \]
2. There exist polynomial matrices $F \in \mathbb{R}^{n \times p}[\xi]$, $G \in \mathbb{R}^{n \times q}[\xi]$ with coefficient
   matrices $\tilde{F}$, $\tilde{G}$, i.e.,
   \[ F(\xi) = \tilde{F} \begin{bmatrix} I_p \\ \xi I_p \\ \vdots \end{bmatrix} \quad \text{and} \quad G(\xi) = \tilde{G} \begin{bmatrix} I_q \\ \xi I_q \\ \vdots \end{bmatrix}, \]
   such that
   \[ \Phi(\xi, \eta) = F^T(\xi)G(\eta). \]

**Proof.** This follows from the discussion on page 1709 of [27]. \qed

Factorizations such as those of Proposition 2.3, which, moreover, correspond to
the minimal value $n = \text{rank}(\tilde{\Phi})$, are called minimal (or canonical as in [27]). Note
that the matrices $F$ and $G$ involved in a minimal factorization of $\Phi$ are of full row
rank.

Minimal factorizations are not unique; however, using standard linear algebra
arguments, the following proposition can be easily verified.

**Proposition 2.4.** Given a minimal factorization $\Phi = \tilde{F}^T \tilde{G}$, every other minimal
factorization $\Phi = F'^T G'$ can be obtained from it by premultiplication of $F$ and $G$ by a
nonsingular $n \times n$ matrix $S$, respectively, $S^{-T}$. In view of Proposition 2.3 this implies
that $\Phi(\xi, \eta) = F'^T(\xi)G'(\eta) = F'^T(\xi)G'(\eta)$ with $F'(\xi) := SF(\xi)$, $G'(\xi) := S^{-T}G(\xi)$.

Any factorization $\Pi(\xi, \eta) = Y^T(\xi)X(\eta)$ of the two-variable polynomial matrix
$\Pi(\xi, \eta)$ corresponding to the remainder leads from (2.14) to the matrix polynomial
equality
\begin{equation}
R(\xi - \eta) = (\xi + \eta)Y^T(\xi)X(\eta)
\end{equation}
and to the corresponding bilinear differential form equality expanding (2.9),
\begin{equation}
w^T(t)R^T\left(-\frac{d}{dt}\right)\varphi(t) - \varphi^T(t)R\left(\frac{d}{dt}\right)w(t) = \frac{d}{dt}\left[Y\left(\frac{d}{dt}\right)\varphi(t)\right]^TX\left(\frac{d}{dt}\right)w(t),
\end{equation}
which immediately leads to the construction of a state map, as the following result states.

**Theorem 2.5.** For any factorization \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \), the map

\[
 w \mapsto x := X \left( \frac{d}{dt} \right) w
\]

is a state map.

**Proof.** We begin by proving the following result.

**Lemma 2.6.** Let \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \) be a factorization. Then for any \( w_1, w_2 \in B \) it holds that

\[
 (2.18) \quad \left[ X \left( \frac{d}{dt} \right) w_1(0) = X \left( \frac{d}{dt} \right) w_2(0) \right] \implies [w_1 \sim_0 w_2].
\]

Furthermore, if \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \) is a minimal factorization, then also the converse implication of (2.18) holds.

**Proof.** We first consider \( C^\infty \) trajectories \( w_1, w_2, w \in B \). By definition, \( w_1 \wedge_0 w \in B \) if and only if

\[
 \int_{-\infty}^{\infty} (w_1 \wedge w)^T(t)R^T \left( -\frac{d}{dt} \right) \varphi(t)dt = 0
\]

for all \( C^\infty \) test functions \( \varphi \) with compact support; an analogous expression holds for \( w_2 \). Integrating by parts on the two intervals \(( -\infty, 0 )\) and \(( 0, \infty )\) and using \( R \left( \frac{d}{dt} \right) w_1(t) = 0 \) for \( t < 0 \) and \( R \left( \frac{d}{dt} \right) w_2(t) = 0 \) for \( t \geq 0 \) yields that this holds if and only if

\[
 \left( Y \left( \frac{d}{dt} \right) \varphi(0) \right)^T X \left( \frac{d}{dt} \right) w_1(0) = \left( Y \left( \frac{d}{dt} \right) \varphi(0) \right)^T X \left( \frac{d}{dt} \right) w(0)
\]

for all \( C^\infty \) test functions \( \varphi \) with compact support. The same holds for the concatenation of \( w_2 \) and \( w \). Thus \( w_1 \sim_0 w_2 \) if and only if

\[
 (2.19) \quad \left( Y \left( \frac{d}{dt} \right) \varphi(0) \right)^T X \left( \frac{d}{dt} \right) w_1(0) = \left( Y \left( \frac{d}{dt} \right) \varphi(0) \right)^T X \left( \frac{d}{dt} \right) w_2(0)
\]

for all \( \varphi \).

Hence \( X \left( \frac{d}{dt} \right) w_1(0) = X \left( \frac{d}{dt} \right) w_2(0) \) implies \( w_1 \sim_0 w_2 \), thus proving (2.18). Furthermore, in the case of \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \) is a minimal factorization, then given the arbitrariness of \( \varphi \) and the injectivity of \( Y^T \), it follows that if \( w_i \in B, i = 1, 2 \), and (2.19) holds, then also \( X \left( \frac{d}{dt} \right) w_1(0) = X \left( \frac{d}{dt} \right) w_2(0) \), and consequently the converse implication of (2.18) holds. Since the subset of \( C^\infty \) trajectories in \( B \) is dense in \( B \) (in the sense of \( L^1_{loc}(\mathbb{R}, \mathbb{R}^q) \)) (cf. Corollary 2.4.12 in [14]), the result of the lemma follows.

To complete the proof of Theorem 2.5, observe that the differential operator \( X \left( \frac{d}{dt} \right) \) obtained from any factorization of \( \Pi \) is such that for all \( w \in B \) the trajectory \( X \left( \frac{d}{dt} \right) w \) is continuous, since \( X \left( \frac{d}{dt} \right) w \) is a linear combination of expressions obtained by integrating by parts an \( L^1_{loc}(\mathbb{R}, \mathbb{R}^q) \) function, and is consequently an absolutely continuous time-function; see page 1062 of [17] for details.
Remark 2.7. It is a matter of straightforward verification to check that the coefficient matrix $\tilde{\Pi}$ of $\Pi(\zeta, \eta)$ equals

\[
\begin{bmatrix}
-\sigma_1 & -\sigma_2 & \cdots & -\sigma_{N-1} & -\sigma_N \\
\sigma_2 & \sigma_3 & \cdots & \sigma_N & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
(1)^{N-1}\sigma_{N-1} & (1)^{N-1}\sigma_N & 0 & \cdots & 0 \\
(1)^N\sigma_N & 0 & 0 & \cdots & 0
\end{bmatrix}
\]

(which in the scalar case is classically known as the bilinear concomitant [10]). Up to minus signs, this corresponds to the expression obtained by applying the shift-and-cut map on the matrix $R(\xi)$ (see section 5 of [17]), which we now briefly recall. Any rational function $q(\xi) \in \mathbb{R}[\xi]$ can be uniquely written as the sum of a polynomial $p_q(\xi)$ and of a strictly proper rational function $s_q(\xi)$. Now define

\[
(\ )_+ : \mathbb{R}[\xi] \to \mathbb{R}[\xi],
\]

\[
q(\xi) \mapsto (q(\xi))_+ := p_q(\xi).
\]

The shift-and-cut map $\sigma_+ : \mathbb{R}[\xi] \to \mathbb{R}[\xi]$ is defined as

\[
\sigma_+(p(\xi)) := (\xi^{-1}p(\xi))_+,
\]

and its definition is extended to polynomial matrices in a componentwise manner. Observe that if $R(\xi) = R_0 + R_1 \xi + \cdots + R_N \xi^N$, then $\sigma_+(R(\xi)) = R_1 + \cdots + R_N \xi^{N-1}$, while the second iterate of $\sigma_+$, denoted $\sigma_+^2$, takes the value $\sigma_+^2(R(\xi)) = R_2 + \cdots + R_N \xi^{N-2}$, and similar expressions hold for the $k$th iterate. It follows from the results of section 6 of [17] that the polynomial matrix

\[
\begin{bmatrix}
\sigma_+(R(\xi)) \\
\sigma_+^2(R(\xi)) \\
\vdots \\
\sigma_+^{N-1}(R(\xi))
\end{bmatrix}
\]

induces a (in general, nonminimal) state map for $R(\frac{d}{dt})w = 0$. Note that the coefficient matrix of (2.21) is equal to (2.20) up to minus signs, and thus corresponds to an $\tilde{X}$ in a (in general, nonminimal) factorization $\tilde{\Pi} = Y^T \tilde{X}$, with $Y$ an identity matrix up to minus signs. Hence the derivation of $\Pi(\zeta, \eta)$ and its coefficient matrix $\tilde{\Pi}$ can be regarded as a direct and intrinsic “integration by parts” and “BDF” interpretation of the state map construction procedure of [17]. See also [9] for a discussion of the concepts of state and state map from a more algebraic point of view.

Specialization of Theorem 2.5 to input-output systems (1.1) yields the following.

Corollary 2.8. Consider the input-output system (1.1). Define polynomial matrices $X_y(\xi), X_u(\xi)$ such that

\[
P(-\zeta) - P(\eta) = (\zeta + \eta)Y^T(\zeta)X_y(\eta), \quad -Q(-\zeta) + Q(\eta) = (\zeta + \eta)Y^T(\zeta)X_u(\eta)
\]

for some polynomial matrix $Y(\xi)$ (such matrices $X_y(\xi), X_u(\xi)$, and $Y(\xi)$ always exist); then

\[
x = X_y \left( \frac{d}{dt} \right) y + X_u \left( \frac{d}{dt} \right) u
\]

defines a state map.
2.4. Minimality. In this subsection we address the question of which conditions ensure that the state maps obtained by integration by parts are minimal.

Proposition 2.9. Consider \( R(-\zeta) - R(\eta) = (\zeta + \eta)\Pi(\zeta, \eta) \), and let \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \) be a factorization. Then the state map \( x = X\left(\frac{d}{dt}\right)w, x(t) \in \mathbb{R}^n \), is minimal if and only if there does not exist a nonzero \( f \in \mathbb{R}^{1 \times n} \) such that

\[
fx(\xi) = h(\xi)R(\xi)
\]

for some \( h \in \mathbb{R}^{1 \times p}[\xi] \).

Proof. (Only if) Suppose \( x = X\left(\frac{d}{dt}\right)w \) is minimal and there exists a nonzero \( f \in \mathbb{R}^{1 \times n} \) such that (2.24) holds. Then the image of the state map \( x = X\left(\frac{d}{dt}\right)w \) given by

\[
\mathcal{V} := \left\{ v \in \mathbb{R}^n \mid \exists w \in \mathcal{B} \text{ such that } X\left(\frac{d}{dt}\right)w(0) = v \right\}
\]

is annihilated by \( f \); that is, \( f v = 0 \) for all \( v \in \mathcal{V} \). Thus the state map is not surjective, contradicting minimality.

(If) The fact that there does not exist a nonzero \( f \in \mathbb{R}^{1 \times n} \) such that (2.24) holds implies that the factorization \( Y^T(\zeta)X(\eta) \) is minimal. Indeed, suppose \( Y^T(\zeta)X(\eta) \) is not minimal; then there exists a nonzero \( f \in \mathbb{R}^{1 \times n} \) such \( fx(\xi) = 0 \). Hence by Lemma 2.6,

\[
\begin{bmatrix} X\left(\frac{d}{dt}\right)w_1(0) \\ X\left(\frac{d}{dt}\right)w_2(0) \end{bmatrix} \iff \begin{bmatrix} w_1 \sim_0 w_2 \end{bmatrix}.
\]

Thus the only thing left to be proved for minimality of the state map \( x = X\left(\frac{d}{dt}\right)w \) is that it is surjective; that is, \( \mathcal{V} \) defined in (2.25) is equal to \( \mathbb{R}^n \). However, if \( \dim \mathcal{V} < n \), then there exists a nonzero constant vector \( f \in \mathbb{R}^{1 \times n} \) such that the differential operator \( (fx)\left(\frac{d}{dt}\right) \) is zero restricted to \( \mathcal{B} \), or, equivalently, such that \( fx(\xi) = h(\xi)R(\xi) \) for some \( h \in \mathbb{R}^{1 \times p}[\xi] \).

Example 2.10. Consider an input-output system (1.1) without differentiations on \( u \),

\[
P\left(\frac{d}{dt}\right) y = u.
\]

Computation of a state map is performed by the factorization

\[
\begin{bmatrix} P(-\zeta) & -I_m \\ \rho(\eta) & -I_m \end{bmatrix} = \begin{bmatrix} P(-\zeta) & -I_m \end{bmatrix} = \begin{bmatrix} Y^T(\zeta)X(\eta) & 0_m \end{bmatrix}.
\]

In this case, when the factorization is minimal then also the state map \( x = X_y(\frac{d}{dt})y \) is minimal. Indeed, suppose the state map \( x = X_y(\frac{d}{dt})y \) is not minimal. Then by Proposition 2.9 there would exist a nonzero constant vector \( f \in \mathbb{R}^{1 \times n} \) such that

\[
f \begin{bmatrix} X_y(\xi) \\ 0 \end{bmatrix} = h(\xi) \begin{bmatrix} P(\xi) & -I_m \end{bmatrix}
\]

for some \( h \in \mathbb{R}^{1 \times m}[\xi] \). However, by the form of this equation we necessarily have \( h = 0 \), which in turn implies by minimality of the factorization that \( f = 0 \).

It follows from the proof of Proposition 2.9 that minimality of the factorization is a necessary condition for minimality of the state map. However, in general it is not sufficient. A simple class of counterexamples is provided by taking \( R(\xi) \) to be
a unimodular polynomial matrix, that is, \( R(\xi) \) square and \( \det R(\xi) = c \), for some nonzero constant \( c \). Then it is clear that the minimal dimension (McMillan degree) of the corresponding system is zero. (In fact, the behavior \( \mathcal{B} \) is \( \{0\} \).) However, if \( R(\xi) \) is not itself a constant matrix, then \( \tilde{\Pi} \) will be different from zero, and thus have rank \( > 0 \).

On the other hand, a sufficient (but not necessary) condition for minimality of the state map can be derived as follows. We first recall (see, e.g., [11]) the definition of a row-reduced polynomial matrix. For the \( i \)th row of a polynomial matrix \( R(\xi) \), we define the row-degree \( d_i \) as the highest power of \( \xi \) appearing in that row. The leading row-coefficient matrix \( R_{hr} \) of \( R(\xi) \) is defined as the constant matrix, whose \( i \)th row consists of the coefficients of \( \xi^{d_i} \) in the corresponding entry of \( R(\xi) \). The polynomial matrix \( R(\xi) \) is called row-reduced if \( R_{hr} \) has full row-rank.

**Proposition 2.11.** Consider the system \( R \left( \frac{d}{dt} \right) w = 0 \), with \( R \) row-reduced. Let \( \Pi(\xi, \eta) = Y^T(\xi)X(\eta) \) be a minimal factorization; then \( x = X \left( \frac{d}{dt} \right) w \) is a minimal state map.

**Proof.** Recall from the proof of Proposition 2.9 that, in the case of a minimal factorization, minimality of the state map \( x = X \left( \frac{d}{dt} \right) w \) with \( x \in \mathbb{R}^n \) is equivalent to the subspace \( \mathcal{V} \) defined in (2.25) having dimension \( n \) (equal to the rank of the coefficient matrix \( \Pi \)). First, consider the case when the coefficient matrix of \( X \) in the factorization consists of the linearly independent rows of the matrix (2.20); the general case will follow in a straightforward manner.

Assume by contradiction that \( \dim \mathcal{V} < n \). Then there exists a nonzero constant vector \( f \in \mathbb{R}^{1 \times n} \) such that \( fX(\xi) = h(\xi)R(\xi) \) for some \( h \in \mathbb{R}^{1 \times p}[\xi] \). We are going to prove that necessarily \( h(\xi) \) equals zero. Then \( fX(\xi) = 0 \), and by minimality of the factorization \( \Pi(\xi, \eta) = Y^T(\xi)X(\eta) \) it follows that \( f = 0 \), which yields the desired contradiction.

Denote the row-degrees of \( R(\xi) \) by \( d_i \), \( i = 1, \ldots, p \), and without loss of generality, assume that \( d_1 = d_2 = \cdots = d_{g_1} > d_{g_1 + 1} \geq \cdots \geq d_{g_2} \). Note that \( R \) being row-reduced is equivalent to the predictable degree property (see [11, p. 387]): for every row-vector \( h(\xi) \) we have

\[
\deg(h(\xi)R(\xi)) = \max_{i = 1, \ldots, p} \{ \deg(h_i(\xi)) + d_i \}.
\]

Note also that every row of \( X(\xi) \) has degree less than \( d_1 \), the maximum degree of any row in \( R \). Then conclude from \( fX(\xi) = h(\xi)R(\xi) \) and the predictable degree property that \( h_i(\xi) = 0 \), \( i = 1, \ldots, g_1 \).

Now let \( h_i(\xi) = 0 \), \( g_1 + 1 \leq i \leq \overline{g} \), and \( b_{\overline{g} + 1}(\xi) \neq 0 \). The predictable degree property implies that the highest power of \( \xi \) in \( h(\xi)R(\xi) \) is higher than or equal to \( d_{\overline{g} + 1} \). It follows then from \( fX(\xi) = h(\xi)R(\xi) \) that at least one of the components of \( f \) corresponding to the rows of \( X \) of degree larger than or equal to \( d_{\overline{g} + 1} \) must be nonzero. It follows from (2.20) that the rows of \( X \) of degree larger than or equal to \( d_{\overline{g} + 1} \) necessarily correspond to some of the first \( \overline{g} \) rows of \( R \). Consequently, the highest coefficient vector of \( fX(\xi) \) is a linear combination of the highest coefficient vectors of some of the first \( \overline{g} \) rows of \( R \).

On the other hand, from \( fX(\xi) = h(\xi)R(\xi) \) and \( h_i(\xi) = 0 \) for \( i = 1, \ldots, \overline{g} \) it follows that the highest coefficient of \( h(\xi)R(\xi) \), and consequently of \( fX(\xi) \), is a linear combination of the last \( p - \overline{g} \) rows of \( R \). However, this implies that a linear combination of the first \( \overline{g} \) rows from the highest-coefficient matrix of \( R \) equals a linear combination of its last \( p - \overline{g} \) rows. By row-reducedness, we conclude that this is
possible if and only if all of the coefficients of the linear combination equal zero. From this it follows that \( h_i(\xi) = 0 \) for all \( 1 \leq i \leq p \), leading by minimality of the factorization to \( f = 0 \).

In order to prove the case of a general \( X \) arising from a minimal factorization, use the fact that any other matrix whose row span equals that of \( \tilde{\Phi} \) must differ from the matrix \( X \) considered in the previous argument by premultiplication by a nonsingular matrix. This concludes the proof. \( \square \)

**Remark 2.12.** Recall (see, e.g., [11, 14]) that any polynomial matrix \( R(\xi) \) can be transformed into a row-reduced matrix while not changing the behavior defined by it. First of all, for any \( R(\xi) \) we can find a unimodular matrix \( U(\xi) \) such that \( U(\xi)R(\xi) = \begin{bmatrix} U'(\xi) & 0 \end{bmatrix} \) with \( R'(\xi) \) full row-rank. Then the behavior defined by \( R \left( \frac{d}{dt} \right) w = 0 \) is the same as that defined by \( R' \left( \frac{d}{dt} \right) w = 0 \). Furthermore, for any full-row rank polynomial matrix \( R'(\xi) \) there exists a unimodular matrix \( U'(\xi) \) such that \( U'(\xi)R'(\xi) \) is row-reduced. Again, since premultiplication with a unimodular matrix does not change the behavior, the result follows.

**Corollary 2.13.** If \( R \) is row-reduced, then the McMillan degree of \( R \left( \frac{d}{dt} \right) w = 0 \) equals the rank \( n \) of the coefficient matrix \( \tilde{\Pi} \) of \( \Pi(\zeta, \eta) \) in (2.15).

**Remark 2.14.** The result of Corollary 2.13 provides an alternative way of computing the McMillan degree of a system given in kernel representation \( R \left( \frac{d}{dt} \right) w = 0 \), as compared to the standard way of computing the maximal degree of the nonzero minors of the polynomial matrix \( R \). It also implies that in general (without the assumption of row-reducedness) the rank of \( \tilde{\Pi} \) is greater than or equal to the McMillan degree.\(^2\)

We illustrate the above theory with a simple example.

**Example 2.15.** Consider the (uncontrollable) system \( \frac{d^2}{dt^2} w_1 = \frac{d}{dt} w_2 \), with corresponding \( R(\xi) = \begin{bmatrix} \xi^2 & -\xi \end{bmatrix} \). Compute
\[
R(-\zeta) - R(\eta) = \begin{bmatrix} \xi^2 & \zeta \end{bmatrix} - \begin{bmatrix} \eta^2 & -\eta \end{bmatrix} = (\zeta + \eta) \begin{bmatrix} \zeta & -\eta & 1 \end{bmatrix}.
\]
A (minimal) factorization of \( \Pi(\zeta, \eta) := \begin{bmatrix} \zeta & -\eta & 1 \end{bmatrix} \) can be obtained by (trivially in this case) factorizing its coefficient matrix
\[
\tilde{\Pi} = \begin{bmatrix} 0 & 1 & -1 & 0 \\ 1 & 0 & 0 & 0 \end{bmatrix} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ 1 & 0 & 0 & 0 \end{bmatrix},
\]
leading to the factorization
\[
\Pi(\zeta, \eta) = \begin{bmatrix} \zeta & -\eta & 1 \end{bmatrix} = \begin{bmatrix} 1 & \zeta \\ 0 & 1 \end{bmatrix} \begin{bmatrix} -\eta & 1 \\ 1 & 0 \end{bmatrix} =: Y^T(\zeta) X(\eta).
\]
It follows that a state map is given by
\[
\begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} -\frac{d}{dt} \\ 1 \end{bmatrix} \begin{bmatrix} w_1 \\ w_2 \end{bmatrix} = \begin{bmatrix} -\frac{d}{dt} w_1 + w_2 \\ w_1 \end{bmatrix},
\]
which is minimal since \( R(\xi) \) is row-reduced. (Indeed, the rank of the coefficient matrix \( \tilde{\Pi} \), which is \( 2 \), equals the McMillan degree of the system.)

---

\(^2\)An alternative, seemingly unrelated, way of computing the McMillan degree for controllable systems is based on the computation of the rank of the (generalized) Bézoutian (cf. [1]), which can be defined (see [27]) using the two-variable polynomial matrix \( R(\xi) M(\eta) \), where \( w = M \left( \frac{d}{dt} \right) \) is an image representation of the system. Since \( R(\xi) M(\zeta) = 0 \), it follows that we can write \( R(\xi) M(\eta) = (\zeta + \eta) \Psi(\zeta, \eta) \), where the coefficient matrix of \( \Psi \) is the Bézoutian matrix.
2.5. First-order models. In this subsection we will directly show that the state \( x = X \left( \frac{d}{dt} \right) w \) as obtained from a factorization \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \) satisfies a set of linear first-order differential-algebraic equations (in accordance with the intuitive notion of state). This follows from the basic formula (2.17). Indeed, for any ordinary solution \( w \in B \), and thus \( R \left( \frac{d}{dt} \right) w = 0 \), this formula yields (by applying the product rule of differentiation to the right-hand side)

\[
\left( Y \left( \frac{d}{dt} \right) \varphi \right)^T \frac{d}{dt} x = - \left( Y \left( \frac{d}{dt} \right) \varphi \right)^T x + w^T \left( R^T \left( \frac{d}{dt} \right) \varphi \right)
\]

for all \( \varphi \). Denote \( Y(\xi) = Y_0 + Y_0 \xi + \cdots + Y_{N-1} \xi^{N-1} \). Then this expression can be written explicitly as

\[
\begin{bmatrix}
\varphi^T & \varphi^{(1)T} & \cdots & \varphi^{(N-1)T}
\end{bmatrix}
\begin{bmatrix}
Y^T_0 \\
0 \\
\vdots \\
Y^T_{N-1}
\end{bmatrix}
\frac{d}{dt} x
\]

(2.27)

\[
= - \begin{bmatrix}
\varphi^{(1)T} & \varphi^{(2)T} & \cdots & \varphi^{(N)T}
\end{bmatrix}
\begin{bmatrix}
Y^T_0 \\
0 \\
\vdots \\
Y^T_{N-1}
\end{bmatrix}
x
\]

\[
+ \begin{bmatrix}
\varphi^T & \varphi^{(1)T} & \cdots & \varphi^{(N)T}
\end{bmatrix}
\begin{bmatrix}
R_0 \\
- R_1 \\
\vdots \\
(-1)^N R_N
\end{bmatrix}
w
\]

for all row vectors \( [\varphi^T \ \varphi^{(1)T} \ \cdots \ \varphi^{(N)T}] \), or more compactly,

(2.28)

\[
\begin{bmatrix}
\varphi^T & \cdots & \varphi^{(N)T}
\end{bmatrix}
\begin{bmatrix}
Y^T_0 \\
\vdots \\
Y^T_{N-1} \\
0
\end{bmatrix}
\frac{d}{dt} x + \begin{bmatrix}
0 \\
Y^T_0 \\
\vdots \\
Y^T_{N-1}
\end{bmatrix} x + \begin{bmatrix}
-R_0 \\
R_1 \\
\vdots \\
(-1)^N R_N
\end{bmatrix} w = 0.
\]

From the arbitrariness of the test function \( \varphi \), and hence the arbitrariness of the row vector \( [\varphi^T \ \varphi^{(1)T} \ \cdots \ \varphi^{(N)T}] \), it thus follows that

(2.29)

\[
\begin{bmatrix}
Y^T_0 \\
\vdots \\
Y^T_{N-1} \\
0
\end{bmatrix}
\frac{d}{dt} x + \begin{bmatrix}
0 \\
Y^T_0 \\
\vdots \\
Y^T_{N-1}
\end{bmatrix} x + \begin{bmatrix}
-R_0 \\
R_1 \\
\vdots \\
(-1)^N R_N
\end{bmatrix} w = 0.
\]

Note that (2.30) constitutes a state representation of the differential-algebraic form \( E \frac{d}{dt} x + F x + G w = 0 \). If the factorization \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \) is chosen to be minimal, then

\[
\begin{bmatrix}
Y^T_0 \\
\vdots \\
Y^T_{N-1}
\end{bmatrix}
\]
has full column rank, and thus has a left inverse $L$. Premultiplying (2.30) by $[L \ 0 \ I_p]$ then yields the equivalent representation

$$
\frac{d}{dt}x = -L \begin{bmatrix} 0 & Y_0^T & \vdots & Y_{N-2}^T \end{bmatrix} x + L \begin{bmatrix} R_0 & -R_1 & \vdots & (-1)^{N-1} R_{N-1} \end{bmatrix} w,
$$

(2.31)

$$
0 = -Y_N^T x + (-1)^N R_N w.
$$

This is a representation of the form $\frac{d}{dt}x = Fx + Gw, \ 0 = Hx + Kw$, often called an output nulling representation. Evidently, different factorizations of $\tilde{\Pi}$ yield different state maps and consequently different state equations (2.30), (2.31); in a future paper we will further explore the resulting state space realizations.

### 2.6. State maps for image representations.

A linear system in image representation is given by higher-order differential equations of the form

$$
\frac{d}{dt}w = M \left( \frac{d}{dt} \right) \ell,
$$

(2.32)

where $\ell \in \mathcal{L}_1^{w\ell}(\mathbb{R}, \mathbb{R}^k)$ denotes a vector function of auxiliary, or latent, variables, and $M(\xi)$ is an $q \times k$ polynomial matrix. Note that (2.32) defines two behaviors: the full behavior,

$$
B_{\text{full}} := \{(w, \ell) \in \mathcal{L}_1^{w\ell}(\mathbb{R}, \mathbb{R}^{q+k}) \mid (2.32) \text{ holds weakly}\},
$$

(2.33)

and the external behavior,

$$
B_{\text{ext}} := \{w \in \mathcal{L}_1^{w\ell}(\mathbb{R}, \mathbb{R}^q) \mid \exists \ell \in \mathcal{L}_1^{w\ell}(\mathbb{R}, \mathbb{R}^k) \text{ such that (2.32) holds weakly}\}.
$$

(2.34)

Systems in image representation will naturally come up in sections 3 and 4. It is well known [14] that any system $R \left( \frac{d}{dt} \right) w = 0$ with behavior $B$ can be written in image representation (2.32) (in the sense that $B_{\text{ext}} = B$) if and only if it is controllable (in the behavioral sense), or equivalently, the polynomial matrix $R(s), s \in \mathbb{C}$, has constant rank. Thus systems in image representation are necessarily controllable.

The construction of a state map for the full behavior $B_{\text{full}}$ directly follows from the construction of state maps for systems given in kernel representation (2.1) as above. Indeed, the full behavior is given as the set of weak solutions (in $w$ and $\ell$)

$$
\left[ I_q - M \left( \frac{d}{dt} \right) \right] \begin{bmatrix} w \\ \ell \end{bmatrix} = 0.
$$

(2.35)

Thus a state map can be constructed by factorizing the two-variable polynomial matrix $\Pi(\zeta, \eta)$ defined as

$$
(\zeta + \eta)\Pi(\zeta, \eta) := \begin{bmatrix} I_q & -M(-\zeta) \end{bmatrix} - \begin{bmatrix} I_q & -M(\eta) \end{bmatrix} = \begin{bmatrix} 0_q & -M(-\zeta) + M(\eta) \end{bmatrix}.
$$

(2.36)

Correspondingly, (2.1) is often referred to as a kernel representation.
Obviously, any factorization of \( \Pi(\zeta, \eta) \) is of the form

\[
(2.37) \quad \Pi(\zeta, \eta) = Y_M^T(\zeta) \begin{bmatrix} 0_q & X_M(\eta) \end{bmatrix},
\]

where \( Y_M^T(\zeta)X_M(\eta) \) is a factorization of \( \Pi_M(\zeta, \eta) \), defined by \((\zeta + \eta)\Pi_M(\zeta, \eta) := -M(-\zeta) + M(\eta)\). In particular, the state map for the full behavior is a function of only the latent variables \( \ell \).

Somewhat contrary to the case of kernel representations, \textit{minimality} of this state map simply corresponds to minimality of the factorization \( \Pi_M(\zeta, \eta) = Y_M^T(\zeta)X_M(\eta) \), as is formulated in the next proposition.

**Proposition 2.16.** Consider the full behavior of the image representation (2.32). Any factorization

\[
(2.38) \quad \Pi_M(\zeta, \eta) = \frac{-M(-\zeta) + M(\eta)}{\zeta + \eta} = Y_M^T(\zeta)X_M(\eta)
\]
defines a state map \( x = X_M(\frac{d}{\zeta})\ell \) for the full behavior, which is minimal if and only if the factorization is minimal.

**Proof.** The only thing left to be proved is the “if” part concerning minimality. This follows, however, from similar reasoning as in Example 2.10. Indeed, consider a minimal factorization \( \Pi_M(\zeta, \eta) = Y_M^T(\zeta)X_M(\eta) \), yielding a state map \( X(\xi) = \begin{bmatrix} 0 & X_M(\xi) \end{bmatrix} \), where 0 is an \( n \times q \) zero-matrix. Suppose this state map is \textit{not} minimal. Then, by Proposition 2.9, there would exist a nonzero constant vector \( f \in \mathbb{R}^{1 \times n} \) such that

\[
f \begin{bmatrix} 0 & X_M(\xi) \end{bmatrix} = h(\xi) \begin{bmatrix} I_q & -M(\xi) \end{bmatrix}
\]

for some \( h \in \mathbb{R}^{1 \times q}[\xi] \). However, by the form of this equation it follows that we necessarily have \( h = 0 \), which in turn implies by minimality of the factorization the contradiction \( f = 0 \).

State maps for the external behavior \( \mathcal{B}_{\text{ext}} \), can be directly obtained from state maps for the full behavior \( \mathcal{B}_{\text{full}} \) once the latent variables \( \ell \) can be expressed in the external variables \( w \). It is well known (see [14]) that for every image representation (2.32) we can replace the polynomial matrix \( M(\xi) \) by a polynomial matrix \( M'(\xi) \) such that \( M'(s) \) has full column-rank for all \( s \in \mathbb{C} \), while not changing the external behavior of the image representation.\(^4\) For such a, possibly adapted, image representation we have the following.

**Proposition 2.17.** Consider (2.32), where \( M(s) \) has full column-rank for all \( s \in \mathbb{C} \), and consider the full (2.33) and external (2.34) behaviors associated with (2.32). Then

\[
[w_1, \ell_1] \sim_0 (w_2, \ell_2) \text{ in } (2.33) \iff [w_1 \sim_0 w_2 \text{ in } (2.34)].
\]

Let \( L(\xi) \) be such that

\[
L(\xi)M(\xi) = I,
\]

and let \( x = X_M(\frac{d}{\zeta})\ell \) be a (minimal) state map for the full behavior \( \mathcal{B}_{\text{full}} \). Then \( x = X_M(\frac{d}{\zeta})L(\frac{d}{\zeta})w \) is a (minimal) state map for the external behavior \( \mathcal{B}_{\text{ext}} \). In particular, the McMillan degrees of the full and the external behaviors are equal.

\(^4\)Such an image representation is called \textit{observable}, since the latent variables \( \ell \) are uniquely determined by the external variables \( w \). Indeed, since \( M'(s) \) has constant rank for all \( s \in \mathbb{C} \), there exists a polynomial matrix \( L(\xi) \) such that \( L(\xi)M'(\xi) = I \), and hence \( \ell = L(\frac{d}{\zeta})M'(\frac{d}{\zeta})\ell = L(\frac{d}{\zeta})w.\)
Proof. The implication $\Rightarrow$ is obvious. In order to prove the converse implication, observe that the latent variable trajectory $\ell$ is uniquely determined by $w$:
\[
[(w_1, \ell_1), (w_2, \ell_2) \in \mathcal{B}_{\text{full}}] \quad \text{and} \quad [w_1 = w_2] \implies [\ell_1 = \ell_2].
\]
Now assume that $w_1, w_2 \in \mathcal{B}_{\text{ext}}$ are infinitely differentiable trajectories which are equivalent at zero in the external behavior, i.e., $w_1 \wedge_0 w_2 \in \mathcal{B}_{\text{ext}}$. Let $\ell$ be the latent variable corresponding to $w_1 \wedge_0 w_2$, i.e., $(w_1 \wedge_0 w_2, \ell) \in \mathcal{B}_{\text{full}}$. Proceed now as in the proof of Lemma 2.6 and integrate by parts along $(w_1 \wedge_0 w_2, \ell)$ on $(-\infty, 0)$ and $(0, +\infty)$, obtaining algebraic conditions on $\ell$ and its derivatives on the left and the right of zero. Now apply observability to conclude that the restriction of $\ell$ to $(-\infty, 0)$ coincides with $\ell_1$, the latent variable trajectory such that $w_1 = R\left(\frac{d}{dt}\right)\ell_1$, and that the restriction of $\ell$ to $(0, +\infty)$ coincides with $\ell_2$, the latent variable trajectory such that $w_2 = R\left(\frac{d}{dt}\right)\ell_2$. Consequently, the algebraic conditions on $\ell$ and its derivatives on the left and the right of zero can be written in terms of $\ell_1$, respectively, $\ell_2$. These conditions are readily seen to be the same as the concatenability conditions for the full trajectories $(w_1, \ell_1)$ and $(w_2, \ell_2)$ obtained by integration by parts on the full trajectories. The rest of the claims follow immediately. \hfill \Box

Remark 2.18. One implication in the result of Proposition 2.17 is straightforward: if two trajectories are concatenable in the full behavior, then their projections on the external variables are concatenable in the external behavior. The converse implication is interesting since it shows that if two trajectories are concatenable at time $t = 0$ in the external behavior, then the full trajectories corresponding to them are also concatenable at zero, producing an admissible full trajectory. (Note that this is in general not true for general representations involving latent variables, as discussed in section 7 of [17].)

3. Adjoint systems. Consider again the basic integration by parts formula (2.9). For any $C^\infty$ function $w \in \mathcal{B}$ it holds that $R\left(\frac{d}{dt}\right)w = 0$, and thus we obtain from (2.9) the equality
\[(3.1) \quad w^T(t)R^T\left(\frac{d}{dt}\right)\varphi(t) = \frac{d}{dt}B_{\Pi}(\varphi, w)(t).\]
This formula is used to define (see also [6]) the adjoint system as the system given in image representation as
\[(3.2) \quad w_a = R^T\left(-\frac{d}{dt}\right)\varphi, \]
where $w_a(t)$ belongs to $\mathcal{W}^* = \mathbb{R}^q$, the dual space of $\mathcal{W}$, This leads to the following relation between the trajectories of the original system $R\left(\frac{d}{dt}\right)w = 0$ and those of its adjoint system (3.2):
\[(3.3) \quad w^T w_a = \frac{d}{dt}B_{\Pi}(\varphi, w).\]
Since the adjoint system is given in image representation, it is automatically controllable.

Remark 3.1. It can be seen that (3.3) uniquely defines the adjoint system in the following sense. Suppose there exists a trajectory $w_a'$ such that for some other bilinear differential form $B_{\Pi}'(\varphi, w)$,
\[(3.4) \quad w^T w_a' = \frac{d}{dt}B_{\Pi}'(\varphi, w)\]
for all $w \in \mathcal{B}$. Then, following an argument in [10], by subtracting (3.4) from (3.3) it follows that
\[
(3.5) \quad w^T(w - w'_a) = \frac{d}{dt}[B_{\Pi}(\varphi, w) - B_{\Pi}'(\varphi, w)]
\]
for all $w \in \mathcal{B}$. Since the left-hand side does not depend on the derivative of $N$th order $w^{(N)}$ this implies that $B_{\Pi}(\varphi, w) - B_{\Pi}'(\varphi, w)$ does not depend on $w^{(N-1)}$. However, since the left-hand side also does not depend on $w^{(N-1)}$, this implies that $B_{\Pi}(\varphi, w) - B_{\Pi}'(\varphi, w)$ also does not depend on $w^{(N-2)}$. This argument may be repeated to show that the bilinear differential form $B_{\Pi}(\varphi, w) - B_{\Pi}'(\varphi, w)$ does not depend on $w^{(N-1)}, w^{(N-2)}, \ldots, w$, and hence (by linearity and arbitrariness of $\varphi$) is equal to zero. It follows that $w_a = w'_a$, and thus the set of trajectories of the adjoint system is uniquely defined by (3.3).

Remark 3.2. The above definition differs from the classical definition of the adjoint system as in, e.g., [10]. In fact, for a system of differential equations $R\left(\frac{d}{dt}\right) w = 0$, where $R(\xi)$ is assumed to be a square polynomial matrix, the adjoint system is classically defined as the set of differential equations $R^T\left(-\frac{d}{dt}\right) \varphi = 0$ in the vector $\varphi$.

As shown in Theorem 2.5, the right-factor of a factorization $\Pi(\zeta, \eta) = Y^T(\zeta)X(\eta)$ defines a state map for the system $R\left(\frac{d}{dt}\right) w = 0$. It turns out that the left-factor $Y(\xi)$ is associated with a state map for the full behavior of the adjoint system.

Theorem 3.3. Let $\Pi(\zeta, \eta)$ be defined as in (2.11), and let $\Pi(\zeta, \eta) = Y^T(\zeta)X(\eta)$ be a factorization. Then the map $x_a := Y\left(\frac{d}{dt}\right) \varphi$ acting on the latent variable $\varphi$ is a state map for the full behavior.

Proof. The claim follows in a straightforward manner from the argument used in the proof of Proposition 2.17. \qed

Remark 3.4. In section 2 we defined state maps as differential operators that act on the external variables of a system, thus producing a state vector. When considering representations involving latent variables, it is also possible (see section 7 of [17]) to define state maps also as acting on the full trajectories to produce state variables for the external behavior. In this broader sense, the state map $x_a := Y\left(\frac{d}{dt}\right) \varphi$ defined in Theorem 3.3 acting on the latent variable $\varphi$ is a state map also for the external behavior of (3.2), for the same reason mentioned at the beginning of Remark 2.18.

From (3.3) we conclude that the state $x_a = Y\left(\frac{d}{dt}\right) \varphi$ of the adjoint system satisfies (see also [27, eq. (10.3)] or [6, eq. (2.6)])
\[
(3.6) \quad w_a^T w = \frac{d}{dt} x_a^T x.
\]

It is important to note that the adjoint system is fully determined by the controllable part of the system $R\left(\frac{d}{dt}\right) w = 0$, which is defined as follows. First, without loss of generality we may assume that $R(\xi)$ has full row-rank; cf. Remark 2.12. Next, any full row-rank matrix $R(\xi)$ can be factorized as
\[
(3.7) \quad R(\xi) = P(\xi)R_c(\xi),
\]
where $R_c(s)$ has full row-rank for all $s \in \mathbb{C}$, and $P(\xi)$ is a square polynomial matrix such that $\det P(\xi)$ is different from the zero-polynomial (see, e.g., [14]). Then
\[
(3.8) \quad B_c := \left\{ w \in L^1_{\text{w}}(\mathbb{R}, \mathbb{R}^q) \mid w \text{ is a weak solution of } R_c\left(\frac{d}{dt}\right) w(t) = 0 \right\}
\]
obviously satisfies \( \mathcal{B}_c \subset \mathcal{B} \) and constitutes the controllable part of the system. Since \( P \) is nonsingular, the differential operator \( P^T \left( -\frac{d}{dt} \right) \) is surjective (cf. [14]), and consequently the time-functions \( \varphi_c := P^T \left( -\frac{d}{dt} \right) \varphi \) are arbitrary time-functions, so that the adjoint system is also given as

\[
(3.11) \quad w_a = R_c^T \left( -\frac{d}{dt} \right) P^T \left( -\frac{d}{dt} \right) \varphi = R_c^T \left( -\frac{d}{dt} \right) \varphi_c,
\]

which is indeed involving only the controllable part of the system. Since \( R_c(s) \) is surjective for all \( s \in \mathbb{C} \), application of Proposition 2.17 yields the following corollary.

**Corollary 3.5.** Consider the adjoint system given in image representation,

\[
(3.10) \quad w_a = R_c^T \left( -\frac{d}{dt} \right) \varphi_c.
\]

Let \( L_c(\xi) \) be such that

\[
L_c(\xi) R_c^T (-\xi) = I,
\]

and let \( x = Y_c \left( \frac{d}{dt} \right) \varphi_c \) be a (minimal) state map for the full behavior \( \mathcal{B}_{\text{full}} \) of the adjoint system. Then \( x = Y_c \left( \frac{d}{dt} \right) L_c \left( \frac{d}{dt} \right) w \) is a (minimal) state map for the external behavior \( \mathcal{B}_{\text{ext}} \) of the adjoint system. In particular, the McMillan degrees of the full and the external behaviors of the adjoint system are equal.

As a consequence we can derive the following behavioral characterization of the adjoint system, extending the one given in [13, 27] for controllable systems.

**Proposition 3.6.** Consider the system \( R \left( \frac{d}{dt} \right) w = 0 \). Then the external behavior \( \mathcal{B}_a \) of the adjoint system (3.2) equals

\[
(3.11) \quad \left\{ w_a \in \mathcal{L}^{\infty} (\mathbb{R}, \mathbb{R}^q) \left| \int_{-\infty}^{\infty} w_a^T(t) w(t) dt = 0 \, \forall w \in \mathcal{B}_c \text{ with compact support} \right. \right\}.
\]

**Proof.** Without loss of generality \( R(\xi) = P(\xi) R_c(\xi) \) is given as in (3.7). Since \( R_c \left( \frac{d}{dt} \right) w = 0 \) is a controllable system, it has been shown in [13, 27] that the behavior \( \mathcal{B}_a \) of the adjoint system (3.5) equals the expression in the first line of (3.11). On the other hand, all trajectories of compact support in \( \mathcal{B} \) are actually (cf. [14]) contained in \( \mathcal{B}_c \), and hence the result follows.

### 4. State maps for Hamiltonian and time-reversible systems.

Throughout subsections 4.1 and 4.2 we consider controllable systems \( R \left( \frac{d}{dt} \right) w = 0 \), or equivalently, in image representation \( w = M \left( \frac{d}{dt} \right) \ell \), where \( \text{im} M(s) = \ker R(s), s \in \mathbb{C} \), and, without loss of generality, \( M(s) \) has full column-rank for all \( s \in \mathbb{C} \).

Suppose that \( \mathcal{W} = \mathbb{R}^q \) is given as \( \mathcal{W} = \mathcal{U} \times \mathcal{U}^* \) for some linear space \( \mathcal{U} := \mathbb{R}^m \) (hence \( q = 2m \)). Such a space \( \mathcal{W} = \mathcal{U} \times \mathcal{U}^* \) is endowed with two canonical non-degenerate bilinear forms. The first is the skew-symmetric bilinear form defined by

\[
(4.1) \quad [(u_1, y_1), (u_2, y_2)] := \langle y_1 | u_2 \rangle - \langle y_2 | u_1 \rangle
\]

for \( u_1, u_2 \in \mathcal{U} \), and \( y_1, y_2 \in \mathcal{U}^* \), where \( \langle \cdot | \cdot \rangle \) denotes the duality product between \( \mathcal{U} \) and its dual \( \mathcal{U}^* \). This is nothing else than the standard symplectic form given in
matrix representation by
\begin{equation}
J_e = \begin{bmatrix}
0_m & I_m \\
-I_m & 0_m
\end{bmatrix}.
\end{equation}

The second canonical bilinear form on $W = U \times U^*$ is the symmetric bilinear form defined by
\begin{equation}
\langle (u_1, y_1), (u_2, y_2) \rangle := \langle y_1 | u_2 \rangle + \langle y_2 | u_1 \rangle,
\end{equation}
which has the matrix representation
\begin{equation}
Q_e = \begin{bmatrix}
0_m & I_m \\
I_m & 0_m
\end{bmatrix}.
\end{equation}

Both canonical forms give rise to a definition of a Hamiltonian system: the first is that of a self-adjoint Hamiltonian system (closely related to the input-output Hamiltonian systems introduced in [2, 5] and further studied, e.g., in [18, 19]), and the second is that of a (conservative) port-Hamiltonian system (as introduced in [7, 12, 23]). In both cases we will show how the state map construction developed in section 2 translates into the explicit construction of a symplectic, respectively, energy quadratic, form on the state space.

4.1. Self-adjoint Hamiltonian systems. The skew-symmetric bilinear form $[\cdot, \cdot]$ with matrix representation $J_e$ on $W = \mathbb{R}^{2m}$ gives rise to the following skew-symmetric bilinear form on the set $C(\mathbb{R}, \mathbb{R}^{2m})$ of piecewise right-continuous functions $w : \mathbb{R} \rightarrow \mathbb{R}^{2m}$ with compact support:
\begin{equation}
[w_1, w_2] := \int_{-\infty}^{\infty} w_1^T(t) J_e w_2(t) dt.
\end{equation}

This is again a nondegenerate form, in the sense that if $[w_1, w_2] = 0$ for all compact support $w_1$ (resp., $w_2$), then $w_2 = 0$ (resp., $w_1 = 0$). Thus it defines a symplectic form on $C(\mathbb{R}, \mathbb{R}^{2m})$. Recall that a subspace $L$ of a linear space $V$ with symplectic form $\omega$ is called Lagrangian if $L = L^\perp$, where $\perp$ denotes the orthogonal complement with respect to the symplectic form $\omega$. Equivalently, $L$ is Lagrangian if $\omega$ is zero when restricted to $L$, and moreover $L$ is maximal with respect to this property. This leads to the following behavioral definition of a self-adjoint Hamiltonian system as initially developed in [6, 19, 20, 21].

**Definition 4.1.** The behavior $B$ defines a self-adjoint Hamiltonian system if $B$ is a Lagrangian subspace with respect to the symplectic form $[\cdot, \cdot]$ defined in (4.5) on $C(\mathbb{R}, \mathbb{R}^{2m})$.

Hence the system $w = M \left( \frac{d}{dt} \right) \ell$ is self-adjoint Hamiltonian if
\begin{equation}
\int_{-\infty}^{\infty} w_1^T(t) J_e w_2(t) dt = \int_{-\infty}^{\infty} \left( M \left( \frac{d}{dt} \right) \ell_1(t) \right)^T J_e M \left( \frac{d}{dt} \right) \ell_2(t) = 0
\end{equation}
for all smooth $\ell_1, \ell_2$ of compact support, and furthermore the system is maximal with regard to this property. It follows from [19, 6] (see also [27, Theorem 3.1] for similar

---

Note that we have replaced the function class $L^1_{loc}(\mathbb{R}, \mathbb{R}^q)$, as used up to now in the definition of behaviors, by the smaller class of piecewise right-continuous functions—the reason being that we need the expressions (4.5) to be well defined.
developments) that \( w = M \left( \frac{d}{dt} \right) \ell \) is self-adjoint Hamiltonian if and only if
\[
MT(-s)J_v M(s) = 0, \quad \dim M(s) = m \left( = \frac{1}{2} \dim W \right) \quad \forall s \in \mathbb{C}.
\]
The equality (4.7) means that \( MT(\zeta)J_v M(\eta) \) is zero whenever \( \zeta + \eta = 0 \). Hence (4.7) is equivalent to the existence of a two-variable polynomial matrix \( \Phi(\zeta, \eta) \) such that
\[
MT(\zeta)J_v M(\eta) = (\zeta + \eta)\Phi(\zeta, \eta).
\]
Since by (4.8) we have that \( \Phi(\zeta, \eta) = -\Phi^T(\eta, \zeta) \), the coefficient matrix \( \Phi \) of \( \Phi(\zeta, \eta) \) is skew-symmetric, and consequently it admits a factorization \( \Phi = Z^TJ_iZ \) for some full row-rank matrix \( Z \) and some nonsingular skew-symmetric \( n \times n \) matrix \( J_i \), where \( n \) is necessarily even-dimensional. This factorization of \( \Phi \) induces a minimal factorization
\[
\Phi(\zeta, \eta) = Z^T(\zeta)J_iZ(\eta), \quad J_i = -J_i^T.
\]

**Theorem 4.2.** Let \( w = M \left( \frac{d}{dt} \right) \ell \) with external behavior \( \mathcal{B} \) be a self-adjoint Hamiltonian system. Consider the minimal factorization (4.9). Then \( x = Z \left( \frac{d}{dt} \right) \ell \) is a minimal state map as in section 2, with McMillan degree equal to \( n \) (even). Furthermore, for every \( w_i = M \left( \frac{d}{dt} \right) \ell \), \( i \in \mathcal{B} \) with associated state trajectories \( x_i := Z \left( \frac{d}{dt} \right) \ell \), \( i = 1, 2 \), it holds that
\[
\frac{d}{dt} x_i^T J_i x_2 = w_i^T J_v w_2.
\]

**Proof.** Start again from the minimal state map construction for the system \( w = M \left( \frac{d}{dt} \right) \ell \), based on the two-variable polynomial matrix equality
\[
-M(\zeta) + M(\eta) = (\zeta + \eta)\Pi_M(\zeta, \eta)
\]
and a minimal factorization \( \Pi_M(\zeta, \eta) = Y_M^T(\zeta)X_M(\eta) \) (see subsection 2.6). Substitution of \( M(\eta) = M(\zeta) + (\zeta + \eta)\Pi_M(\zeta, \eta) \) in (4.8) leads to (since \( M(\zeta)J_v M(-\zeta) = 0 \))
\[
(\zeta + \eta)MT(\zeta)J_i\Pi_M(\zeta, \eta) = (\zeta + \eta)\Phi(\zeta, \eta),
\]
and hence
\[
MT(\zeta)J_i\Pi_M(\zeta, \eta) = \Phi(\zeta, \eta).
\]
Substituting (4.9) in (4.11) and equating the powers of \( \zeta \) and \( \eta \) in the resulting equation
\[
MT(\zeta)J_i Y_M^T(\zeta)X_M(\eta) = Z^T(\zeta)J_iZ(\eta),
\]
it follows that (up to premultiplication by an invertible matrix; cf. Proposition 2.4) \( X_M(\eta) = Z(\eta) \). Consequently, \( x = Z \left( \frac{d}{dt} \right) \ell \) is a minimal state map for the full behavior of \( w = M \left( \frac{d}{dt} \right) \ell \).

In order to prove the last part, combine (4.8) and (4.9) into
\[
MT(\zeta)J_v M(\eta) = (\zeta + \eta)\Phi(\zeta, \eta) = (\zeta + \eta)Z^T(\zeta)J_iZ(\eta).
\]
The time-domain translation of this equality is that for every \( w_i = M \left( \frac{d}{dt} \right) \ell \), and corresponding state trajectories \( x_i = Z \left( \frac{d}{dt} \right) \ell \), \( i = 1, 2 \), the equality (4.10) holds. \( \square \)
Example 4.3. Consider the case \( q = 2 \), with the system given by \( p(\frac{d}{dt})y = q(\frac{d}{dt})u \), where \( p(\xi) \) and \( q(\xi) \) are coprime polynomials, with image representation

\[
\begin{bmatrix}
u \\
v'
\end{bmatrix} = \begin{bmatrix} p(\frac{d}{dt}) \\ q(\frac{d}{dt}) \end{bmatrix} \ell.
\]

This defines a self-adjoint Hamiltonian system if and only if for all \( s \in \mathbb{C} \)

\[-p(-s)q(s) + q(-s)p(s) = 0.
\]

A minimal state map is obtained by a minimal factorization \(^6\) (cf. (4.11) and (4.9))

\[-p(\zeta)q(\eta) + q(\zeta)p(\eta) = (\zeta + \eta)\Phi(\zeta, \eta) = (\zeta + \eta)Z^T(\zeta)J_1Z(\eta),
\]

where \( J_1 \) is a skew-symmetric matrix of full-rank. For instance, \( p(s) = s^2 \) and \( q(s) = 1 \) lead to the minimal factorization

\[-\zeta^2 + \eta^2 = (\zeta + \eta)(-\zeta + \eta) = \begin{bmatrix} 1 & \zeta \\ -1 & 0 \end{bmatrix} \begin{bmatrix} 0 & 1 \\ 1 & \eta \end{bmatrix},
\]

defining the minimal state map

\[x = \begin{bmatrix} 1 \\ \frac{d}{dt} \end{bmatrix} l = \begin{bmatrix} 0 & 1 \\ \frac{d}{dt} & 0 \end{bmatrix} \begin{bmatrix} u \\ y \end{bmatrix}.
\]

Remark 4.4. An input-output system given in transfer matrix format \( y(s) = G(s)u(s), u \in \mathcal{U}, y \in \mathcal{U}^* \), is self-adjoint Hamiltonian if and only if

\[(4.13) \quad G(s) = G^T(-s).
\]

This is the starting point taken in [5, 19, 18], where the internal symplectic form \( J_i \) is obtained as a consequence of the state space isomorphism theorem, contrary to the explicit construction of \( J_i \) in (4.9); see also [21, 20] for related results.

Remark 4.5. The terminology “self-adjoint Hamiltonian” can be understood as follows. Consider the controllable behavior \( \mathcal{B} \) on \( \mathcal{W} \) with symplectic form \( J_e \), together with its adjoint system behavior \( \mathcal{B}_a \). Then \( J_e \) induces an invertible map (denoted by the same symbol) \( J_e : \mathcal{W} \to \mathcal{W}^* \), and \( \mathcal{B} \) is self-adjoint Hamiltonian if and only if (see also [6, 19])

\[(4.14) \quad J_e \mathcal{B} = \mathcal{B}_a.
\]

Furthermore, the symplectic form \( J_i \) induces an invertible map \( J_i : \mathcal{X} \to \mathcal{X}^* \). Comparing (4.10) with the basic formula (3.6) for the adjoint system, we have the correspondence \( w_a = J_e w, x_a = J_i x \). Hence, the full behavior \( \mathcal{B}_{\text{full}} \) of a self-adjoint Hamiltonian system satisfies

\[(4.15) \quad \begin{bmatrix} J_e & 0 \\ 0 & J_i \end{bmatrix} \mathcal{B}_{\text{full}} = (\mathcal{B}_a)_{\text{full}}.
\]

\(^6\)Note that \( \Phi(\zeta, \eta) \) is close to (although different from!) the classical \( \text{Bézoutian} \) of the polynomials \( p(\xi), q(\xi) \).
4.2. **Conservative port-Hamiltonian systems.** The nondegenerate bilinear form $Q_e$ defined in (4.4) gives rise to the following symmetric bilinear form on the set $C(\mathbb{R}, \mathbb{R}^{2m})$ of piecewise right-continuous functions $w: \mathbb{R} \to \mathbb{R}^{2m}$ with compact support:

$$
(4.16) \quad \langle\langle w_1, w_2 \rangle\rangle := \int_{-\infty}^{\infty} w_1^T(t)Q_ew_2(t)dt.
$$

This is again a nondegenerate form. A subspace $D$ of the space of locally integrable functions $w: \mathbb{R} \to U \times U^*$ of compact support is called a Dirac structure if $D = D^\perp$, where $\perp$ denotes the orthogonal complement with respect to the form $\langle\langle \cdot, \cdot \rangle\rangle$. Equivalently, $D$ is a Dirac structure if $\langle\langle \cdot, \cdot \rangle\rangle$ is zero restricted to $D$, and moreover $D$ is maximal with respect to this property. We arrive at the following behavioral characterization of a conservative linear port-Hamiltonian system explored in [24], based on the concept of a state space port-Hamiltonian system originating in [23, 12, 7].

**Definition 4.6.** A behavior $\mathcal{B}$ defines a conservative port-Hamiltonian system if $\mathcal{B}$ is a Dirac structure with respect to the form $\langle\langle \cdot, \cdot \rangle\rangle$ on the space $C(\mathbb{R}, \mathbb{R}^{2m})$.

Hence the system $w = M \left( \frac{d}{dt} \right) \ell$ is conservative port-Hamiltonian if

$$
(4.17) \quad \int_{-\infty}^{\infty} w_1^T(t)Q_ew_2(t)dt = \int_{-\infty}^{\infty} \left( M \left( \frac{d}{dt} \right) \ell_1(t) \right)^T Q_e M \left( \frac{d}{dt} \right) \ell_2(t) = 0
$$

for all $\ell_1, \ell_2$ with compact support, and furthermore the system is maximal with regard to this property. It follows that $w = M \left( \frac{d}{dt} \right) \ell$ is conservative port-Hamiltonian if and only if for all $s \in \mathbb{C}$

$$
(4.18) \quad M^T(-s)Q_eM(s) = 0, \quad \text{dim } M(s) = m \left( = \frac{1}{2} \text{dim } \mathcal{W} \right).
$$

As before, this is equivalent to the existence of a two-variable polynomial matrix $\Psi(\zeta, \eta)$ such that

$$
(4.19) \quad M^T(\zeta)Q_eM(\eta) = (\zeta + \eta)\Psi(\zeta, \eta).
$$

Since $\Psi(\zeta, \eta) = \Psi^T(\eta, \zeta)$, it follows that the coefficient matrix $\tilde{\Psi}$ is symmetric, and consequently $\Psi(\zeta, \eta)$ can be minimally factorized as

$$
(4.20) \quad \Psi(\zeta, \eta) = Z^T(\zeta)Q_iZ(\eta), \quad Q_i = Q_i^T
$$

for some $n \times 2m$ polynomial matrix $Z(\xi)$ and some symmetric $n \times n$ full-rank matrix $Q_i$. We obtain the following theorem which parallels Theorem 4.2.

**Theorem 4.7.** Let $w = M \left( \frac{d}{dt} \right) \ell$ with behavior $\mathcal{B}$ be a conservative port-Hamiltonian system. Consider the minimal factorization (4.20). Then $x = Z \left( \frac{d}{dt} \right) \ell$ is a minimal state map as in section 2, with McMillan degree equal to $n$. Furthermore, for every $w_i = M \left( \frac{d}{dt} \right) \ell_i \in \mathcal{B}$ with associated state trajectories $x_i := Z \left( \frac{d}{dt} \right) \ell_i, i = 1, 2$, it holds that

$$
(4.21) \quad \frac{d}{dt} x_1^TQ_ix_2 = w_1^TQ_ew_2.
$$

**Proof.** The proof is completely analogous to the proof of Theorem 4.2. Consider the equality $-M(-\zeta) + M(\eta) = (\zeta + \eta)\Pi_M(\zeta, \eta)$. Substitution of $M(\eta) = M(-\zeta) + (\zeta + \eta)\Pi_M(\zeta, \eta)$ in (4.19) leads to

$$
(4.22) \quad M^T(\zeta)Q_e\Pi_M(\zeta, \eta) = \Psi(\zeta, \eta).
$$
Substitution of (4.20) and a minimal factorization $\Pi_M(\zeta, \eta) = Y_{M}^T(\zeta)X_{M}(\eta)$ in (4.22) then yields
\[ M^T(\zeta)Q_i Y_{M}^T(\zeta)X_{M}(\eta) = Z^T(\zeta)Q_i Z(\eta). \]
Hence, up to premultiplication by an invertible matrix, $X_{M}(\eta) = Z(\eta)$, and thus $x = Z \left( \frac{d}{dt} \right) \ell$ is a minimal state map for the full behavior $\mathcal{B}_{\text{full}}$. Finally, combine (4.19) and (4.20) to conclude that
\[ (4.23) \quad M^T(\zeta)Q_i M(\eta) = (\zeta + \eta)\Psi(\zeta, \eta) = (\zeta + \eta)Z^T(\zeta)Q_i Z(\eta), \]
which implies that for every $w_i = M \left( \frac{d}{dt} \right) \ell_i \in \mathcal{B} = \mathcal{B}_{\text{ext}}$ and $x_i = Z \left( \frac{d}{dt} \right) \ell_i$, $i = 1, 2$, the equality (4.21) holds.

Remark 4.8. The quadratic form $\frac{1}{2} x^T Q_i x$ defines the internal energy of the system, while $\frac{1}{2} w^T Q_i w$ corresponds to the supply rate of the system. In fact, for $w = [u]$, we have $\frac{1}{2} w^T Q_i w = \frac{1}{2}(y^T u + u^T y) = u^T y$, which is the standard passivity supply rate. Thus (4.21) amounts to the conservation of energy
\[ (4.24) \quad \frac{d}{dt} \frac{1}{2} x^T Q_i x = u^T y, \]
which is the usual definition of a lossless system in case $Q_i > 0$. In fact, an input-output system given in transfer matrix format $y(s) = G(s)u(s)$, $u \in \mathcal{U}$, $y \in \mathcal{U}^*$, is conservative port-Hamiltonian if and only if
\[ (4.25) \quad G(s) = -G^T(-s). \]
This is the starting point taken in [23, 12], where the existence of the internal symmetric form $Q_i$ is derived from the state space isomorphism theorem. In the current treatment, however, $Q_i$ is explicitly constructed using (4.20). Among others, this has the advantage that the signature of $Q_i$ can be directly determined; in particular it can be immediately verified if $Q_i$ is positive-definite.

### 4.3. Time-reversible systems

In this subsection we investigate the structure of state maps and the resulting state spaces for time-reversible systems. Let $V_c : \mathbb{R}^q \to \mathbb{R}^q$ be a linear involution, i.e., $V_c^2 = I_q$. Define the time-reversal operator $\mathcal{R} : \mathcal{L}_1^{c^*}(\mathbb{R}, \mathbb{R}^q) \to \mathcal{L}_1^{c^*}(\mathbb{R}, \mathbb{R}^q)$ corresponding to $V_c$ as
\[ (\mathcal{R}w)(t) := V_c w(-t), \quad t \in \mathbb{R}, \]
for any $w \in \mathcal{L}_1^{c^*}(\mathbb{R}, \mathbb{R}^q)$. Then a behavior $\mathcal{B}$ is called time-reversible if it is invariant under $\mathcal{R}$, that is,
\[ (4.27) \quad \mathcal{R} (\mathcal{B}) = \mathcal{B}. \]
The following result was obtained in [8].

**Proposition 4.9.** Every time-reversible behavior $\mathcal{B}$ described by a set of higher-order linear differential equations can be represented as $R \left( \frac{d}{dt} \right) w = 0$ with $R(\xi)$ satisfying
\[ (4.28) \quad R(-\xi)V_c = SR(\xi) \]
for some signature matrix $S$, that is, a diagonal matrix
\[ S = \begin{bmatrix} I_{p_1} & 0 \\ 0 & -I_{p_2} \end{bmatrix}. \]
with \( p_1 + p_2 = p \). Conversely, if \( R(\xi) \) satisfies (4.28), then the system \( R(\frac{d}{dt})w = 0 \) is time-reversible.

Our main result is that the property (4.28) translates into the following property of state maps obtained from factorization of \( \Pi(\zeta, \eta) \).

**Proposition 4.10.** Consider a time-reversible system \( R(\frac{d}{dt})w = 0 \) with \( R(\xi) \) satisfying (4.28). Consider any state map \( x = X(\frac{d}{dt})w \), with \( x \in \mathbb{R}^n \), obtained from a minimal factorization \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \), where as before \( R(-\zeta) - R(\eta) = (\zeta + \eta)\Pi(\zeta, \eta) \). Then there exists a nonsingular map \( V_i : \mathbb{R}^n \rightarrow \mathbb{R}^n \) which is again an involution, that is, \( V_i^2 = I_n \), such that

\[
(4.29) \quad X(\zeta)V_i = V_iX(-\zeta) .
\]

**Proof.** By (4.28),

\[
(R(-\zeta) - R(\eta))V_i = S(R(\zeta) - R(-\eta)),
\]

and hence

\[
(\zeta + \eta)\Pi(\zeta, \eta)V_i = -(\zeta + \eta)S\Pi(-\zeta, -\eta)
\]

or, equivalently,

\[
\Pi(\zeta, \eta)V_i = -S\Pi(-\zeta, -\eta).
\]

Thus for a minimal factorization \( \Pi(\zeta, \eta) = Y^T(\zeta)X(\eta) \) we obtain from Proposition 2.4 that there exists a unique \( V_i \) such that \( X(\zeta)V_i = V_iX(-\zeta) \). This furthermore implies

\[
X(\zeta) = X(\zeta)V_iV_i = V_iX(-\zeta)V_i = V_iV_iX(\zeta),
\]

and hence \( V_i^2 = I_n \). \( \square \)

The same result for minimal state space realizations of a transfer matrix \( G(s) \) satisfying the time-reversibility condition \( G(s) = G(-s) \) (corresponding to \( V_i = I \)) was already obtained, using the state-space isomorphism theorem, in [26]. Various extensions can be found in [8]. The contribution of the above proposition is that the existence of the internal involution \( V_i \) is directly inferred from the properties of the (not necessarily minimal!) state map \( x = X(\frac{d}{dt})w \) obtained from a minimal factorization of \( \Pi(\zeta, \eta) \).

**5. Conclusions.** In this paper we have developed a novel approach to the construction of state variables for systems described by sets of higher-order linear differential equations. By starting from the characterization of state as an equivalence relation among solutions, state maps are directly constructed by repeated “integration by parts,” using the calculus of bilinear differential forms and factorization of two-variable polynomial matrices, also relating to the adjoint system. We have applied our approach to Hamiltonian and time-reversible systems, yielding canonical structures on their state space in a constructive way. The basic idea underlying the proposed construction, that is, “integration by parts” and Lagrange’s identity, seems sufficiently general to be extendable to other system classes, such as time-varying linear systems and systems of linear PDEs, as well as nonlinear systems. More specific research questions include the construction of state maps for uncontrollable Hamiltonian systems, making use of their behavioral characterization obtained in [16], as well
as the characterization of the set of storage functions of (uncontrollable) dissipative systems, continuing the work of [27]. Furthermore, in a future paper we will apply the state map construction to state space realization theory, building upon the results obtained in section 2.5.
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