	Approach
	Example
	Migration
	Failure
	Detection
	Repair
	Access to content
	Notes

	Very long lived media
	Printing digital bits onto polyester film stock
	Infrequent if at all, e.g. film lifetime >200 years
	Depends on storage conditions, but very unlikely if good practice followed, e.g. if a film is stored in deep freeze.
	Inspection or spot tests. Hard to automate, i.e. high labour cost
	Reprinting in whole or in part. Very expensive
	Relatively difficult. Expensive.  Latency is measured in days or more. Needs a film scanner. 
	Possibly the only option if there is a risk that ‘active’ preservation can’t be sustained.  History suggests film has at least some chance of surviving substantial neglect.

	Reliable media
	E.g. data tape can be very reliable if used in specific archiving contexts (write once, read occasionally).  Data tape for backup can be a different matter!
	Frequent, e.g. every 6 years or less for LTO tape due to limited backwards compatibility of new drives with old media
	Very low bit error rates. Failure rates typ. 0.1-1% of tapes. Problems are often in drives not tapes.
	Only need to check integrity on access or during migration
	Replace damaged tapes or drives.  Drives are expensive and have limited life.
	Latency can be high, e.g. tapes on shelves, but data rates good.  Need multiple drives for concurrent access.    
	Other types of reliable media, e.g. magneto optical disks bring other risks, e.g. lock-in to vendors who can go bust.

	Many copies
	2 online copies on HDD and 2 backup copies on data tape
	Frequent, but depends on technology used for copies
	The number of individual failures will go up as number of copies goes up
	Reduced need to check copies due to increased redundancy
	Can repair less often, e.g. only after certain number of copies are lost
	More copies can mean easier access, inc. sharing of load for multiple users
	Number of copies typically limited by prohibitive costs for video or film

	Resilient AV encoding
	Adapted Dirac or JPEG2000 encoding, uncompressed
	Format migration for uncompressed is infrequent, e.g. 30 years.  Shorter for compressed formats e.g. dirac or JPEG2000 
	Some data corruption can occur without loss of usability of content, e.g. impact is not visually significant or is correctable.
	Need to detect less often due to increased resiliency to corruption.
	Repair built in, or ‘graceful degradation’ means quality is still acceptable and repair not necessary.
	Depends on availability of decoders, but not a problem for established formats e.g. JPEG or uncompressed
	Virtually all compressed image, audio and video encodings act as huge ‘amplifiers’ to data corruption.

	Resilient data encoding
	Almost all storage uses some form of data redundancy and error correction strategy, e.g. HDD, data CD, tape.
	Depends on technology, e.g. 3 years for a HDD, 6 years for data tape, maybe 10 years for archival grade CD
	All digital storage has some form of errors, be it the media or the servers/systems it is stored within.  Failures can be bits, bytes, blocks, media or systems (e.g. RAID array) 
	Built into the device (e.g. HDD), player (e.g. LTO drive), system (e.g. RAID controller) or high levels (e.g. ZFS filesystyem). 
	Range of techniques, e.g. use of CRC, parity, block or file level replication and repair
	Depends on type or system e.g. HDD on shelves or in an online server.
	Built in protection mechanisms have limits and the complexity (software, hardware, firmware) means techniques never perfect.   Residual errors will exist.

	Concealment
	Digital Video Tape, Audio CD, Video DVD
	Obsolescence times can be relatively long, e.g. 10-30 years
	Failures, e.g. read errors, are detected and repaired or concealed automatically by the player, e.g. DV deck, CD player.
	Hard to automate and can be expensive e.g. jukeboxes for discs or video tapes.  AV equipment is needed to access content (as opposed to IT equipment for file-based storage) which often limits access speed.
	The equivalent to concealment in the IT world would be use of digital restoration tools.

	Check often, fix quickly
	Hard drive storage
	Frequent, e.g. every 5 years or less.  
	Relatively frequent, can be silent and unrecoverable 
	Proactive checking of file integrity, e.g. using checksums
	Replace damaged copies.  Can need large data transfers, e.g. TB files to fix only a few bits of corruption
	Low latency, high bandwidth. Random access to parts of files, e.g. ‘partial restore’.  Easy to support many users.
	Latent errors can occur at all levels of the storage stack, including in parts designed to protect data, e.g. RAID
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