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Abstract

Differentially encoded and non-coherently detected taivers exhibit a low complexity, since they dispense
with complex channel estimation. In pursuit of high bandWiefficiency, differential amplitude and phase shift
keying (DAPSK) was devised using constellations of mudtipbncentric rings. In order to increase resilience against
the typical high-Doppler-induced performance degraadatidé DAPSK and/or enhance the maximum achievable
error-free transmission rate for DAPSK modulated systemsitiple-symbol differential detection (MSDD) may
be invoked. However, the complexity of the maximum-a-paste(MAP) MSDD increases exponentially with the
detection window size and hence may become excessive upmasing the window size, especially in the context
of iterative detection aided channel coded system. In a@eircumvent this excessive complexity, we conceive a
decomposed two-stage iterative amplitude and phase (Agtection framework, where the challenge of having a
non-constant-modulus constellation is tackled with thlieadia specifically designed information exchange between
the independent A/P detection stages, thus allowing therjrazation of reduced-complexity sphere detection (SD).
Consequently, a near-MAP-MSDD performance can be achiavedsignificantly reduced complexity, which may

be five orders of magnitude lower than that of the traditidlAIP-MSDD in the 16-DAPSK scenario considered.

. INTRODUCTION

UTURE wireless communications will have to support a highdgr of mobility. The major candidates for the
F next generation of broadband wireless access systemsasu@BPP-LTE and IEEE 802.16m, are expected
to deliver a data rate of at least 100 Mbps for high-velocitgbite users (up to 350 km/h) [1, 2Differential
phase shift keying (DPSK) relying on low-complexity norheoent detection constitutes an attractive solution for
high-mobility wireless communications, especially in rs@gos, such as for example, cooperative communications,
since it is robust against the phase ambiguities inducedpig fading, while dispensing with channel estimation

for mobile-to-mobile links. Thus, the employment of pilginsbols may be avoided in non-coherent transmissions.
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For the sake of further improving the achievable spectritiency, differential amplitude and phase shift keying
(DAPSK) [3, 4] expanded the single-ring constellation of tinaditional DPSK to multiple rings. Essentially, the
information bits are mapped to both the amplitude and phidfsgahces between successively transmitted symbols.

In order to enhance the maximum achievable error-free itnagasson rate for a given DAPSK modulation as well
as to eliminate the typical emergence of an error-floor at llgppler-frequencies, the multiple-symbol differential
detector (MSDD) has been applied to uncoded DAPSK-modiiggstems in [5], which relies on the joint detection
of multiple consecutively received symbols. However, wkemployed in an iterative detection aided channel coded
DAPSK-aided system, the maximum-a-posteriori (MAP) shitision MSDD [6, 7] employing even a moderate
observation window sizéV may still exhibit an excessive complexity, since it has tmegate soft information
based on the brute-force search for every transmitted Isita dotential complexity reduction technique, the well-
known tree-search-based sphere detection (SD) mechamsirnden proposed for MSDD of a conventional DPSK
modulated system [8], leading to the multiple-symbol défgial sphere detection (MSDSD). Unfortunately, the
non-constant-modulus constellation DAPSK precludes fhectlapplication of the MSDSD scheme of [8]. Thus,
until now the conception of an efficient MSDD for DAPSK-aidggstems remained an open problem.

Against this background, firstly, we close this open probisnproposing an iterative A/P detection framework
for MSDD-aided DAPSK systems; Secondly, the iterativenmftion exchange between the above-mentioned A/P
detection stages is specifically tailored for mitigatingygmotential performance penalty imposed by the separate
A/P detection; Thirdly, we incorporate the SD mechanismhis hew MSDD for the sake of further complexity
reduction. Our simulation results demonstrate a near-MABDD performance can be achieved at a significantly
reduced complexity, which may be five orders of magnituderiéfnan that imposed by the traditional MAP-MSDD
in the 16-DAPSK scenario considered.

Notations: We use boldface variables to denote matricesefisaw vectors and{-} for expectation. Furthermore,
v[m] is themth element of the vector, while det(S) andS~! are the determinant and inverse of a square matrix

S, respectively. For any general matiM, M represents the conjugate transpose.

I[I. SYSTEM ARCHITECTURE& CHANNEL MODEL

The simplified overall system model of bit-interleaved abdéferential modulation is depicted in Fig. 1. At the

transmitter of Fig. 1, a block of. information bitsu is first encoded by the channel encoder in order to generate



the coded bitg;, which are then interleaved by the interleawelThe resultant permuted bitsare then fed through
the DAPSK modulator. Th@P-DAPSK, also known as the Star Quadrature Amplitude Modutaf{Star-QAM)
scheme [3], employs multiple concentric rings by combinting2?-DASK and2(~9-DPSK modulation schemes.
Specifically, as illustrated in Fig. 1, the firgtbits, b’ = [52,1’ -+, b7 ], of the nth p-bit encoded APSK symbol
d[n] = ~[n]v[n] are mapped to one of the legitimate rafi= {a's| ix = 0,---,2¢ — 1} in order to generate
the component ASK symboj[n], for example, according to the mapping schemes of Table larMaile, the
remaining(p — q) bits, by = [bg ,,- - ,bg’p_q], are mapped to the component PSK symbjel] = ¢/°l") ¢ V =
{ed2mi /2070 15, — ... 2(—9) — 1}, Based on the above ASK and PSK modulation, differentiabeimg of the

resultant APSK symbai[n] may be performed, in order to generate the DAPSK symiho] = a[n]s[n]| as:

z[n] = d[n] ® z[n — 1] = y[n]v[n] © a[n — 1]s[n — 1], (1)

— Bl mt2" . expjor(ip {ofn]} + ip{s[n — 1]})/27~], @

whereia{-} andip{-} are the indices of the radius- and phase-arguments, réggdgctWe note that with the aid
of the modulo2? operation, the transmitted component DASK symdied] is restricted to be taken from the same
signal set as the ASK symbeln], i.e., a[n] € A =R, as usual for DPSK, where we hayg] € S = V due to
the inherent periodicity of the phase. As an example, theasigonstellation se’ of 16-DAPSK p =1, ¢ = 4)

is depicted in Fig. 2, which is constituted of two concentiigys of 8-PSK symbols.

For the sake of simplicity, we consider the narrow-band {gsekective Rayleigh fading channel, where the
fading coefficients have an autocorrelation functionygf] = E{h[n + k|h*[n]} = Jo(27f4x), according to
the widely-used Clarke model, witl(-) and f, representing the zero-order Bessel function of first kind e
normalized Doppler frequency, respectively. Thus,dimgle-symbebased transmission model may be expressed as
y[n] = h[n|xz[n] +w[n], whereh[n] andw(n]| denote the fading coefficient obeying a complex Gaussidrilziion
of CN'(0,03%) and the AWGN noise having a distribution 61V (0, 202)), respectively. Then, the faded and noise-
contaminatedeceived symbol[n] is processed by the turbo receiver of Fig. 1 constructed bgllseconcatenating
the differential detector as well as the channel decodet,then exchangingxtrinsicinformation between them.
As shown in Fig. 1L 4(-) represents tha priori information expressed in terms of the log-likelihood rat{eLRs)

[9], while Lg(-) denotes the correspondimgtrinsicinformation.



I1l. | TERATIVE AMPLITUDE/PHASE MULTIPLE-SYMBOL DIFFERENTIAL DETECTION

Conventional differential detection (CDD) techniques[6+12] proposed for DAPSK rely on the direct calcu-
lation of the amplitude and phase differences, namelyjeh = |y[n]|/|y[n — 1]| and A¢[n] = Ly[n] — Ly[n — 1],
respectively, between two consecutively received symlbtdsvever, in pursuit of an improved maximum achievable
error-free transmission rate and/or an increased resdi@gainst the formation of a high-Doppler-induced error-
floor, one has to exploit the correlation between the amgitand phase distortions experienced by the consecutively

transmitted symbols with the aid of multiple-symbol-baskedection.

A. MAP-Based Multiple-Symbol Differential Detection

1) Principle of the MSDD:Briefly, the MSDD makes a decision about tkgth block of N consecutively
transmitted DAPSK symbolg[ky] = [z[kn (N — 1)],--- ,z[(kxy + 1)(N — 1)]]T on the basis ofV successively
received symbols stored ig[kn] = [y[kn(N — 1)],--- ,y[(kx + 1)(N — 1)]]T. Since each element of[ky]
is the product of the component DASK and DPSK symbols, we hd¥g/| = alky] - s[kn] with the vectors
a[ky] ands[ky] containing the correspondiny consecutively transmitted constituent DASK and DPSK syisibo

respectively. Thus, aultiple-symbabased transmission may be modeéed

y[kN] = Xd[k‘N]h[k‘N] + W[k‘N] = Ad[kN]Sd[kN]h[k‘N] + W[kN], (3)

where Xy[ky]| = diag{x[kn]}, Aqlkn] = diag{alkn]} and Sqlkn] = diag{s[kn]|} are all diagonal matrices
with their first upper-left element being the reference DKPS/mbol z[kx (N — 1)] £ 2, € X, the reference
component DASK symbat[ky (N — 1)] £ a, € A and the reference component DPSK symijély (N — 1)] =

seef € S, respectively. Additionallyh[ky] = [hlkx(N —1)],--- , h[(ky +1)(N — D]]T andwlky] = [w[kn (N —

D], -, w[(ky + 1)(N — 1)]]T of (3) represent the fading coefficients’ column vector obgya complex-valued
Gaussian distributio@\ (0, ;) and the Gaussian noise column vector having a distributfo6/6(0, 202 1),
respectively. Note thak,, = £{hh'} denotes the channel’s covariance matrix.

Under the assumption that both the fading and noise arermeen complex Gaussian processes, the probability

density function (PDF) of [kx] conditioned both ol [kx] = [y[kn(N —1)],--- ,y[(kx +1)(N —1)—1]]T and on

Olkn] = [0[kn(N —1)],- -+ ,0[(kxy +1)(N —1)—1]]T, i.e. p(y[kn]|T[kn], O[kN]), can be expressed by averaging



p(y|Xy4) over all possible values af,.s as follows (the block indeXy is omitted for notation simplicity):

H —1
exp{—y [V(X4q)] "y
PP ©) = £, ptyiXa)} = &, { SO B3I @
where the conditional autocorrelation matrix
U(Xq) = E{yy"|Xa} = XaZ, XY + 205In (5)

is dependent on the transmitted signal maXix. The soft bit information expressed in termsapposterioriLLRS

may be calculated with the aid of the Bayes’ theorem at thewutf the MAP-MSDD as:

no— _ I',®)Pr(b
Lo@®!]y) = In Pr(b; +1ly) I Zbe]B”,l,H p(y| )Pr( )7 ®)
Pr(b} = —1ly) > bes, ., P(y|T, ©)Pr(b)

whereB,, ; +1 represents the set afPN-1) |egitimate transmitted bit vectois associated with théth bit of the
p-bit-coded symbol being! = +1 (i € {0,---,p — 1}). Note that in this treatise, the logical zero for a bit
is represented by amplitude leviel= —1, and a logical one by = +1. In the sequel, thextrinsic LLR may

% from the a posteriori LLR,

be obtained by excluding the correspondmgriori LLR, L4 (b!') = In
Lp(b'ly), which is exploited by the outer channel decoder after passithrough the deinterleaver as shown in
Fig. 1.

2) Complexity of the MAP-MSDDAccording to (4) and (6), the asymptotic complexity of the FAMSDD of
a 2P-DAPSK scheme using? concentric rings i (p - 2N)). It is also noteworthy that for modulation schemes
using constant-modulus constellation, such as DR$}K,X ;) is independent of,.¢, hence the averaging in (4) can
be omitted. Then, the asymptotic complexity of the MAP-MSDBDa 2°-DPSK scheme becomedp - 2PN -1)],
Therefore, employing the brute-force search carried ouhbyMAP-MSDD, might impose a potentially excessive
computational complexity and hence may preclude its praldtnplementation, especially for high-order modulation
schemes and/or for high observation window sizes. For elgmpder the assumption of an observation window

size of N = 6 and the 16-DAPSK scheme of Fig. 2, the number of evaluatidrnthe PDF p(y|T, ©®) of (4)

required for each 4-bit-coded symbol is as highe#s= 6.7109 x 107.



B. The Design of Iterative Amplitude/Phase MSDD

Recently, the SD mechanism has been successfully adoptdtefMAP-MSDD of a DPSK modulated system [8]
based on the fact that the transmitted signal maXtixis unitary. This technique achieved a significant compjexit
reduction. Unfortunately, this SD-aided complexity retiiue scheme cannot be directly applied for the DAPSK
modulated system considered, sifXg is no longer unitary. As another approach of reducing theptexity, the
idea of decoupling the joint amplitude and phase detectiaa @onceived in [6] for MSDD invoked for DAPSK
modulated transmission over Rayleigh channels. Reghetfiilis sub-optimum scheme achieved a complexity
reduction at the cost of a significant performance loss. Heme would like to tackle the challenging issue
of implementing MAP-MSDD for the DAPSK scheme at a substdiytireduced complexity.

To recover this potentially substantial performance degfian imposed by the sub-optimum scheme proposed in
[6], here a novel iterative A/P MSDD (IAP-MSDD) mechanisnpi®posed for channel coded DAPSK modulated
systems, where specifically tailored information may beaiteely exchanged between the decoupled serially
concatenated multiple-symbol differential amplitude edédr (MSDAD) and multiple-symbol differential phase
detector (MSDPD), as illustrated in Fig. Specifically, N consecutively received symbols are collected and fed
through both the MSDAD and MSDPD of Fig. 3, where the softisiea-based detection of the amplitude- and
phase-modulation-related bits is conducted independeamtt iteratively. In the presence of the transmit-domain
phase informatior®, the a posterioriamplitude-modulation-related bit LLRs may be computed ey MSDAD

as:

. Pr(b?, = +1]y,© Y b er . pyIT,©)Pr(I|O)
Lot ly.©) =it Z IOy, e JY LT Y
Pr(b:ﬂ = _1|y’ G)) Zb‘YEB;YL,i,— p(y|1—‘a @)PI‘(F|@)
1 waemlwl p(y|I‘,@)Pr(b7)
n ,

2b,epy, , PO, ©)Pr(b.)

: (8)

whereB] ; ., represents the set af(N-1)-1 |egitimate amplitude-modulation-related MSB vectbrsassociated
with b7, = £1 (i € {1,---,¢}). Initially, when the phase informatio® is not available from the MSDPD, the
initial phase information is obtained based on the outputhef phase detector & = [P0, - - ,¢(N_1)]T by
toggling the phase information feedback switch to the ‘Xadtion of Fig. 3, in order to neglect the phase error
in the first round of MSDAD detection. Then, the amplituddaststored in* may be calculated relying on the

DASK processing of thea posterioriamplitude-modulation-related bit LLRs, i.€.p (b |y, @) of (7), which are



next delivered to the serially concantenated MSDPD. Sitgjlavith the aid of the amplitude ratio estimatEs the

a posterioriphase-modulation-related bit LLFISD(b9|y,f‘) may be computed by the MSDPD as follows:

Shoere . P(y|T, ©)Pr(by)
In b EBW,,7,,+1 ’ (9)

Sheere . p(y|T, ©)Pr(by)

n,i,—1

Lp(by,ly.T) =

whereB? ; ., denotes the set af(*~(N=1)-1] |egitimate phase-modulation-related bit vectbgsassociated with
by, = =*1 (e {1,--- ,p—q}). From the second iteration of the MSDAD process, the phafeermnation feedback
switch is toggled to the ‘2’ position, sinc® in (7) can be computed based on the DPSK processing of the
a posteriori phase-modulation-related bit LLR:E,D(b9|y,f‘) of (9), delivered by the MSDPD of Fig. 3, in the
interest of exploiting the improved-confidence phase mfmion in the MSDAD detection.

In our investigations we found that the conditional autoelation matrix U'(X4) is dependent onu,.¢, but
not on s,.t. Hence, a further complexity reduction may be achieved ragingp(y|Xq) over all possiblen,.¢
values instead of:.¢, when computing the(y|T', ®) of (4). Thus, the burden of computingy|T', é)) in (8) and

p(y|T',©®) in (9) can be reduced by a factor ¥~ using

p(yIT,©) = &, {p(y|Xa)}, (10)

instead of using (4). Consequently, the asymptotic conitylgper iteration of the proposed IAP-MSDD scheme for
the 2P-DAPSK scheme using? concentric-ring constellation i®(q - 2(4N) + (p — ¢) - 2°P~9(N-1)+4))_ Hence, by
assumingN = 6 and 16-DAPSK, the number of evaluations of (4) required for eacinisgl in the IAP-MSDD
process become® + 3 x 216 = 1.9667 x 10° per iteration $9.97% of the total complexity is contributed by the
phase-modulation-related bit detection). This total claxipy is two orders of magnitude lower than that of the

traditional full-search-based MSDD.

IV. COMPLEXITY REDUCTION STRATEGIES FOR THEIAP-MSDD

Although a substantial complexity reduction can be at@jtiee complexity imposed by the IAP-MSDD of Fig. 3
proposed for the DAPSK may still be deemed to be excessividluagated in Section IlI-B, thus preventing its
implementation in most pratical scenarios. Hence, we nastiour quest for more efficient complexity reduction
technigues designed for the IAP-MSDD, in particular forcitsnputationally more demanding MSDPD stage, which

contributes the majority of the total complexity imposed.



A. Estimation of the Transmit-Domain Symbol Amplitude

According to (10), an immediate further complexity redantby a factor o2 may be achieved at the MSDPD
stage, if the amplitudeA 4 of the transmitted symbols, instead of the amplitude rafipare estimated on the basis
of the a posterioriLLRs LD(bmy,C;)) provided by the MSDAD detector. This is because in the preseari the

amplitude estimated\4, the MSDPD detector may become capable of approximatelypating thea posteriori

LLRs LD(bg|y,f‘) without averaging over all possible amplitudes of the mafiee symbol by using

PI'( g,i = +1’y7Ad)

Lp(bg;ly,T) = Lp(by,ly, Aa) = In Pr(by, — _1ly, Aq)’ (11)
D= p(y!{xd, @)Pr(bf))’ 12)
Ybyere ,, P(Y|Ad, ©)Pr(by)
where we have
p(ylAd,©) = ply|Xq = Aq x Sa(®)], (13)

with the diagonal matriXS4(®) containing theV-component DPSK symbols along its diagonal associatedtivith
phase difference informatio®. Bearing in mind the benefit of acquiring the transmit-damsymbol amplitude
estimates, we further elaborate on the amplitude estimgtiocedure, constituted by the following two major steps:
Step 1. Estimate the amplitudey,.s, of the reference symbol, namely, the first symbg) of the block of NV
successively transmitted symbols on the basis of the amelitatiol’ and phase difference estima®s provided
by the MSDAD and MSDPD detectors, respectively.
Since we havePr(a,; = |1, @) = Pr(ays = of) = 279k € {0,---,2¢ — 1}, the soft-decision-based
amplitude of the reference symbol may be calculated by ékpjoBayes’ theorem as:
201
&ref = Z Oék ' Pr(aref = ak’yv F, ®)7
k=0
29—-1 . &NOA .
_ Z ok 'p(y‘aref = 04k7 )Pr(aref = Oék)

S S T p(ylarer = o, T, ©)Pr(dyes = al)’

29—1

— ak'p(y‘aref :ak7 Av(;))
k=0 Z?ialp(y‘aref = al7r7®)
2‘171 ~ ~
= Yl p(ylAL, ©)

where the diagonal matri)&’g contains the transmitted symbols’ amplitude estimatescalts diagonal associated



with its first diagonal element, = a,.s = a*. Then, the diagonal elements Afﬁ may be calculated recursively:
Ant1 = Z alialinrttiafanhmod2® [ pyox ). Pr(a,), (15)
Ant1ER,GnEA
where the ASK symbol probabilitfr(¥,+1) may be readily calculated based on thposterioriASK-modulation-
related bit LLRs, i.e., orLD(bQL“\y,@) of (7) generated by the MSDAD, while the DASK symbol probpil

Pr(a,) can be approximately evaluated as:

P k .
1, for a, < a®, k=0;
G — P! -1 < 5 .
k ﬁa for ak < G < aka
Pr(a, =a") =~ (16)
ak+1_dn k‘+1.

k ~
I k) for « <ap <« ;

0, for all the other cases,

which essentially reduces the computational complexitgdsed by (15), especially when the sizefis high.
Step 2: Upon obtaining the amplitude estimate for the referencebsfrfrom (14), we estimate the amplitudes
of the remaining( N — 1) transmitted symbols of the specific multiple-symbol blockivthe aid of the amplitude
ratio estimated’".
More specifically, in order to generatey for the MSDPD detection of (11), the soft-decision-basegliode
calculation criterion of (15) - which was employed when afitag A’g of (14) - is also invoked for recursively

computing the diagonal elements of the matAi commencing from the first elemeft.; of (14).

B. Incorporating a Structured Tree Search in the MSDPD Stage

As another benefit of estimating the amplitudes of the trattsthsymbols, an efficiently structured tree search
employed by the well-known SD may be incorporated into thematationally demanding MSDPD stage, as detailed
in this section. We will demonstrate that this technique apable of achieving a further significant complexity
reduction. Provided that the amplitude estimate makijxhas been obtained, we now further elaborate on (13) by

reformulating it as follows (the argumef in S4(®) is omitted for notational simplicity):

o i oan ep{ -y (Xa)] )
PyXa=AdS0) = "= R e Xa)] (a7)
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where according to (5) we have:

U(Xq) = U(Sq) = AgSaZn(AgSq)™ + 202 I, (18)

= S4(2) + 202 1y)SY, (19)

with &), £ AthAgl being termed as thequivalentchannel covariance matrix. Note that for a givA@, the
denominator of (17) is independent 8§, sinceS, is unitary, i.e. we haV(S;1 = S!. Thus, using the Max-log

approximation, the calculation of treposterioriphase-modulation-related bit LLRs of (12) may be simpliféed

Lo~ max {—y" X))y +Pr(©)} - max {y"[U(X)] Ty +nPr(©)f.  (20)

n,i,—1

Furthermore, sinc&, is unitary and owing to the independence of the elemen® ofve finally arrive at:

N-2 N—2
Lp(by,) ~ max {—HLTYgIsH2+ZlnPr(0n)}— max {—HLTszH2+ZlnPr(9n)}, (21)

) boeB? ; ., o by €B? vt

n,i,—1

where we haveY, £ diag{y} and the lower triangular matrif, satisfyingLL" = (2}, 4+ 202Iy)"! may be
obtained by the Cholesky factorization of the symmetricitpas definite matrix (X, + 2021y)~" of (19). By
defining the upper triangular matrid = LTYE and after a few straightforward manipulations, we finallydia

N—-2 N—-1 N-2 N-1
L b ) A InPr(6,,) — nm m2 — InPr(6,) — nm m2 s
ot~ s {5 (e 3 ) L= e {32 (i) = 3 b |

L i n=0
(22)
whereuw,,, is the element of matriXU located in thenth row andmth column. Consequently, thanks to the upper-
triangular structure of the matrikJ, we may find the two maximum values in (22) with the aid of thicent

tree-search-based SD algorithm of [8].

V. PERFORMANCEEVALUATION AND DISCUSSIONS

In order to visualize the EXtrinsic Information Transfer{|&) charateristics [13] of the proposed IAP-MSDSD
scheme, in Fig. 4 we plot the EXIT curves associated withedifit observation window sizes &f for the 1AP-
MSDSD against those of the CDD and of the traditional MSDDdé&hthe assumption of the 16-DAPSK modulated
system of Fig. 1 and a normalized Doppler frequencyfpf= 0.01, the EXIT curves of Fig. 4 are obtained by

evaluating theextrinsic mutual information (Ml),[/g, at the output of the specific differential detector for aegiv
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input stream of bit LLRs along with tha priori MI 4. According to the area properties of the EXIT chart [13], the
upwards-shifted EXIT curve of the IAP-MSDSD in Fig. 4 suggdhat a significantly higher maximum transmission
rate may be achieved in comparison to the CDD assisted sys@m/N = 2. This throughput gain was achieved by
jointly detectingV > 2 data symbols using the IAP-MSDSD, as also visualized in De[®t of Fig. 5, where the
maximum achievable throughput of the IAP-MSDSD-aided PBK modulated system is portrayed versus both
the SNR and the ring-ratia. Additionally, thanks to the IAP-based detection reginhe, multiple-symbol detection
mechanism may be employed in only one of its two detectiorsghianamely in either the amplitude or the phase
detection phases for the sake of striking a compromise legtvtlee achievable performance and the complexity
imposed. This yields the combined MSDAD and conventioniedintial phase detection (CDPD) as well as the
amalgamated conventional differential amplitude detec{CDAD) and MSDPD mechanisms. Consequently, a
reduced complexity may be imposed by these two hybrid deteat comparison to the IAP-MSDSD at the cost of
a compromised iteration gain, as indicated by the assacduenwards-shifted dotted and dot-dashed EXIT curves
in Fig. 4. Moreover, as implied by the almost invisible gap betweenBKE&T curve of the IAP-MSDSD and that of
the traditional MSDD seen in Fig. 4, both the MSDAD and MSDHIEhe IAP-MSDSD of Fig. 3 has to be activated
only once, in order to approach the performance of the toagit MSDD. In other words, the MSDAD operation
based on the output of the phase detector formulate® as [P0, - - ,ng(N,l)]T, which is generated by toggling
the phase information feedback switch to the ‘1’ positionFid. 3, is capable of delivering sufficiently useful
transmit-domain symbol amplitude estimates for the subsegMSDPD.Hence, this observation allows us to set
the number of iterations between the MSDAD and MSDPD stagiesé in our simulations throughout the paper
in order to avoid any unnecessary operations. Thus, rernklyathe complexity imposed by the IAP-MSDSD
becomes about five orders of magnitude lower than that ofrithtional MSDSD in the context of the 16-DAPSK
modulation-aided system across a wide range of SNRs, asrs&én 6, where the complexity quantified in terms
of the number of transmitted symbol vector candidate enatioers during the differential detection is portrayed
versus both the SNR and the ring-ratio Furthermore, observe from the IAP-MSDSD-related thrgughand
complexity surfaces plotted in Figs. 5 and 6, respectiviilgt the ring-ratiooe employed by 16-DAPSK plays

a crucial role in determining both the system’s achievaldedmission rate as well as its detection complexity.

Specifically, the simulation results seen in Figs. 5 and Gyeagthat setting the ring-ratio t® ~ 2.0 constitutes
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an appropriate choice for maximizing the achievable thhpug [14], while minimizing the complexity imposed.

VI. CONCLUSIONS

In this paper, we proposed an IAP-MSDSD scheme for DAPSK rateld systems, which was shown to be

capable of achieving a near-MAP-MSDD performance at a sumlistly reduced complexity, that was about five

orders of magnitude lower than that imposed by the traditidhAP-MSDD in the case of 16-DAPSK.
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Fig. 1. Overall system model of bit-interleaved coded 163X over Rayleigh-fading channel.

TABLE |
AMPLITUDE MAPPING FOR16- AND 64-DAPSK

16-DAPSK (¢ = 1) 64-DAPSK (¢ = 2)
bn br .., b7
7,1 ~,15 Yy,2
01 00 01]11]10
a[n] 7(n] a[n] Vn]
1]a 1 ]alo”]o?
2 3
1 1o 1 1 a2 ad o
aln — 1] aln — 1] ajajajar]l
alali o || a? | a? 1 «
Bllad] 1 a | a?

13



14

YnN-1 o ZYN—1 ON_2
= Phase =
E % Detecto YN—2 E E 9
YN-—2 % E GN_3 YN-3 (3
D] >3 ~[o]l [D]] 8 E|Lofbe)
yv-ar ] 32 7 ON-4"4 ypot | BE5
. = &) . 3 o (||>
. c L[] . =0
+ /83 6 Lt B2
n oS n ®© 3
o § o [o]] g8
@ o =
Yo g 1 o Yo 3
- o
Lp(ba) Lp(ba)
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