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Optimal Beaconing Control for Epidemic Routing
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Abstract—Owing to the uncertainty of transmission oppor-
tunities between mobile nodes, the routing in delay-tolerant
networks (DTNs) exploits the mechanism of opportunistic for-
warding. Energy-efficient algorithms and policies for DTN are
crucial to maximizing the message delivery probability while
reducing the delivery cost. In this contribution, we investigate
the problem of energy-efficient optimal beaconing control in a
DTN. We model the message dissemination under variable bea-
coning rate with a continuous-time Markov model. Based on this
model, we then formulate the optimization problem of the optimal
beaconing control for epidemic routing and obtain the optimal
threshold policy from the solution of this optimization problem.
Furthermore, through extensive numerical results, we demon-
strate that the proposed optimal threshold policy significantly
outperforms the static policy with constant beaconing rate in
terms of system energy consumption savings.

Index Terms—Beaconing control, delay-tolerant networks
(DTNs), epidemic routing.

I. INTRODUCTION

N delay-tolerant networks (DTNs), end-to-end paths from

communication sources to destinations do not exist most
of the time due to node mobility, wireless propagation effect,
sparse node density, and other factors [1], [2]. Examples of
DTNs include deep-space interplanetary networks [3], vehic-
ular ad hoc networks [4], underwater networks [5], military
networks [6], etc. DTNs are often found in critical application
areas. For example, the vehicular DTN enables urgent data
delivery between ambulances and the sensor nodes of highway
infrastructure. In such networks, however, traditional ad hoc
routing protocols, which rely on the end-to-end paths [7], may
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fail to work [1]. Therefore, a new routing mechanism called
the store-carry-and-forward [8], [9] is proposed to provide
communication. In this routing mechanism, when the next hop
is not available for nodes to forward a message, the nodes will
store the message in their local buffers, carry it along their
movements, and forward it to other appropriate nodes when a
transmission opportunity becomes available, which is referred
to as a communication contact.

In many DTNSs, energy is very limited. For example, in
wireless mobile sensor networks for environmental sensing and
wildlife behavior monitoring [10], sensor nodes are attached to
animals, such as zebras [11] and deer [12]. These mobile sensor
nodes form the DTN, and consequently, energy consumption
will be a serious issue. Another example is a human network
such as pocket-switched networking [13], where mobile users
as the networking nodes use their mobile devices that are energy
constrained. Therefore, it is necessary to design energy-efficient
algorithms for message transmission. Furthermore, even for
networks such as vehicular DTNs, where energy consumption
is typically not a critical issue, unnecessary message trans-
missions and flooding are bad for the common welfare of the
whole network since transmissions may also cause contentions
to other users. Therefore, energy-efficient algorithms not only
save the energy consumption but also influence the overall
network throughput.

The system performance of a DTN depends on the over-
all energy budget. This energy budget should consider two
main energy costs, which are beaconing energy for contact
detection and communication energy for message transmission
and reception [11], [14]. In fact, the nodes in a DTN are
usually sparse, and they need to continuously discover the
communication contacts. Consequently, nodes are beaconing
during most of their lifetime and turn into message transmis-
sion state only when the contacts are detected. Therefore, the
relay nodes spend substantial energy for periodical beaconing.
How to schedule the energy consumption for beaconing is
important to the whole system. The tradeoff between energy
consumption and system performance in beaconing control
is given as follows: If we increase the beaconing rate, we
can obtain more communication contacts and, consequently,
higher message transmission probability and smaller message
delivery delay at the cost of higher energy consumption. By
contrast, if the beaconing rate is too small, even when two
nodes move within the transmission range, they may not detect
the communication contact. Therefore, if the system overall
energy budget is fixed, designing an energy-efficient beaconing
control policy to balance this tradeoff is necessary. Previous
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works in the context of sensor networks have discussed the
optimal activation times for sensor nodes [15], as well as the
transmission control problem for the two-hop relaying scheme
[14], which is a very simple forwarding mechanism in DTNs.
To the best of our knowledge, no existing work has discussed
the optimal beaconing control for the epidemic routing in the
energy-constrained DTN.

In this contribution, we investigate the problem of optimal
beaconing control for the DTN epidemic routing with the
energy constraint for beaconing and message transmission. To
achieve the maximum system performance in terms of mes-
sage delivery probability under the condition that the energy
is limited by a threshold, we control the beaconing rate of
relay nodes. First, we introduce a continuous-time Markov
framework to model the message dissemination of epidemic
routing. Second, we formulate an optimization problem for the
beaconing rate control. Based on the property of this optimiza-
tion problem, we derive the optimal threshold policy, which
maximizes the message delivery probability within the message
lifetime while satisfying the given energy constraint. Finally,
we demonstrate the efficiency of our optimal beaconing control
policy by extensive results.

The organization of this paper is given as follows: In
Section II, we model the system of message transmission.
Based on this model, the problem of optimal beaconing control
is formulated in Section III. In Section IV, we further analyze
the formulated problem and investigate the optimal policy
for the beaconing control. Performance evaluation is given in
Section V, and we offer our concluding remarks in Section VI.

II. SYSTEM MODEL

The DTN consists of a set of wireless mobile nodes denoted
by V, and the number of nodes in V is N, where N > 2. Among
these nodes, the source node generates messages to the network.
We assume that a message is created in time O and that its
lifetime is 7". This means that, after time 7', all the nodes in
the network should discard it. Therefore, the goal of an optimal
beaconing control policy is to transmit the message to the des-
tination before time 7'. We investigate epidemic routing [16],
which was one of the first routing algorithms proposed to deal
with intermittent connectivity in mobile ad hoc networks [16].
In epidemic routing, when one node with the message comes
into the communication range of another node that does not
have the message, it forwards the message to this node. If this
node is the destination, the communication ends. Otherwise, the
epidemic forwarding continues. This way, this routing strategy
floods the message over the whole network and attempts to send
each message over all possible paths in the network. Therefore,
it is an extreme-flooding-based routing strategy. Since it tries
every possible path, epidemic routing delivers messages with
minimum delivery delay and maximized delivery ratio. Conse-
quently, epidemic routing is particularly useful for DTNs. This
is the main reason that we chose epidemic routing to study the
optimal beaconing control problem. Since the density of nodes
is usual sparse in DTNs, nodes can communicate only when
they have communication contacts. In our model, the contact
process of any two nodes follows the Poisson process with the

corresponding contact rate as its parameter, which is denoted by
. Poisson-distributed contact rate and exponentially distributed
intercontact time (ICT) are the key assumption, and based on
this, we obtain the continuous Markov and fluid model latter.
We now justify our chosen model.

We recognize that our model is only an approximation to
the message transmission process in DTNs, because autocor-
related flows of contact events may exist in DTNs. Although
some studies [17]-[19] have suggested the truncated power
law for ICTs, these works actually reveal that the aggregated
ICT follows a truncated power law, but the individual ICTs
with the constraints can be better modeled by the exponential
distributions with heterogeneous coefficients [20]-[24]. More
specifically, [19] shows that the ICT has a truncated power law,
with the exponential decay appearing in its tail after some cutoff
point. However, generally, individual ICT follows the expo-
nential distribution. For example, [20] reveals that, if ICTs are
smaller than 1 week and each node pair has at least 20 contacts,
then individual ICTs can be modeled by the exponential distri-
butions with heterogeneous coefficients. Reference [21] shows
that individual intermeeting time distribution can be shaped to
be exponential by choosing an appropriate domain size with
respect to a given time scale. Moreover, [22] models the ICTs
of each individual human in mobile social networks by the
Poisson process and experimentally validates this model by
using the x? tests on real trace data. In [23] and [24], on the
other hand, the ICTs between vehicles in vehicular ad hoc
networks are modeled and reveal the exponential distribution of
ICT between nodes by analyzing a large number of real car/taxi
mobility traces. We further point out that the exponential model
is widely used in many other recent works [25]-[29]. Based on
the preceding discussion, we can justify that the adopted expo-
nential distribution model is sufficiently accurate for studying
the optimal beaconing control.

Since the network nodes are searching for other nodes that
are in the communication range most of the time while the
transmission time by contrast is very short, the energy spent
in beaconing is substantial. Consequently, it is important to
control the system beaconing energy. As previously stated,
there exists a tradeoff between performance and energy con-
sumption. If we use more power to beacon more often, the
message will more quickly “infect” the network, but the energy
consumption will be higher and nodes may empty their batteries
sooner. On the other hand, by less frequently beaconing, the
nodes’ batteries will last longer, but message dissemination
will be slower. Since the contact rate between nodes caused
by physical mobility is A, the maximal communication contact
rate that can be detected by node beaconing is A, which is
achieved by consuming the maximal beaconing energy. If we
reduce the beaconing energy by reducing the beaconing rate,
we will get less communication contact. Therefore, we define
U(t) as the beaconing control for the energy consumption.
Consequently, under policy U(t), the message is transmitted
upon the opportunistic contact with the rate of U (), and the
dead rate of active nodes caused by empty battery is U(t)7,
where -y is defined as the basic node death rate. Since, in reality,
the node beaconing rate will be limited by the threshold, we
assume that u < U(t) < 1, where « is the minimum beaconing
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rate. We note that, when the nodes beacon at the maximal rate,
the contact rate is \. Therefore, here, we set the maximal beacon
control to U(¢) = 1, which means that all the nodes beacon at
the possible maximal energy consumption.

In this study, we consider the message transmission from
the source to the destination. Let Z(t) denote the number of
message copies in all the nodes, including the original source
node at time ¢. Obviously, Z(0) = 1 and Z = {Z(t),t > 0} is
a stochastic process. From the definition of Z(t), we note that
Z (t) satisfies the following equation:

P{Z(tns1) = ins1] Z(tr) = i3, 0 < k < n}
= P{Z(tn+1) = in41]Z(tn) = in}

where 0 <o <t <---<t 1 and i € {1,2,...,N} for
0 <k <n+ 1, and P{e|e} denotes the conditional probabil-
ity. Therefore, Z is a continuous-time Markov chain. Markov
chains can be approximated by ordinary differential equations
(ODEs) [30], using a well-known technique known as the fluid
model [25], which is widely adopted to model the epidemic
forwarding [28], [31]. In the fluid model, the solution of the
ODE converges in probability to the Markov chain’s sample
path. In this work, we use this model to characterize the
message spreading.

We define X (¢) as the fraction of nodes that have a copy of
the message at time ¢ and Y (¢) as the fraction of active nodes
that have not received the copy by time ¢, respectively. Using
the fluid model [25], we can obtain the ODEs for the system as
follows:

d)fT(t) CAXOY (DU () (1)
%ﬁ“ = -A+NXOY)U(?) (2

where )\ is the contact rate, and - is the node death rate. The
aforementioned term AX (¢)Y (¢)U (¢) represents the increase in
the fraction of nodes infected by the message since there are
X (t) fraction of nodes that can transmit the message to Y (¢) by
the opportunistic contact of rate A. The term vX (¢)Y (¢)U (¢)
represents the decrease in the number of active nodes caused
by the death of nodes. From our system description, we have
X(0)=Z(0)/N=1/NandY(0) = 1.

We now consider the energy consumption of the network.
Since the wireless communication is the largest source of en-
ergy consumption in energy-limited devices [11], we consider
only communication energy consumption and do not account
for other energy consumption sources, such as computation and
mobility. Existing studies show that the communication energy
consumption mainly includes the transmitting and receiving
consumption in the communication state, as well as the bea-
coning consumption in the idle state [11]. Based on this result,
we calculate the amount of energy consumed by the network
at time 7. The first part of the energy consumption is propor-
tional to the expected number of transmission times during the
message’s lifetime 7', where the energy consumption of one
transmission includes both the reception energy at the receiving
node and the transmission energy at the transmitting node.

Therefore, it can be expressed as follows: a(NX(T') — 1),
where « is the system-specified positive constant that weighs
the energy consumption of each transmission. The beaconing
energy consumption is proportional to U(¢) and the fraction
of active nodes. Thus, the total beaconing energy consumption
up to time 7" can be expressed as SN fOT U(t)Y (t)dt, where
( is the system-specified positive constant that weight the
energy consumption of each beaconing. By using (1), we have
BN [ Ut)Y (t)dt = (BN/A)log(X (T)). Therefore, we can
express the system total energy consumption at time 7', which
is denoted as ¢(X (7)), by the following expression:
ON
6 (X(T) = aNX(T) + 5o log (X(T) —a. ()
Let F'(t) denote the probability that the message has been
delivered to the destination at time ¢. Since our goal is to trans-
mit the message to the destination before lifetime 7', we should
maximize F'(T), subject to the available system energy. Define
the system total energy constraint as W. Then, the problem of
optimal beaconing rate control with the energy constraint for
communication can be expressed as the following optimization
problem:

Maximize F(T)

Subjectto ¢ (X(T)) < V. “)
Remark: 1deally, one would like to simultaneously maxi-
mize the probability that the message has been delivered to
the destination at 7', i.e., F'(T'), and minimize the total en-
ergy consumed in doing so, i.e., ¢(X(7T)). However, these
are two conflicting objectives, and the optimization so for-
mulated becomes a challenging multiobjective optimization
problem. For such a multiobjective optimization, the optimiza-
tion algorithm must generate a set of Pareto-optimal solutions,
which should be ideally well distributed across the Pareto
frontier [32]. Moreover, even when such a set of Pareto-
optimal solutions, which is represented in the objective space
by {F)(T), ) (X@)(T))}, can be obtained, a human
decision or a preference structure has to be imposed as to
choose which particular solution to use. This is usually achieved
by first specifying what level of energy consumption, e.g.,
(=) (X =) (T)), is to be allowed and then choosing the cor-
responding solution F(i*)(T) from the Pareto-optimal set. In
practice, therefore, the problem is often solved or approxi-
mated by setting the energy consumption limit or constraint
¢(X(T)) < ¥ and maximizing F(T'), as is adopted in our
approach of (4).

III. PROBLEM FORMULATION

From the system model described by the ODEs, we divide
(1) by (2) to yield

v() = ~2 (X)) - X(0) + ¥ (0)
- 2%+ o 5)
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where C' = (A +~/A)X(0) +Y(0) =1+ (1/N) + (v/AN).
By substituting (5) into (1), we obtain the following ODE:

dX(t

PO — —(axm -enxaue.  ©
Solving this ODE yields

AC D
X(t) = A+ -xC [TU(tydt @
7D +e fo

where D = (A + v)/AC — (A + ). We have now obtained the

fraction of nodes with the messages, i.e., X(¢). Based on
X(t), we can derive the expression for the message delivery
probability as follows:

To derive F(t), let us define H(t) =1 — F(t), which is
the probability that the destination node has not received the
message at time ¢. Then, we have

H(t+ At) = H(t) - P {No delivery to dest. in At| X (¢)}.

Taking the expectation of the preceding expression yields
H(t+ At) = H(t)(e MH)NX®) From
_ H(t —AAL NX(t)_l
Lo HEEA) = HE L H() () )
At—0 At At—0 At

t
or dH()dt = —\NH() X(), we obtain H(t) = H)e N Jo X
where H(0) = 1. Therefore, we have the following expression
for F'(t):

Pt =1 H(t) =1 — ¢ Jy X0 (8)

Thus, the optimization problem (4) for the optimal beaconing

control is specified by

T
.. AN [T X(s)d
Maximize 1 —e fo (s)ds

/\c fT U (t)dt

_ AC
. X(T) = My wf v
Subject to +5 )
aNX(T) + 2N log (X(T)) — 0 < @

u<U(t) <1

IV. OPTIMAL BEACONING SOLUTION

In this section, we derive the optimal solution for the formu-
lated optimization problem of (9).
Lemma 1: Both ¢(X(T)) and F(T) are monotonously in-
creasing functions of X (¢).
Proof: Denote x = X(T).
(BN/X)log(x) — a, we have
ON

do(z)
dx =alN+ AT

From ¢(x) = aNz+

> 0.

Therefore, ¢(X (7)) is a monotonously increasing function of
x. Similarly, since F(T) = F(X(T)) = F(z) = 1 — e MT2,
we have
dF(x)
dx

= ANTe M7z - .

Therefore, F(T) is a monotonously increasing function of x.
This proves the lemma. |

Based on Lemma 1, there exists one and only one real value
1 such that X (T') < 1). Therefore, the system energy constraint
can be expressed as

D O o))
D+6—/\Cf0T uwdt — MO

(10)

Furthermore, the monotonously increasing nature of ¢ (X (7'))
and F(T") allows us to transform the optimization problem (9)
into the following equivalent but simpler form:

Maximize / X (t)dt
i Y(A+7)

subject to{ J VW = selo8 seitoe
us<U(t) <

Lemma 2: Given a policy U (t), consider policy U’(t) that
satisfies U’ (t) = U(t), which means that U’ (7) > U () for any
7 € [0,T). Then, F'(T') > F(T) holds.

Proof' Because U’(t) = U(t), for a given T, fo t)dt >
[T U(t)dt. As D/D + e 2" increases with z, it holds that
X' (T) > X(T). Since F(T) is an increasing function of
X(T), it immediately follows that F”(T") > F(T). [ |

We have the following two theorems for the optimization
problem (11):

Theorem 1: The optimal policy for beaconing control, which

is denoted as U™ (t), saturates the constraint, i.e., fOT U*(t)dt =
W, where

r P(A+7)
SOC—d(A+7)D

12)

W =

log
uSIlrJha}){Sl / Ult)di = /\C
0

is the maximum possible area under U (¢) over interval [0, T,
which is the direct consequence of (10).

Proof: Consider policy U(t), which is different from
the optimal policy U*() and does not saturate the en-
ergy constraint ie., fo t)dt < W. Then, Je > 0, such

that fo t)dt+e < W. Consequently, we can obtain a
new pOlle denoted by U'(t) =U(t) +¢/T, which satis-
fies fo U'(t)dt < W. Obviously, U'(t) = U(t). According to
Lemma 2, we have F'(T") > F(T'). Thus, U’(t), which satisfies
the energy constraint, is a better policy than U (¢). This proves
the theorem that the optimal policy saturates the constraint. W

Theorem 2: The optimal beaconing control policy U*(¢) for
the optimization problem (11) is

fr<w: Uty =1for0<t<T (13)
1% 1. ¢t < W=Tu
FW<T< —: W)y=1< 7 T e (14
W< ~u Ur(t) {u, t>WliZ“ 14
w . .
If7T > ;: there exists no solution. (15)
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Proof: The solution (13) and the nonsolution (15) are
obvious Consider the case W < T < (W/u). Denote P(t) =
fo T)d7, which is a monotonously increasing function of
Ut ) forO < t < T.Note that the optimization objective in (11)

is fo

dt From the expression of X (¢) in (7), it is obvious
that fo t)dt increases with {P( ),0 <t < T}. Therefore,

to maximize the objective jo (t)dt, {P(t),0 <t <T} and,
consequently, {U(¢),0 <t < T} should be made as large as
possible. Thus, the optimal policy u < U*(¢) < 1 should take
the largest value 1 as long as possible while ensuring that P*(T")
saturates the constraint, i.e., P*(T) = W. Without loss of gen-
erality, assume that U*(¢) = 1 for 0 < t < tyax and U*(t) = u
for tmax < t < 7. Solving fo""‘"‘ 1dt + ft wdt = W yields
tmax = W — Tu/1 — w. This proves the solution (14). [ |

V. PERFORMANCE EVALUATION

Before we evaluated the proposed optimal beaconing control
policy, we had first validated the model used in deriving this
optimal beaconing control policy.

A. Model Validation

We evaluated the accuracy of our model by comparing the
theoretical results obtained based on model (7) with the simu-
lation results, which were obtained by simulating the message
dissemination under the epidemic routing with different mobil-
ity models. Without loss of generality, we set the forwarding
policy U(t) = 1 and the node death rate v = 0, because our
goal was to verify the accuracy of the theoretical model.

We first simulated the network with different network sizes of
N from 100 to 1000, where the Poisson process with parameter
A =3.71 x 1079 5! was used to generate node contact events.
This value of A was obtained from the vehicular ad hoc network
model discussed in [24]. The same )\ value was used in the theo-
retical model (7). At the beginning of the simulation, 20% of the
nodes was chosen to be infected. The theoretical and simulation
results obtained for the infected node ratio as a function of time
t are plotted in Fig. 1, where the label “Theoretical” refers to
X (t)/N, with X (t) calculated according to (7), whereas the
label “Simulation” refers to the infected node ratio generated by
the network simulation. As expected, regardless of the size of
the simulated network, the number of message-infected nodes
computed from our model (7) agreed with that obtained by the
network simulation; for instance, in this case, both our model
and the simulated network assumed the Poisson-distributed
contact process.

We then used the synthetic mobility model Random Way-
Point (RWP) and the real-world map-driven DTN model (MAP)
with pedestrians and transportation systems in the opportunistic
network environment (ONE) simulator [33]. Note that the RWP
is a mobility model, whereas the MAP in the ONE simulator
represents the realistic DTN environment, where the contact
rate is not governed by the Poisson process. We set N = 200,
chose initially 20% of the nodes to be infected by one message,
and used the default mobility model settings in the ONE simula-
tor. When choosing the initial infected nodes, we gave a chosen

1 F

09 R oL B R T SRS, S
Ee) SN TN S—
= 0.8 5
S 07 5 : :
3 - [~=—Simulation, N =100
Z 0.6 : {+=m=Theoretical, N= 100 H
- : —v— Simulation, N =200
505 | == Theoretical, N = 200 ||
= : | —e— Simulation, N =500 ||
- : -0~ Theoretical, N = 500

0.3! i......| —e—Simulation, N = 1000 ||

: --e— Theoretical, N = 1000
0'20 0.5 1 1.5 2 25

Time (t) x 10%

Fig. 1. Theoretical and simulation result comparison in terms of the infected
node ratio as a function of time ¢ for the network assuming the Poisson-
distributed contact process and with different network sizes.

—v— Simulation, RWP ||
--m- Theoretical, RWP

(6160 | |/ SRRRRG———.  SR————— —e— Simulation, MAP [
== Theoretical, MAP
0.2 ' X X
10000 15000
Time ()

Fig. 2. Theoretical and simulation result comparison in terms of the infected
node ratio as a function of time ¢ for the two different mobility networks with
the fixed network size of N' = 200.

weight of 1-8 to each node by dividing the nodes into eight
groups according to their distances to the source node obtained
from their initial locations. For each of the two DTN simulation
environments, we fitted an exponential distribution to the ICT
generated and used the obtained A value in our model (7). Fig. 2
plots the message-infected node ratios as a function of time ¢
obtained by simulation and theoretical calculation (7) for the
two mobility networks, respectively. It can be seen from Fig. 2
that the theoretical calculations did approximate the network
simulation results reasonably well. To quantitatively analyze
the results, we calculated the average deviation between the
theoretical and simulation results, which is defined as

)(t) — XEm) (1)

Xm0 dt (16)

X (The
Average Deviation = — / ’

where X (Th¢)(#) denotes the number of message-infected
nodes calculated according to (7), whereas X (5™)(#) is the
number of message-infected nodes generated by the network
simulation. The average deviations between the theoretical
calculations and the simulation results were about 5.7% and
8.6%, respectively, for the RWP and MAP DTN simulation
environments.
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Fig. 3. Fitting the exponential distribution to the data of ICT obtained by the
RWP simulation with different transmission ranges dr.

The aforementioned results clearly demonstrated that the
contact rates of realistic mobility models do not strictly follow
the Poisson distribution, and our assumption of the exponen-
tially distributed ICT is only an approximation. Therefore, we
further investigated the accuracy of our model. To know the
influence of the transmission range, which is denoted as dp,
on the ICT distribution, we set dg to 50, 100, 150, and 200 m,
respectively. Under the same RWP and MAP simulation envi-
ronments with these different transmission ranges, we obtained
the actual simulation data of ICT distribution using the ONE
simulator and then fitted the exponential distribution to the
simulation data. The results are shown in Figs. 3 and 4 for the
RWP and MAP simulations, respectively. Visually, we observe
that the exponential distribution did fit the simulation data well,
and the transmission range dp generally did not have a major
influence on the fitting quality. To quantitatively provide the
fitting accuracy, we employed the adjusted R-square statistics
[34] as the goodness of fit, which is defined as the percentage of
the variation between the simulation data and the fitting results.
Table I lists the adjusted R-square statistics of the exponential
fitting to the simulation data of ICT obtained, where the ad-
justed R-square statistics were computed with Matlab Curve
Fitting Toolbox. It can be seen from Table I that the average
adjusted R-square statistics was above 99% for the RWP, and it
was about 94% for the MAP. This demonstrates the accuracy of
the Poisson contact rate assumption adopted in our model.

In the aforementioned model validation, which was pre-
sented in Figs. 1 and 2, one message transmission scenario was
used since model (7) represents the limit case of one message
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Fig. 4. Fitting the exponential distribution to the data of ICT obtained by the
MAP simulation with different transmission ranges dp.

TABLE 1
ADIJUSTED R-SQUARE STATISTICS OF THE EXPONENTIAL FITTING TO
THE DATA OF INTERCONTACT TIME OBTAINED FROM THE TWO
DIFFERENT MOBILITY NETWORK SIMULATION ENVIRONMENTS
WITH DIFFERENT TRANSMISSION RANGES

Network Model | dp = 50 dp = 100  dp = 150 dg = 200
RWP 99.44%  99.73% 99.56% 99.31%
MAP 91.33%  93.06% 96.11% 96.57%

transmission. According to the definition (8), we can obtain the
expected message transmission delay for the transmission of a
large number of messages, which is denoted by D,, as follows:

D,= [ (1-F(t))dt (17)
/

given a constant beaconing policy. Using the expected message
transmission delay, we were able to further validate our model
in a realist multiple-message transmission scenario. We trans-
mit 10000 messages from the source to the destination under
the same RWP and MAP simulation environments previously
introduced. It is worth emphasizing again that the RWP and
MAP represent the synthetic mobility model and the realistic
DTN environments, respectively, which do not impose the
Poisson distributed contact rate. We varied the constant bea-
coning policy U(¢) from 0.05 to 1.0 and recorded the average
message transmission delays obtained in the corresponding
network simulations. The simulation results are then compared
to the theoretical calculations obtained using (17) in Fig. 5,
where it can be seen that the message transmission delay



LI et al.: OPTIMAL BEACONING CONTROL FOR EPIDEMIC ROUTING IN DELAY-TOLERANT NETWORKS 317

4
12 X 10 . '
—v— Theoretical, RWP
10 U | A F = N—— . -SImUIation’ RWP 4
’ : : —e—Theoretical, MAP
; : - b - Simulation, MAP
8l : g

Message Transmission Delay (D,)

Fig. 5. Theoretical and simulation result comparison in terms of the expected
message transmission delay as a function of U () for the two different mobility
networks.

computed from our model agrees well with the simulation
result. Using a similar definition to (16), the average deviation
between the simulated message transmission delay results and
the theoretical calculations is about 5.1%. Interestingly, this
deviation obtained under the more realistic multiple-message
transmission scenario appears to be smaller than that obtained
previously under the one-message transmission scenario when
investigating the infected node ratio. This further indicates the
accuracy of our model.

In the aforementioned model validation, we have extensively
demonstrated that our assumption of Poisson contact rate and
the resulting message transmission model are sufficiently ac-
curate to approximate or model the message dissemination of
epidemic routing in DTNs. Thus, we can confidently use the
continuous-time Markov and fluid model to study the optimal
beaconing control problem.

B. Evaluation Settings and Results

We used the continuous-time Markov and fluid model to
represent the DTN application to the vehicular ad hoc network
that was based on the real motion traces from about 2100
operational taxis for about one month in Shanghai city collected
by Global Positioning System [35], in which the location infor-
mation of the taxis were recorded every 40 s within the area of
102 km?. By analyzing large amounts of the trace data given
in [35], [23] and [24] found that the distribution of the ICT
between taxis followed the exponential distribution on a large
time scale. Moreover, Zhu et al. [24] performed a least-squares
fitting to identify the exponential parameter and found that
the ICT was well approximated by the exponential distribution

of P{X >t} = e 371107 Therefore, in our model, we
set parameter A = 3.71 x 107 s~1. Since, in typical practical
DTNs, the number of nodes is in the hundreds, we set /N to 200
in our model. To evaluate the system performance enhancement
achievable by the proposed optimal beaconing policy in the
systems with low-energy resources, we set energy constraint ¢
to a low value of 40, which implies that only 20% of the nodes
are allowed to be involved in the message transmission. Thus,
unless otherwise specifically stated, the default values for the

2
B b e il esenge s e s ssedssmmsan o]
Q
<
a
s 06 ............. e R SR R SR B R A s S e )
[}
L
g 0.4 ...... e e e T R A
C i !
(“ .
= = = = No Constraint
é 0.2 — Optimal Policy ||
w : P | Static Policy

00 2 4 6 8 10 12

T: Lifetime of the message (s) x 10%

Fig. 6. Comparison of the delivery probabilities as a function of the message
lifetime for three beaconing policies.

parameters in the numerical simulation of our model were set
tou=0.1,7=1.5x10"°, N = 200, and 1) = 40.

Since our work is the first to study the problem of the optimal
beaconing control in epidemic routing, there exist no other
optimal beaconing policies proposed in literature that can be
used for comparison purposes. For the comparison with our
proposed optimal beaconing control policy, which was denoted
as Optimal Policy, we considered a static policy that used a
constant beaconing rate. According to Theorem 1, the optimal
static policy is defined by U(t) = W/T, which we referred to
as Static Policy. Furthermore, we also considered a benchmark
policy that does not have energy constraint and beacons at the
maximum rate, i.e., U(t) = 1 and ) = oo, which was simply
referred to as No Constraint. Obviously, this No Constraint
policy offers the maximum performance upper bound, but it is
unrealistic.

Fig. 6 compares the transmission probabilities F'(T') as the
function of massage lifetime 7" achieved by the three beaconing
policies. As expected, the message transmission probability
F(T) increased as the message lifetime 7" increased. However,
given the energy constraint 1) = 40, the Static Policy could only
attain an F'(T') value of about 80% when 7' = 4 x 10 s, and
its F'(T') value was still less than 1, even when 7' = 10° s. By
contrast, our proposed Optimal Policy with energy constraint
1) = 40, which only allowed 40/200 = 20% of the nodes to be
“infected” by the message, attained a much higher F'(T") value,
which was observed to be very close to that obtained by the
No Constraint policy with U(t) = 1 and ¢ = oo. This clearly
demonstrated the efficiency of our proposed optimal beaconing
policy.

The results of the delivery probability at 7' =2 x 10* s as a
function of node death rate -y are plotted in Fig. 7. Obviously,
the No Constraint policy of U(t) = 1 and ¢ = oo could achieve
the best delivery probability, but this policy is impractical to
implement. As expected, the message transmission probability
of the No Constraint policy decreased as the nodes death rate
increased, because a larger ~ implied that less nodes were
in the active state to transmit the message in this case. By
contrast, F'(T) of the proposed Optimal Policy and Static Policy
increased with . The reason was that, with these two policies,
the energy constraint was taken into consideration; therefore,
the system energy was well scheduled. Specifically, for the
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Fig. 8. Comparison of the delivery probabilities at 7' =2 x 10* s as a
function of the minimum beaconing rate for three beaconing policies.

Optimal Policy, the system energy was scheduled by optimal
threshold policy U (t) expressed in (13)—(15) for the given ~,
whereas in the Static Policy, U(t) was set to W/T, where W
can be shown to be a monotonously increasing function of ~.
Compared with the static policy, our optimal threshold policy
attained about 20% higher transmission probability.

By changing the value of the minimum beaconing rate u, we
obtained the results shown in Fig. 8. Obviously, the minimum
beaconing rate had no effect on the performance of the Static
Policy and No Constraint policy. The transmission probability
achieved by our Optimal Policy decreased as u increased.
This was because, when u was large, the time for keeping
the beaconing rate U(t) = 1 was short; therefore, the message
was transmitted with long delay and low delivery probability.
From Fig. 8, it could be seen that the proposed Optimal Policy
achieved a considerably higher transmission probability than
the Static Policy, and this further demonstrated the effectiveness
of the proposed Optimal Policy.

Fig. 9 compares the minimum energy constraint ¢ required
by the Optimal Policy to achieve the given delivery probability
F(T)atT =2 x 10* s with that required by the Static Policy.
Clearly, the proposed Optimal Policy was much more energy
efficient than the Static Policy. To show the energy saving of
the Optimal Policy over the No Constraint policy, we consid-
ered the number of message transmissions or nodes infected
according to the achieved delivery probability F'(¢) with the
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Fig. 9. Comparison of the minimum energy constraint values 1 required
to achieve the given delivery probability F'(T") at T =2 X 10* s for two
beaconing policies.
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Fig. 10. Comparison of the numbers of message transmissions or infected
nodes according to the achieved delivery probability F'(¢) with the increase of
time ¢ from O's to 1 x 10° s for three beaconing policies.

increase of time ¢ from 0's to 1 x 10° s. The results obtained by
the three beaconing policies are shown in Fig. 10. As expected,
the numbers of message transmissions of both the Static Policy
and Optimal Policy to attain the same F'(t) were smaller than
that of the No Constraint policy, as the No Constraint policy
was most energy inefficient. For F'(t) < 0.43, the Static Policy
required a smaller number of message transmissions, compared
with the Optimal Policy. However, for F'(t) > 0.43, the number
of message transmissions of the Static Policy quickly increased,
and our Optimal Policy required a much smaller number of
message transmissions to attain the same message transmission
probability.

VI. CONCLUSION

We have introduced a continuous-time Markov and fluid
model to analyze the problem of optimal beaconing rate con-
trol in the DTN. We have solved this optimization problem
and derived the optimal threshold beaconing policy. We have
performed an extensive model validation to support our as-
sumption that the Poisson contact rate and the resulting mes-
sage transmission model are sufficiently accurate to model
the message dissemination of epidemic routing in DTNs. Our
numerical results have demonstrated the efficiency of the
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proposed optimal beaconing policy in enhancing the system
performance, in terms of message delivery probability and
system energy consumption.

In the derivation of our optimal beaconing policy, we have
explicitly assumed epidemic routing in DTNs. Therefore, our
optimal threshold policy may no longer be optimal or may
not even be applicable for the DTNs that use other routing
schemes. Our future work is to study the optimal beaconing
policy that is independent of the routing algorithm. Although
the continuous Markov and fluid model is capable of mod-
eling the data transmission in epidemic routing, it is still an
approximation. Therefore, it is highly desirable to investigate
a combined discrete-event and continuous model to study the
non-Poisson-distributed contact rate in the future.
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