Regeneration of sand waves after dredging
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Abstract

Sand waves are large bed waves on the seabed, being a few metres high and lying hundreds of metres apart. In some cases, these sand waves occur in navigation channels. If these sand waves reduce the water depth to an unacceptable level and hinder navigation, they need to be dredged. It has been observed in the Bisanseto Channel in Japan that the sand waves tend to regain their shape after dredging. In this paper, we address modelling of this regeneration of sand waves, aiming to predict this process. For this purpose, we combine a very simple, yet effective, amplitude-evolution model based on the Landau equation, with measurements in the Bisanseto Channel. The model parameters are tuned to the measured data using a genetic algorithm, a stochastic optimization routine. The results are good. The tuned model accurately reproduces the measured growth of the sand waves. The differences between the measured weave heights and the model results are smaller than the measurement noise. Furthermore, the resulting parameters are surprisingly consistent, given the large variations in the sediment characteristics, the water depth and the flow field. This approach was tested on its predictive capacity using a synthetic test case. The model was tuned based on constructed predredging data and the amplitude evolution as measured for over 2 years. After tuning, the predictions were accurate for about 10 years. Thus, it is shown that the approach could be a useful tool in the optimization of dredging strategies in case of dredging of sand waves.
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1. Introduction

As modern ships require increased navigation depth, more and more harbour authorities are forced to dredge the entrance channels to their harbours. In a number of navigation channels, sand waves limit the depth of these channels (Katoh et al., 1998; Van Maren, 1998).

Seabed sand waves are elongated rhythmic bed features spaced about 100–800 m apart and several metres high. Sand waves are found in shallow tidal seas all over the world (Ludwick, 1972; Boggs, 1974; Field et al., 1981; Aliotta and Perillo, 1987; Harris, 1988; Huntley et al., 1982; Ikehara and Kinoshita, 1994; Katoh et al., 1998). In some cases, sand waves occur superimposed on large scale features such as tidal sand banks (Lanckneus and De Moor, 1991), shoreface-connected ridges (Van de Meene and Van Rijn, 2000) or individual shoals (Katoh et al., 1998).

Besides the practical interest, sand waves are also interesting from a scientific point of view. It is
assumed that the sand waves are free instabilities of the system of an erodible bed and the tidal flow over it (Hulscher, 1996; Komarova and Hulscher, 2000; Gerkema, 2000). Sand waves only occur in seas, where the bed consists of noncohesive sand (percentage silt less than 15%, gravel less than 5%) (Terwindt, 1971; Langhorne, 1973; Bokuniewicz et al., 1977; Hulscher and Van Den Brink, 2001). Furthermore, the tidal motion has to be strong, the maximum tidal velocity should be between 0.4 and 1 m/s (Stride, 1982; Amos and King, 1984).

It is shown that a stability analysis helps to explain the generation of sand waves. Furthermore, this approach can be used to estimate in which regions sand waves can be found (Hulscher and Van Den Brink, 2001). The consequence of the sand waves being free instabilities is that they tend to recover after dredging. This phenomena has been observed and monitored by Katoh et al. (1998). At this moment, we do not have a validated model to simulate this process sufficiently accurate.

To keep the navigation channels sufficiently deep, dredging has to take place. The consequences of these dredging activities depends on the dredging strategy. In the Bisanseto Sea, a field of sand waves has been topped off. Katoh et al. (1998) showed that the sand waves regenerate in several years time. The costs of repeated dredging are high and the responsible authorities want to minimize these costs. To minimize the dredging costs, it is crucial to know the rate at which the sand waves regain their original shape.

In the past, a number of sand wave models have been developed (Fredsoe and Deigaard, 1992; O’Connor, 1992; Hulscher, 1996). However, none of these models can describe the complete range of sand wave growth from generation to their final amplitude. In principle, this range is covered in the model derived from basic physical principles by Komarova and Newell (2000). Their approach resulted in a model that consists of two coupled evolution equations of the Ginzburg–Landau type. This model describes sand waves superimposed on large-scale undulations. However, this model is too complex to solve, so that model results cannot be compared to observations.

The stationary equivalent of the Ginzburg–Landau equation was postulated by Landau and Ginzburg (1965). It is a descriptor of the modulations of instabilities in systems that are described by a set of nonlinear partial differential equations. Examples of such problems are the Rayleigh–Bénard convection (Bénard, 1900), Poiseuille flow (Stewartson and Stuart, 1971), Taylor–Couette flow (DiPrima and Swinney, 1981), reaction–diffusion processes (Kuramoto, 1984) and alternate bar behaviour in rivers (Schielen et al., 1993).

We choose a different approach to arrive at a prediction model. If the long spatial modulations of the sand waves are neglected, the model of Komarova and Newell (2000) reduces to the Landau equation:

\[
\frac{\partial A}{\partial \tau} = a_0 A - a_1 |A|^2 A
\]

\[
\tau = \frac{t}{T}
\]

in which the dimensionless amplitude \(A\) of an arbitrary wave is a function of \(\tau\). The parameters determine the solution of the equation: \(a_0\) gives the linear growth rate while \(a_1\) determines the magnitude of the nonlinear term, which counteracts the linear growth. If both parameters are real values (\(\in \mathbb{R}\)), the ratio \(\frac{a_0}{a_1}\) determines the amplitude of the waves in infinity.

To test this model, it is compared with the data measured in the Bisanseto experiment. The model parameters will be estimated using data assimilation. A genetic algorithm is used to fit the model to the data. This fitting can provide the coefficients in the Landau equations for any specific case.

Fig. 1. The Seto Sea in Japan. The white box in the image points out the Bisanseto Channel in the Seto Sea.
In Section 2, the available data from the field experiment in the Bisanseto Channel are described. The sand wave growth model is explained in Section 3. This model will be tuned to fit the data using a genetic algorithm; that is explained in Section 4. The results of this hindcast are given in Section 5, and in Section 6, the predictive capacity is tested. Possible applications of the model are given in Section 7, before the final conclusions in Section 8.

2. Measurements

In this investigation, measurements from a Japanese field experiment in the Seto Sea are used. In 1985, a large experiment was started in the Bisanseto Channel near Kobe (see Fig. 1). The Bisanseto Channel connects the western part of the Seto Sea with the eastern part. In this bottleneck of navigation routes
(Fig. 2), the bathymetry is dominated by the Inosakinotsugai shoal.

In several places in the Bisanseto Sea, sand waves are present (see Fig. 3). In general, these sand waves do not hinder navigation. On the Inosakinotsugai shoal and the immediate surroundings, however, the sand waves reduce the navigation depth. In the northern channel (see Fig. 4) near the shoal, over 3-m high sand waves reduce the navigation depth from 22 m to less than the required 19 m. In the connection channel over the shoal (see Fig. 5), the sand waves reduce the depth from about 15 m to less than the required navigation depth of 13 m.

Between 1981 and 1998, the upper parts of the sand waves were dredged in order to have a navigation depth of 22 and 15 m in the northern and connection channel, respectively. The regeneration process of the sand waves was followed during the next 10 years (see Katoh et al., 1998). Once a year, the depth was measured using echo sounding in an area of $500 \times 2000$ m. The data was stored with a resolution of $5 \times 5$ m. Fig. 3 shows the measured bathymetry of 1997. One can clearly see the shoal, just below the
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**Fig. 5.** The depth profile in the connection channel.

**Fig. 6.** The sand waves observed in 1997. The bars give the deviation from the mean depth in metres. The arrow points north.

**Fig. 7.** The selected areas.
centre, and the sand waves in the northern channel in the upper part of Fig. 3.

To find the characteristics of the sand waves, the mean bathymetry was removed. A low-pass filter, with a large window (39 size Hamming window, which covers 200 m), removes all small-scale patterns to give the mean profile. Subtraction of this mean bathymetry from the original data gives the sand waves. Fig. 6 shows the resulting sand wave field of 1997.

From all 10 available data sets between 1985 and 1996, the sand wave fields are isolated in this way. To evaluate the growth of the waves, 14 areas (200×200 m) are selected (see Fig. 7). In these areas, the mean sand wave amplitude is estimated using the statistics of the measurements. The bathymetry is stored on a regular grid, and since the mean profile is removed, the average value of the filtered data is zero. Therefore, assuming sinusoidal sand waves, the mean amplitude \( A \) is equal to:

\[
A = \sigma \sqrt{2}
\]

in which \( \sigma \) is the standard deviation (in m) of the filtered data in a box. For the Bisanseto data, the assumption of sinusoidal waves is confirmed by the distribution, which is almost Gaussian (Fig. 8). The profiles given by Katoh et al. (1998) are a second confirmation. In the worst case, for asymmetric sawtooth waves, Eq. (3) would result in amplitude estimates that are 20\% too small.

Fig. 9 shows the resulting amplitudes, nondimensionalized with the mean depth \( H \), plotted against time.
3. Amplitude evolution model

Straightforward numerical simulation based on small-scale process descriptions is laborious and error-prone. Therefore, state-of-the-art research on this type of rhythmic morphological patterns is focused on linear and nonlinear stability analysis of idealized models (Vittori and Blondeaux, 1990; Schiel-\(\text{\textendash}\)len et al., 1993; Hulscher, 1996; Komarova and Hulscher, 2000; Komarova and Newell, 2000). Based on the findings in earlier work, Hulscher (1996) and Komarova and Hulscher (2000) assume that sand waves are perpendicular to the flow and that they are not influenced by geostrophic effects.

Therefore, modelling of sand waves is restricted to one horizontal and one vertical dimension. In this two-dimensional space, the turbulent flow is given by the Reynolds equations:

\[
\frac{\partial \vec{u}}{\partial t} + (\vec{u} \nabla) \vec{u} = -\frac{\nabla p}{\rho} - \frac{\nabla \tau}{\rho},
\]

where \(\tau\) is the Reynolds stress tensor, \(\vec{u} = (u, w)\) is the turbulence-averaged velocity vector, as defined in Fig. 10. Furthermore, \(p\) is the total pressure \(p = p' - \rho g(z - \zeta)\) and \(\rho\) denotes the mass density of the seawater. Following the ideas of Bagnold (1956), the bedload sediment transport \(q\) is given by a generic formula (Komarova and Hulscher, 2000; Komarova and Newell, 2000):

\[
q = z|\tau_b|^b(\tau_b - \lambda \nabla h),
\]

in which \(\tau_b\) denotes the bottom shear stress, \(\lambda\) is the downhill coefficient, \(b\) the nonlinearity parameter and \(z\) the proportionality parameter. Eq. (6) is a generic expression that reflects the influence of the two most important forces that act on the sediment grains. The first term represents the drag effect, the second the gravity component. Finally, continuity of sediment mass results in the bed evolution equation:

\[
\frac{\partial z_b}{\partial t} = -\frac{\partial q}{\partial x},
\]

in which \(z_b\) is the bed level relative to the mean depth. The model is closed by boundary conditions at the bottom and at the free surface and using a turbulence closure model.

An obvious solution to this model is a flat bed with a horizontally uniform tidal motion on top of it. This solution is here selected as the basic state. The equations allow for the development of a wide range of travelling periodic wave trains, for example, the ones comparable to migrating sand waves. Therefore, in the next step of the stability analysis, this basic state is perturbed by an infinite number of infinitesimally small sine waves:

\[
\vec{\phi} = \phi_o + \int_0^\infty \varepsilon \phi_1(k)e^{ik\varphi + cot} \, dk + \text{c.c.}
\]

in which \(\phi = (u, w, z, z_b)\) and \(\phi_o\) denotes its basic state. The small parameter \(\varepsilon\) guarantees that the imposed perturbations are small. Furthermore, \(k\) denotes the wave number of the sine waves and \(\omega\) is the complex morphological wave frequency. According to Komarova and Hulscher (2000), \(\omega\) depends on two physical parameters, the resistance parameter and the turbulent viscosity. If the growth rate (given by the real part of \(\omega\)) is negative, the basic state is stable: the perturbations decrease in amplitude and disappear. If the growth rate is positive, the basic state is unstable: the perturbations start to grow, thus forming a rhythmic pattern.

...
Komarova and Hulscher (2000) substituted the perturbed basic state (Eq. (8)) into the scaled equivalent of Eqs. (4)–(6), linearized for small perturbations. Thus, they found a relationship between the complex wave frequency and the wave number. Using this relationship, one can determine whether the basic state is stable or unstable. As can be seen in Fig. 11, there is a range of waves with a positive growth rate, if \( k < k_c \).

A nonlinear analysis results in a complex equation describing the behaviour of the sand waves. Komarova and Newell (2000) performed the nonlinear stability analysis for a 2DV tidal model. As a result, they found two coupled evolution equations of the Ginzburg–Landau type, which predicts sand waves superimposed on sand banks. If the large spatial modulations are neglected, this model reduces to the Landau equation.

Based on these findings, we assume that the growth of sand waves is described by the real Landau equation:

\[
\frac{\partial A}{\partial \tau} = \alpha_0 A - \alpha_1 |A|^2 A
\]

\[
\tau = \frac{t}{T}
\]

in which \( t \) is the real time and \( \tau \) is the morphological time, defined by a long timescale \( T \). The real variable \( A \) is the amplitude of the bed form:

\[
h(x, t) = A(\tau) \cos kx + \text{h.o.t.}
\]

where \( k \) is the wave number of the perturbation \( h \) (h.o.t. denote the higher order terms representing asymmetry). Finally, \( \alpha_0, \alpha_1 > 0 \) are dimensionless parameters. Note that the migration of the sand waves is not taken into account. The simplification, to treat amplification apart from migration, is justified by the measured data from the Bisanseto Sea. Eq. (9) can easily be transformed to:

\[
\frac{\partial A}{\partial \hat{\tau}} = A - \hat{\alpha} |A|^2 A
\]

\[
\hat{\tau} = \frac{t}{\alpha_0 T}
\]

\[
\hat{\alpha} = \frac{\alpha_1}{\alpha_0}
\]

A genetic algorithm optimization routine estimates the model parameters \( \hat{\tau} \) and \( \hat{\alpha} \) from the measured data. These are the only parameters of interest, since we are interested in the changes in time of \( A \). Note that parameter \( \hat{\alpha} \) defines the maximum amplitude:

\[
A(t = \infty) = \sqrt{\frac{1}{\hat{\alpha}}} = \sqrt{\frac{\alpha_0}{\alpha_1}}
\]

4. Genetic algorithm

An optimization algorithm, Fletcher (1987) can find the best values of both the parameters and the initial state of the model relative to the measured data. Because of the nonlinearity of the model, gradient search algorithms are not very effective (Floudas and Pardalos, 1996). Therefore, we use a global optimization routine. A genetic algorithm, a stochastic search, is such a global optimization routine.

The algorithm is analogous to the evolution theory: ‘In general, the fittest individuals of any population tend to reproduce and survive to the next generation, thus improving successive generations. However, inferior individuals can, by chance, survive and reproduce. Genetic algorithms have shown to solve linear and nonlinear problems by exploring all regions of state space and exponentially exploiting promising areas through mutation, crossover and selection operations applied to individuals in the population’ (Michalewicz, 1994).
The genetic algorithm starts from a population of a randomly chosen initial guesses. Every member of the population is a combination of possible parameter values. Furthermore, every member receives a fitness coefficient. This coefficient depends on the difference between the measured bathymetry and the bathymetry estimated using the parameters of this member. From this initial guess, an iterative search is started (see Fig. 12).

In every iteration step, the members of the population are combined to create more members. This combining follows the rules of biological reproduction:

- two members combine parameters (genes) to give birth to one or more new members (crossover, comparable to sexual reproduction)
- one parameter of one of the members is changed to give one new member (mutation, comparable to asexual reproduction).

At the end of each step, only part of the population survives. The fittest members (parameter combinations that give the smallest difference between measured and modelled bathymetry) have a bigger chance to survive than members that result in less accurate bathymetry estimates do. This way the algorithm evolves to the best fit between model and data.

Although this optimization routine is very robust (it always finds a solution that is close to the optimal solution), the procedure can be repeated with new initial populations to exclude any remaining dependencies on the initial guess. In practice, this leads to marginal improvements.

More details can be found in Davis (1991), who gives an extensive discussion of genetic algorithms.

5. Hindcast of sand wave growth in the Bisanseto Sea

In the Bisanseto Sea, measurements have only been taken after one dredging operation. Consequently, it is difficult to design a distinctive test on the predictive capacity of the model. Yet, this data set is very useful to compare the model behaviour with the dynamics of real sand waves. The genetic algorithm is used to find those parameters that give the best agreement between the modelled wave heights and the measured wave heights at all points in time.

The results in Fig. 13 show that the difference between the model and the data is considerably smaller than the noise in the signal (S.D. of the noise varies between 3% and 30% of the signal).

Fig. 14 shows the optimal parameter values of the model for all 14 parts. The timescale $T$ is between 3.6 and 8.3 years (mean value 5.9 years, S.D. 1.73 year) This is remarkably constant given the complex flow over the shoal and the large variations in the sediment characteristics (Ozasa, 1974). These optimal values are of the same order as the theoretical values found by Hulscher (1996) and Gerkema (2000). However, in both theoretical derivations, numerical problems prevented the calculation of the parameter values in case of small sand waves, like in this area. Our approach does give an estimate of the timescale for such small sand waves.

The parameter $\hat{a}$ appears to be related with the position on the shoal. On the south side (Areas 1–4), the magnitude of $\hat{a}$ appears to be inversely proportional to the depth. This could be related to a decrease...
Fig. 14. Important parameters of the mode: (a) the mean depth $H$, (b) tuning parameter $\tilde{T}$, (c) tuning parameter $\tilde{a}$ and (d) the resulting dimensionless sand wave amplitude for the 14 parts.

Fig. 13. Comparison between the amplitude measured in the Bisanseto Sea (dots), the growth according to the model (dashed lines) and a linear trend analysis (dotted lines). The vertical bars give the standard deviation of the measurements.
of the flow velocities going east, a decrease of the water depth and an increase in the grain size of the sediment, which have been observed by Ozasa (1974). However, the absence of detailed information makes it impossible to draw any conclusions.

On the north side (Areas 5–14), its value is almost constant (mean $-314$, S.D. 46, which is equivalent to a undisturbed sand wave height of $11 \pm 1\%$ of the water depth). On this side, there is no evidence that there is a significant relation with the water depth. This implies that the model assumptions in the theoretical derivations (Hulscher, 1996; Komarova and Hulscher, 2000; Komarova and Newell, 2000) hold for this area, even if the water depth is about 15 m.

The variation in $\hat{a}$ is not undermining the model. In practice, the amplitude before dredging will be known. This amplitude determines the value of $\hat{a}$ according to Eq. (13). The optimization in Areas 1 and 7 result in values of $\hat{a}$ equal to $-1$. This value implies that the final wave height would equal the water depth. This is unrealistic, which makes the results suspect. Therefore, the results have to be rejected. Note that this provides an internal security check on the prediction.

The correlation between the measured wave height and the model estimates is high (Table 1). As a test, the results are compared with a linear trend analysis (see Fig. 13). The model is an improvement with respect to this trend analysis for two reasons. Most importantly, it gives a finite amplitude, whereas the linear trend results in infinitely large sand waves when time increases. Moreover, even if the sand waves appear to be far from their maximum amplitude (Areas 7, 8, 10, 11, 14), the correlation with the measurements is higher for the model than for the linear trend.

### Table 1

<table>
<thead>
<tr>
<th>Area</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
<td>0.67</td>
<td>0.91</td>
<td>0.68</td>
<td>0.91</td>
<td>0.93</td>
<td>0.98</td>
<td>0.96</td>
<td>0.98</td>
<td>0.99</td>
<td>0.98</td>
<td>0.98</td>
<td>0.91</td>
<td>0.95</td>
<td>0.99</td>
</tr>
<tr>
<td>Trend</td>
<td>0.67</td>
<td>0.90</td>
<td>0.57</td>
<td>0.90</td>
<td>0.79</td>
<td>0.96</td>
<td>0.94</td>
<td>0.98</td>
<td>0.97</td>
<td>0.98</td>
<td>0.98</td>
<td>0.90</td>
<td>0.82</td>
<td>0.99</td>
</tr>
</tbody>
</table>

#### 6. Prediction of sand wave growth

As mentioned in Section 5, testing the predictive capacity is formally impossible due to the lack of predredging data. However, a first test of this capacity is possible. In some areas, the sand waves seemingly have reached their final amplitude. Here, we assume that this amplitude approximately equals the amplitude before dredging.

Using this assumption, a test case can be assembled. The hypothetical predredging sand wave height and three measurements after dredging are used to tune the model. After that, the model results are compared to the measured amplitudes.

Fig. 15 shows the results of Area 9. In this area, the sand waves appear to have reached the maximum height and they have been dredged far enough to make the test distinctive. In most other areas, except Area 12, the results are similar. However, the evolution of the sand waves is less strong, which makes the comparison less distinctive.

The agreement between the predicted and measured values is good (Fig. 15), the correlation of the prediction (0.99) is only marginally smaller than the hindcast value, given in Table 1. In this test, the advantage on the linear trend is quite visible. Whereas the model finds an finite amplitude, the trend finds ever growing sand waves.
7. Model application

The results in this paper show that the proposed model, in combination with a genetic algorithm, gives a good representation of the process of sand wave growth in time. This makes it a useful tool for coastal management. Often, when a navigation channel crosses a sand wave field, the sand waves have to be dredged. After dredging, the sand waves regenerate. This process implies two problems. First, the bathymetry has to be monitored to check if the agreed navigation depth is secured. Second, one has to decide how deep the sand waves should be dredged.

For both problems, our model provides a decision support tool. Once the model has been tuned, it can estimate the growth process of the sand waves. From these estimates, one can estimate when the amplitude is likely to become critical to the navigation depth. Until that time, no expensive monitoring is necessary.

The model can also be used to optimize the dredging strategy. For different dredging depths, one can estimate the time it takes for the sand waves to return to the critical amplitude (see Fig. 16 for an example). Thus, it is possible to estimate the dredging frequency and the costs involved.

Another possible application is the recovery of sand waves in areas where sand is mined, like some parts of the North Sea. The mining can take place either by an overall lowering of the seabed, or by crest removal. Practical problems arising with offshore sand mining are the safety of buried infrastructure, such as pipelines and cables and the risk of exposure of polluted material or buried objects (mines or disposed material). The model can be used to support a decision on how to mine the sand, concentrated in deep pits or superficially over large areas.

The approach would be even more useful, if the required number of surveys after dredging, now three surveys covering 2 years, could be reduced. For this purpose, the model parameters should be related to process related parameters, comparable to the work of Knaapen et al. (2001). The model properties are perfect for this purpose. However, such an improved procedure still requires further research.

8. Conclusions and discussion

The bed of Bisanseto channel is characterized by a shoal covered with sand waves. These sand waves reduce the navigation depth considerably. To increase the navigation depth, the sand waves have been dredged. After the dredging, sand waves reach their equilibrium height in approximately 10 years.

Based on existing literature, it may be assumed that the growth of sand waves can be modelled using a simple amplitude-evolution model based on the Landau equation. This assumption is confirmed by observations in this paper.

The combination of an amplitude-evolution model with measured data is a potentially useful tool for the maintenance of navigation channels through a sand wave field. If the model is tuned by a genetic algorithm, the growth process of the dredged sand waves can be reproduced well. The correlation between the model and the measurements is high. Furthermore, a first test shows that this model has predictive capacity.

The optimal model parameters are of the same order as could be expected from theory. This paper proposes an objective method to derive the timescale of sand waves. The timescale for sand wave growth equals the scale that is found in literature \(( \pm 10 \text{ years})\) (Hulscher, 1996; Dodd et al., in press).

In general, the optimal parameter values are almost uniform. This implies that the sand wave height is depth determined. However, on the south side of the
shoal, there is a trend in the values that could be related to variations in the water depth, grain size and flow velocities. The new approach described in this paper has three advantages over a linear trend analysis. First of all, the new approach fits better with the data. Second, it predicts a growth towards a finite amplitude. Third, the characteristics of the model are in agreement with the theoretical derivations (Hulscher, 1996; Komarova and Newell, 2000; Gerkema, 2000), which makes a combination of the theoretical work with our data driven model possible.

In the entrance channel to Rotterdam Harbour, individual sand waves are topped off when they become to large. No significant regeneration has been observed because so far only individual, extremely large sand waves have been topped off. In case the navigation depth would be increased, however, a larger part of the sand waves will be dredged. It is very likely that the sand waves in this area will then regenerate as well.
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