The small size of integrated microfluidic systems offers many advantages such as cost, speed and portability for bioanalysis applications. However, due to the small scale the careful consideration of the transport of analytes in the bulk of the integrated microfluidic system and the interaction of analytes with surface immobilised analyte recognition molecules (receptors) is crucial for an efficient device operation. This thesis is concerned with the mathematical analysis and optimisation of the convective and diffusive transport of analytes and the analyte-receptor interaction in integrated microfluidic affinity systems with the aim of creating design guidelines for more efficient bioanalysis systems.

The first part of this thesis considers device configurations where every analyte molecule can reach the surface immobilised receptors. In this case, which is important for sensing and separation applications, the transport-reaction model is solved analytically. This analytical solution is analysed for two bioanalytical applications: (i) affinity separation and (ii) affinity sensing. For fast analyte-receptor interactions, which are essential for affinity separation systems, the analysis of the analytical solution reveals simple expressions for the retention and the dispersion of the analyte due to the interaction with the receptors. With these expressions, which depend only on global device parameters, a framework for the design of multiplexed separation systems for the separation of proteins from complex sample mixtures is developed. Subsequently, the analytical solution of the transport-reaction model is used in the derivation of improved design strategies for microfluidic affinity sensors for the detection of analytes from small sample plugs. Three design strategies, which achieve a high capture fraction and a significantly increased uniformity of the bound analyte concentration over the sensor surface, are presented. The first two strategies rely on the variation of one device parameter, i.e. the flow velocity or the surface immobilised receptor concentration, as the analyte plug is flowed through the channel. The third approach is based on non-rectangular devices where the analyte plug is replenished by a narrowing of the flow channel. This third design strategy is applied to the redesign of a biosensor for the detection of low cytokine levels from small sample volumes.

In the second part a novel microfluidic system for the generation of concentration gradients across microfluidic channels is developed. In this design the analytes are transported by surface groove induced secondary flow from the source to the sink stream. Numerical optimisations over the shape and size of the surface groove result in gradient generators which yield a well-defined linear or exponential concentration gradient across the width of the microfluidic channel. The resulting gradient generators have a much smaller footprint than conventional gradient generators and are thus more suitable for highly integrated lab-on-a-chip systems.
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Chapter 1

Introduction

1.1 Overview

This thesis is concerned with the efficient transport of analytes in integrated microfluidic affinity systems. Analytical and numerical models are used to evaluate and optimise the transport of analytes in the bulk of the microfluidic channel and the analyte mass transfer to the active surface. First, the transport to the active surface in microfluidic affinity systems for the separation and detection of analytes from small sample quantities is considered. The second part considers analyte transport in microfluidic channels with surface groove induced secondary flow. Whilst the models are motivated specifically from the requirements for the analysis of low copy number analytes, it is likely that they are applicable for other bioanalytical applications.

Integrated systems within microfluidic structures are becoming more routinely used for environmental monitoring and in the life sciences [1]. An integrated microfluidic system, a so called lab-on-a-chip, has several advantages over conventional laboratory-scale systems. Besides the more obvious effects of the small size of microfluidic devices, such as low sample consumption, rapid analysis and high portability, integrated microfluidic devices offer a highly controlled microenvironment. The precise control of the environmental parameters such as the flow rate or nutrient concentration on length scales in the low micrometre range allows applications which are not feasible in the macro
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Furthermore, the precise control increases the repeatability and reliability of quantitative bioanalysis studies [3].

Lab-on-a-chip systems are expected to have a large impact on the study of the human proteome, i.e. the study of proteins and their interactions [4]. The study of proteins, which are the active components of an organism, and their interactions offers many possibilities for the diagnosis, understanding and treatment of diseases [5]. For example, it is suggested that elevated cytokine levels may contribute to the progression of chronic neurodegenerative diseases such as Alzheimer’s and Multiple Sclerosis [6]. However, a high level of automation and integration, which is difficult to achieve in macro-scale systems, is required for the analysis of the human proteome because a human cell contains many thousand proteins whose concentrations range over 6 – 8 orders of magnitude [7]. Furthermore, the available sample quantities, for example from single cells or small cell cultures, are limited so that efficient ways for the sample handling are required. Microfluidic lab-on-a-chip systems offer the possibilities to fulfil many of these requirements. One of the main strengths of integrated microfluidic systems is the incorporation of several functions, such as sample preparation, separation and detection, into one system which facilitates the automatic and parallel analysis of small samples with many thousand proteins [4].

One of the most promising types of integrated microfluidic systems for the analysis of the proteome is based on the specific affinity interaction of proteins with antibodies [8]. These microfluidic affinity systems consist of a fluidic channel with one or more functionalised surfaces. The configuration of microfluidic affinity systems is illustrated in figure 1.1. The characteristic dimension of the flow channel is in the micrometre range

Figure 1.1: Schematic side view of a microfluidic affinity system. The analyte molecules are transported by convection and diffusion and bind to the receptor molecules on the active sensor area.
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which ensures a stable, turbulence-free flow profile [3]. This stable, laminar flow provides a highly controllable fluidic environment. One or more of the surfaces are functionalised by conjugating receptor molecules to them. Analyte molecules from the bulk of the microfluidic channel are transported to the functionalised surface and interact with the surface immobilised receptor molecules in a recognition-binding event where the analyte molecule binds to the matched receptor molecule. The analyte-receptor pairs are often an antibody-antigen pair such as the cytokine IL-6 and the IL-6 antibody [9]. These interactions between the analytes and the surface immobilised receptors can be used for affinity separations, i.e. affinity chromatography and affinity electrophoresis [10], as well as for analyte-sensing assays [11]. The specificity of the recognition-binding event between proteins and the matching protein antibody can be utilised in the design of analytical systems with high specificity. These microfluidic affinity systems are uniquely suited for the study of proteins and especially post-translational modifications of proteins which often change the binding properties of the proteins [12; 13].

There has been much effort focused on the reduction of the channel dimensions to reduce the sample consumption [14], on the improvement of the transducer to achieve more sensitive sensors [15] and on the integration of affinity systems into sensor arrays [16; 17]. Far less attention has been placed on the improvement of the microfluidic elements and especially the analyte transport to the active surface. However, the decreasing size of the microfluidic system and the decreasing analyte volume can lead to depletion effects which negate the advantages achieved in sensor sensitivity and miniaturisation. The first depletion effect is due to the stable laminar flow in microfluidic channels where the transport of analytes to the functionalised surface is dominated by transverse molecular diffusion [18]. For many device configurations the diffusion of analytes to the active surface is slower than the affinity reaction. This leads to the formation of a depleted diffusion boundary layer and consequently to mass transport limitations as well as to a non-uniform distribution of bound analyte along the length of the functionalised surface. The second depletion effect is due to the limited sample volume in microfluidic systems [19]. Here the analyte concentration in the sample plug depletes as it moves along the channel due to the interaction with the surface immobilised receptors. This also leads to a non-uniform distribution of bound analyte along the length of the
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Strategies which compensate the analyte depletion and ensure a more uniform distribution of bound analyte along the functionalised surface are needed for the design of sensitive microfluidic biosensors.

The design of optimised microfluidic systems is benefited by mathematical models and theoretical analysis. Mathematical models are valuable tools for the analysis of existing devices but more importantly can give invaluable insight into the device behaviour which can be used in the design of future devices. In this thesis the transport and reaction of analytes in microfluidic systems is modelled through a set of differential equations with suitable boundary conditions. The resulting mathematical model is evaluated for two different physical regimes of the microfluidic system. These regimes are characterised by the nondimensional Graetz number $G_z$ which is the ratio of the diffusion time to the residence time. In the 'fully developed' regime ($G_z \ll 1$) every analyte molecule can diffuse to the functionalised surface while in the 'entrance region' ($G_z \gg 1$) some analyte molecules flow through the channel before they can diffuse to the functionalised surface.

In the first part of this thesis integrated microfluidic affinity systems which are operated in the 'fully developed' regime ($G_z \ll 1$) are analysed. This regime is especially suited for the separation and detection of analyte molecules from complex samples because every analyte molecule can reach and interact with the receptor molecules at the active surface. Several microfluidic separation systems, which operate in this regime, have been reported in the literature [20]. However, a thorough theoretical investigation describing the separation process as a function of the interaction of the solution phase analyte with the surface immobilised receptor has not been previously reported. Here the governing equations for the microfluidic affinity system are analysed and simple, analytical expressions for the analyte retention time and dispersion are derived. These analytical expressions are then used to derive a design framework for multiplexed microfluidic separation systems for the separation of proteins. The integration of parallel and serial separation in one multiplexed separation system offers the possibility of efficient and automated analysis of complex biological samples from small sample volumes. Conventionally, such a design would require either many iterative trial and error steps or computationally expensive numerical simulations of the nonlinear governing equations.
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The second application of integrated microfluidic systems in the 'fully developed' regime is the sensitive detection of low concentrations of proteins from minute sample quantities. Here it is important to design the integrated microfluidic system so that a significant fraction of the analyte molecules bind to the surface immobilised receptor molecules. However, for these systems most of the analyte association will happen near the beginning of the active sensor region and the analyte concentration in the main part of the flow will be significantly depleted [19]. Little design consideration has previously been given to strategies which provide uniform analyte mass transfer to the active surface and subsequent association over the whole sensor patch. After showing the shortcomings of standard rectangular biosensors with constant device parameters, design guidelines and assay protocols which increase the uniformity of the surface bound analyte along the channel length are presented. The increased uniformity of the associated analyte along the sensor surface will provide a more robust and potentially more sensitive integrated microfluidic affinity sensor. The derived design guidelines are used to redesign the flow cell of the optical waveguide sensor of Hua et al. [21] for the detection of low levels of cytokines from small sample volumes. The redesigned flow cell has the potential to reach a similar limit of detection (∼1 ng l⁻¹) while reducing the sample consumption from the millilitre to the low microlitre range. This reduction in sample consumption is important for the continuous monitoring of cytokine levels, so that as little blood as possible is needed from the patient, and for the analysis of samples which are only available in limited quantities, e.g. the blood of neonates or cerebrospinal fluid [22].

The second part of this thesis considers microfluidic systems which are operated in the 'entrance region', i.e. $Gz \gg 1$. In this regime, where the residence time is much shorter than the diffusion time, the mixing of two parallel flowing analyte streams is negligible; thus the mixing of two analyte streams poses a significant challenge. One possibility to increase the analyte transport from a source to a sink stream is the incorporation of a micromixer into the microfluidic channel [23]. Micromixers which use surface groove induced secondary flow are considered to be the 'gold standard' of passive micromixers [24]. The surface grooves induce a secondary flow with components perpendicular to the main flow direction. This secondary flow has been used to increase the mixing of two analyte streams or to improve the transport of analytes to the active
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Here the secondary flow is used to transport analyte molecules in a controlled manner from the source stream to the sink stream and thus creating a controlled concentration gradient across the width of the microfluidic channel. These concentration gradients have many applications: microfluidic grey-scale masks [26] and the study of chemotaxis [27] to name only two.

It has been shown that the secondary flow depends on the shape and size of the surface grooves [28; 29]; thus the secondary flow can be manipulated by a change in the groove shape and size. Here numerical optimisations, over the groove shape and size, are performed with the aim of matching the concentration profile at the channel exit to a predefined concentration profile. The resulting grooved gradient generator requires less chip real estate compared to conventional gradient generators which rely on diffusion [30] alone.

This thesis focuses on the use of mathematical methods for the evaluation and improvement of analyte transport in integrated microfluidic systems. The mathematical models for the analyte transport in integrated microfluidic systems are analysed by analytical and numerical methods. The resulting solutions are used to interpret the behaviour of existing device but more important to predict the behaviour of microfluidic devices with different geometries or operational parameters.

The aim in this work is not to create a highly specialised mathematical model of a specific analyte system, but rather to create approaches that contain the main elements of the physical system and that can be easily exploited to evaluate and improve the behaviour of integrated microfluidic affinity systems. The used methodology starts by analysing the governing equations through nondimensionalisation. This reveals the relationship between different physical effects in the system, e.g. the Graetz number links diffusion and convection, and is a valuable tool in the understanding of the physical system. In the next step the governing equations are analysed in the asymptotic limits of the nondimensional numbers. The resulting approximate solutions are limiting cases for
the device behaviour and thus provide insight into the scope of the analysed system. The last step is the numerical simulation of the system for specific parameter values. These simulations can provide accurate solutions of the full system for one set of parameter values but give no insight into the general device behaviour or the relationship between the physical effects.

The use of both analytical and numerical methods combines their advantages and strengths and allows the circumvention of the weaknesses of each approach. Together they provide a more complete and reliable picture of the device behaviour.

1.3 Thesis structure

Chapter 2 introduces microfluidic lab-on-a-chip systems and their bioanalysis applications. The characteristic attributes, advantages and disadvantages, as well as the relevance of microfluidic affinity systems, i.e. affinity sensors and affinity separation devices, for bioanalytical applications are detailed. The microfabrication methods and device operation of lab-on-a-chip systems including device assembly and detection methods are described next. Due to the wide range of applications this chapter details only generic properties and applications of microfluidic affinity systems. More specific background reviews are given at the beginning of the relevant chapters.

Chapter 3 describes the mathematical modelling of microfluidic systems with affinity interactions between analytes and surface immobilised receptor molecules. The governing equations for the fluid flow and the transport-reaction problem are introduced. These equations are nondimensionalised to identify the important nondimensional numbers whose values give insight into the device behaviour. At the end of the chapter a review of the previous work on the governing equations is presented: general solutions, approximate solutions in the asymptotic limits of the nondimensional numbers and numerical solutions are given.

Chapter 4 is concerned with the modelling and application of microfluidic devices for the separation of proteins. The mathematical model developed in chapter 3 is simplified for systems with fast diffusion across the channel height and high adsorption capacity.
By solving the reduced problem analytically two simple, analytical expressions, that describe the retention time and dispersion of sample plugs in open microfluidic affinity separation systems, are revealed. Together these expressions describe the behaviour of sample plugs in microfluidic separation systems. The remainder of the chapter details the application of the two analytical expressions for the design of multiplexed separation systems for the parallel and sequential separation of proteins from complex samples.

Chapter 5 presents new design strategies to improve the analyte mass transfer to the active surface and subsequent association to surface immobilised receptor molecules. The simplified model from chapter 4 is used to design microfluidic systems which optimise the analyte capture fraction and the uniformity of the distribution of bound analytes along the sensor surface simultaneously. Analytical and numerical optimisation techniques are used to evaluate the effect of (i) a variation of the analyte flow velocity over the affinity sensor, (ii) a non-uniform distribution of surface immobilised receptor molecules along the active area and (iii) non-rectangular device geometries. Subsequent numerical simulations with the full transport-reaction model are employed to verify the predicted high capture fraction and uniform bound analyte distribution over the sensor surface of the modified systems.

In chapter 6 the theoretical approaches from chapter 5 are applied to the redesign of a microfluidic affinity sensor for the detection of low levels of cytokine from small samples. The microfluidic flow cell of the waveguide sensor from Hua et al. [21] is replaced by a flow cell with tapered channels and ‘boat-shaped’ sensor patches. This redesigned flow cell reduces the sample consumption while retaining the excellent limit of detection. The fabrication and alignment, which are crucial for the efficient device operation, of the biosensor are described. The limit of detection of the assembled device is established with bulk dye experiments.

Chapter 7 details the use of surface groove induced secondary flow for the generation of concentration gradients across microfluidic channels. The shape of the surface groove, which controls the secondary flow profile, is varied with the aim of matching a predefined concentration gradient across the outlet of the microfluidic channel. Numerical optimisation over the shape and dimensions of the surface groove is used to achieve the
desired linear or exponential concentration gradient profiles.

Chapter 8 summarises the achievements and results obtained in this thesis and suggests directions for further work.
Chapter 2

Background - Lab-on-a-chip systems

2.1 Introduction

The lab-on-a-chip concept was introduced in the early nineties by Manz and coworkers [31] and has since then received much attention. The idea behind the lab-on-a-chip concept is the integration of several laboratory functions, which are normally performed in specialised laboratories by trained staff, on a single microfluidic chip. These lab-on-a-chip systems have many advantages compared to laboratory scale systems. The small size of the microfluidic channels in these devices leads to fast analysis times, a large reduction in the required sample volume and highly portable devices [32]. Reducing the sample volume from the millilitre to the micro- or even nanolitre range reduces the reagent and disposal costs and perhaps more important makes the sample collection less invasive [33]. This is especially vital for chronic conditions where a patient has to be monitored continuously or at least frequently. Further advantages are the improved control of the microenvironment and the potential for the integration of multiple analysis steps in one microfluidic lab-on-a-chip system. For example, the stable, laminar flow in microfluidic channels can be used to precisely control the chemical and mechanical environment and thus to mimic the in vivo microenvironment [34]. Finally, the integration of several laboratory functions such as sample preparation, separation and detection into one microfluidic device creates a more robust analysis system and facilitates the automation of the analysis [4].
While this thesis is mainly concerned with the modelling of microfluidic lab-on-a-chip systems it is important to understand the applications of these devices as well as the limitations in device fabrication and operation. In this chapter an overview of the practical aspects of lab-on-a-chip systems is presented. First, the application of lab-on-a-chip systems for the study of proteins is described. Next the major microfabrication methods for lab-on-a-chip systems are reviewed: both the traditional methods in silicon and glass as well as the methods for polymer fabrication are covered. In the last sections an overview of the device assembly and operation is given; this includes the sample introduction, surface modification of the channel walls and the main detection methods.

2.2 Applications

The lab-on-a-chip concept has been applied to numerous bioanalysis and chemical analysis systems ranging from river water monitoring [21] over cell and tissue analysis [35] to immunoassays [8]. Immunoassays are biological assays which are used to detect or quantify an analyte (antibody or antigen) based on a recognition-binding event between antibodies and antigens [36]. The formation of the antibody-antigen complex is translated into a detectable signal (section 2.5) which is related to the concentration of the target analyte. Immunoassays are very sensitive and specific due to the very specific antibody-antigen interaction.

The integration of immunoassays into lab-on-a-chip systems has great potential for the analysis of proteins and their interactions [4]. Proteins are the active components of the organism and knowledge of their quantities and interactions is crucial for a complete understanding of biological systems [5]. Furthermore, proteins can act as biomarkers and targets for drugs which makes them important for the diagnosis, understanding and treatment of diseases [37]. Lab-on-a-chip systems for the analysis of proteins are developed for two distinct application scenarios [33]. The first scenario requires portable and autonomous devices for the diagnosis at the bedside or in areas without access to conventional laboratories. These point-of-care (POC) devices should be easy to use and independent of external instrumentation [38]. The second scenario requires the high-throughput and large-scale analysis of all proteins in an organism. These systems have
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to be highly integrated, automated and parallelised [4]. Both scenarios require analysis systems which are very sensitive and operate on small sample volumes. Microfluidic lab-on-a-chip systems have the potential to fulfil the requirements in both application scenarios. While the research presented in this thesis is more applicable to the second scenario of large-scale analysis systems, there is no fundamental reason why the results can’t be applied to POC devices.

The systematic and large-scale analysis of all proteins expressed by the genome is called proteomics [5]. This includes characterising and quantifying the proteins, their interactions and modifications. While the genome of an organism remains almost constant, the proteome of an organism is highly dynamic. The proteome varies for different cell types and changes over time due to different internal and external stimuli such as gene mutation and effects of diet or illness [4]. The well established techniques for the analysis of the genome can be used to gain information about the composition and abundance of proteins because the protein compositions are encoded in the genes and the abundance is related to the levels of mRNA which are translated into proteins [5]. However, the genome provides no information about post-translational modifications, localisation of the gene products and protein-protein interactions [37]. Furthermore, the levels of mRNA which are linked to the protein expression are not necessarily equal to the protein expression levels [39]. Thus the direct analysis of proteins is necessary to gain a complete understanding of the proteome.

The direct analysis of the proteome requires sophisticated methods for the preparation, separation and detection of the constituent proteins because the concentrations of the \(~ 20000\) proteins in a human cell range over \(6 - 8\) orders of magnitude [7]. The difficulties associated with the large concentration range of proteins, i.e. sub-picomolar to micromolar, are increased by the absence of amplification methods in contrast to the analysis of the genome which has polymerase chain reaction (PCR), which can amplify a single DNA molecule by several orders of magnitude, for the amplification of minute concentrations [40]. A further difficulty lays in the limited sample volumes. For example, for the study of the proteins of a small number of cells the available sample volume is in the picolitre range. To sum up, the large number of proteins, the large dynamic range and the limited sample volumes pose significant challenges on the sensitivity, selectivity
The analysis of the proteome in a conventional laboratory is a slow and labour-intensive process. Commonly the proteins are extracted from cells, separated by gel electrophoresis (see section 4.2) and analysed by mass spectrometry (MS) [5]. Integrating these or similar steps in a lab-on-a-chip device could reduce the analysis time and complexity considerably. Furthermore, the small, highly controllable microenvironment and the possible automation of integrated devices facilitates the analysis of the proteome from complex biological samples which are only available in small quantities. Typical sample sizes in microfluidic systems range from the high picolitre to low microlitre range [32]. These small sample sizes are useful for the analysis of small cell populations or even single cells.

In summary, microfluidic lab-on-a-chip systems have the potential for the automated and parallel analysis of proteins from small samples which would allow the systematic and organism-wide analysis of the proteome. However, while most of the required steps for the analysis of the proteome have been achieved in microfluidic systems, e.g. electrophoretic protein separation [41] and sensitive detection [42], a complete, fully integrated device for the automated protein analysis is still missing.

2.3 Fabrication

In the early days of microfluidic devices the fabrication techniques were mainly adapted from the well developed techniques used for the fabrication of microelectronic devices and were thus focused on silicon as a substrate material [43]. As the field developed different techniques and substrate materials were used as an alternative to silicon fabrication [44], notably fabrication in glass and polymers. This section gives an overview of the main fabrication methods and materials. It starts with silicon and glass fabrication and moves on to polymer fabrication which is becoming widely used as a substrate material for lab-on-a-chip devices [45]. All fabrication methods in this section create 2D structures in the plane of the substrate surface unless otherwise specified.
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2.3.1 Silicon fabrication

Silicon was used for the early microfluidic systems for bioanalytical applications [43]. However, in recent years the fabrication of microfluidic systems has shifted away from silicon which is mainly due to the high cost of silicon fabrication and the optical and electrical properties of silicon, i.e. silicon is opaque in the visible light spectrum and not ideal for capillary electrophoresis.

Etching techniques are the most widely used microfabrication techniques for the fabrication of microfluidic structures in silicon substrates [43]. All etch techniques start with the deposition of a masking layer which protects the substrate material and leaves only parts of the substrate exposed to the etchant. This masking step is mainly performed by photolithography which is described in figure 2.1. Briefly, a photoresist is spin-coated onto the substrate material. The photoresist coated substrate is prebaked and then illuminated through a photomask. After this exposure a post-exposure bake is performed and finally the photoresist coated substrate is developed which reveals the intended pattern. After the photolithographic patterning the exposed areas of the substrate are etched. The etchant which can be a liquid (wet etching) or an ionised gas (reactive ion etching) chemically or physically removes layers of the exposed substrate. A schematic of the etch process of silicon is shown in figure 2.1. The removal of the substrate material can be either isotropic where the etching is equally fast in every direction or anisotropic. The figure shows the resulting shapes for an isotropic wet etch in (8a) and for an anisotropic wet etch in (8b) and (8c). The shapes of the anisotropic wet etch are defined by the crystallographic planes of the silicon. Wet etching in silicon is a relatively simple fabrication method which has been used to fabricate channels with sub-micrometre depth [46]. The lateral feature size is defined by the photolithographic masking step, which can achieve sub-micrometre features, and by the required etch depth, i.e. in the isotropic etch the substrate is etched in every direction so that the etch depth and the feature size are linked.

An alternative to wet etching is deep reactive ion etching (DRIE) where the etchant is an ionised gas [47]. Here the substrate material is removed by a combination of a physical and chemical etching component. Ions are accelerated by an electric field
Figure 2.1: Schematic of the photolithographic patterning and of the silicon wet etch process: (1) the material to protect the bulk material is deposited, (2) a photoresist is coated on the protection material, (3) the photoresist is illuminated through a photomask, (4) the photoresist is developed which removes the exposed areas in the case of positive photoresist as shown or removes the unexposed areas in the case of negative photoresist, (5) the protection material is etched which leaves parts of the bulk material open, (6) the remaining photoresist is removed, (7) the actual etching step is performed and (8) finally the remaining protective material is removed. (7a) and (8a) show the resulting profile for isotropic etch with HF-HNO$_3$, (7b) and (8b) show the anisotropic KOH etch in silicon ⟨100⟩ and (7c) and (8c) show the anisotropic KOH etch in silicon ⟨110⟩.
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towards the silicon substrate which produces a relatively slow but anisotropic etch. The chemical component results from the reaction between radicals, e.g. SF$_6$ or CBr$_4$, and the silicon substrate. This chemical component is much faster than the physical component but is isotropic. An anisotropic etch is achieved by alternating this etching step with a passivation step. The process starts with an isotropic etch which creates a small, initial trench. After this the passivation step, in which a protective layer is deposited on the whole substrate, and the etching step alternate. In the etching step the anisotropic physical etch removes the protective layer only from the bottom of the trench which is then etched isotropically. DRIE has high etch rates and most important an anisotropic etch profile which allows near vertical side walls. The resulting structures are independent of the orientation of the crystal and aspect ratios of up to 50 : 1 are possible. The feature size is only limited by the photolithographic masking step.

2.3.2 Glass fabrication

Glass has been used in biological and chemical experiments for hundreds of years so it is an obvious choice for the development of a lab-on-a-chip device. Besides the chemical stability glass has some advantages compared to silicon. Glass is transparent in the visible light spectrum so that optical methods can be used for the observation and monitoring of the device behaviour. Furthermore, glass has better electrical properties, e.g. glass is an insulator, than silicon which allows its use for electrophoresis applications [22].

Wet etching is the most widely used microfabrication technology for glass microfluidic devices [48]. The process is comparable to the process for silicon wet etching shown in figure 2.1 and the resulting structures are similar to the trenches in figure 2.1 (8a). Wet etching in glass which is performed with various concentrations of hydrofluoric acid has achieved etch depths of 500 µm with etch rates up to 8 µm min$^{-1}$. Similar to the isotropic wet etch of silicon the feature size is limited by the masking step and the required etch depth.

Deep reactive ion etching (DRIE) for glass has been shown to achieve high aspect ratio (> 10 : 1) channels with nearly vertical and smooth side walls [49]. In contrast to DRIE of silicon the anisotropic etching is achieved by an increase of the physical
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component through an increase of the applied bias voltage. However, the etch rates which depend strongly on the glass composition [50] are below $1 \mu\text{m}\text{min}^{-1}$ which is much slower than the wet etch of glass or DRIE of silicon. Ion beam etching (IBE) is a dry etch process which relies solely on the physical component [43]. The substrate is bombarded with inert ions which remove layers of the substrate material. IBE can achieve high resolution features ($< 10 \text{nm}$) but the etch rates are even slower than for DRIE of glass.

2.3.3 Polymer fabrication

In recent years microfluidic devices made from polymers have received much attention in the microfluidics community [51]. There are many reasons for the shift away from silicon and glass fabrication. The main advantages of polymer devices are the relative low cost of the substrate material and fabrication methods compared to silicon and glass [45]. The lower fabrication costs are mainly due to the existence of replication methods such as hot embossing, injection moulding and casting which are not available for silicon or glass substrates. Furthermore, many of the polymer fabrication methods are relatively simple and do not require expensive or aggressive chemicals. An overview of the achievable structures with the different polymer fabrication methods is given in table 2.1.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Thickness</th>
<th>Min. structure widths</th>
<th>Aspect ratios max</th>
<th>Normal aspect ratios</th>
</tr>
</thead>
<tbody>
<tr>
<td>Contact UV lithography</td>
<td>Up to mm</td>
<td>1 $\mu\text{m}$</td>
<td>100:1</td>
<td>10:1</td>
</tr>
<tr>
<td>X-ray lithography</td>
<td>Up to few mm</td>
<td>1 $\mu\text{m}$</td>
<td>1000:1</td>
<td>20:1</td>
</tr>
<tr>
<td>Electron beam lithography</td>
<td>Few $\mu\text{m}$</td>
<td>10 nm</td>
<td>2:1</td>
<td>1:1</td>
</tr>
<tr>
<td>Laser ablation</td>
<td>Up to $\sim 100 \mu\text{m}$</td>
<td>$&lt; 1 \mu\text{m}$</td>
<td>2:1</td>
<td>1:1</td>
</tr>
<tr>
<td>Polymer etching</td>
<td>Up to $\sim 100 \mu\text{m}$</td>
<td>few $\mu\text{m}$</td>
<td>20:1</td>
<td>1:1</td>
</tr>
<tr>
<td>Casting</td>
<td>Up to mm</td>
<td>10 nm</td>
<td>10:1</td>
<td>2:1</td>
</tr>
<tr>
<td>Hot embossing</td>
<td>Up to mm</td>
<td>10 nm</td>
<td>10:1</td>
<td>2:1</td>
</tr>
<tr>
<td>Injection molding</td>
<td>Up to mm</td>
<td>1 $\mu\text{m}$</td>
<td>2:1</td>
<td>1:1</td>
</tr>
</tbody>
</table>

Table 2.1: Overview over microfabrication methods. Reproduced from [52] with permission from the author.

A further advantage of polymer fabrication is the large diversity of the different
polymers [45; 53]. The mechanical properties, temperature stabilities, optical properties and resistances against acids and bases of different polymers vary over a considerable range. For example, Polyetheretherketone (PEEK) is stable for temperatures up to 250°C and Cycle-olefine copolymer (COC) and Polymethylmethacrylate (PMMA) have a high transparency and are resistant against many acids and bases.

Polymers have some disadvantages for microfluidic applications compared to silicon and glass [53]. The resistance to chemicals in general is lower and polymer materials deteriorate with time. Furthermore, polymer materials generally have a lower mechanical stability and UV radiation increases the aging. A further drawback is the increased autofluorescence compared to glass [54]. For shorter wavelengths (λ < 400 nm) many polymers exhibit up to 4 times higher absorbance and up to 10 times higher autofluorescence. This can prove problematic for devices with optical detection and special attention has to be paid to the choice of polymer material with respect to the excitation and detection wavelength.

From a fabrication point of view polymers can be divided into three main classes which are mainly defined by the glass transition temperature \( T_g \) and the interaction of the polymer chains:

1. Thermoplastic polymers: unlinked or weakly linked chain molecules. If the polymer is heated above the glass transition temperature it can be moulded by replication methods such as hot embossing or injection moulding. Examples: PMMA, COC, polycarbonate (PC)

2. Elastomeric polymers: weakly linked chains. The polymer molecules return to their original state after stressing and relaxing. Example: poly(dimethylsiloxane) (PDMS)

3. Duroplastic polymers: chain molecules cross-link if subjected to enough heat, pressure or radiation. The curing is an irreversible chemical reaction so that the duroplastic polymers can only be shaped once. Examples: SU-8, polyimide
Direct mastering

Direct mastering of polymer devices refers to the fabrication of a system without the need for a master [45]. The most widely used direct mastering method is based on photolithography which was introduced in section 2.3.1. Conventional photoresists, which are used for the patterning of masks for etch processes, can only provide a layer thickness of a few micrometres. However, the arrival of thick photoresists which allow the patterning of hundreds of micrometre thick layers increased the interest in photoresists as structural materials [55; 56]. Especially the negative photoresist SU-8 is becoming more important in the microfabrication of microfluidic systems [44; 45]. A layer thickness of several hundred micrometres can be achieved in one spin-coating step of SU-8 [55]. This thick SU-8 layer is processed by conventional photolithography. However, the optimisation of the fabrication protocol for thick SU-8 layers is more crucial than for conventional photoresists; pre- and post-exposure bake times, as well as the exposure dose have to be considered more carefully to achieve high quality and crack-free structures [57; 58]. SU-8 processed by photolithography can be used to create channels which have near vertical side walls, high aspect ratios (100 : 1) and sub-micrometre features [55]. Sequential processing of multiple SU-8 layers allows the fabrication of channels with a limited 3D structure [55].

A fully processed SU-8 structure has good mechanical strength and is chemically resistant against many acids and bases [45]. Furthermore, SU-8 has good optical properties with a transmittance of more than 92% for a 250 µm thick layer at a wavelength of 488 nm [59]. A drawback is the autofluorescence of SU-8 which is higher than the autofluorescence for glass. Excitation with a 488 nm wavelength laser induces a broad autofluorescence spectrum with wavelength in the 520 nm to 650 nm range. While several studies have shown that SU-8 is biocompatible [60; 61], the water contact angle of ∼ 90° makes the surface prone to biofouling, i.e. proteins attach nonspecifically to the SU-8 surface. Oxygen plasma treatment or surface modification with cericammonium-nitrate and ethanolamine can lower the contact angle and thus the hydrophobicity so that the surface is more resistant to biofouling [62; 63].

Further direct mastering methods include micro-stereolithography [64] and laser ab-
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The former is a true 3D microfabrication technique which can create arbitrary 3D structures with micrometre features by scanning a focused laser beam through a photocurable liquid monomer. In the latter method, laser ablation, the substrate material is ablated by focusing a high energy laser beam onto the surface of the substrate. This can result in channels with near vertical side walls and micrometre-sized features [67]. Laser ablation is suitable for generating structures with a limited 3D component in almost any material; the structures can have an arbitrary shape in the plane of the substrate surface and can vary in depth across the substrate. However, the resulting surface roughness is usually much higher than for the unablated substrates. Laser ablation has been used to fabricate channels in a wide variety of polymers such as PC, PDMS, PMMA and polystyrene as well as in glass. The flexibility of these two methods, micro-stereolithography and laser ablation, is offset by the long process time which can reach several hours for complex designs.

Replication methods

The existence of replication methods for polymers is one of the main reasons for the increased interest in polymers as substrate material for microfluidic lab-on-a-chip devices [45]. Replication methods work by moulding the intended device structure from a master which is fabricated as the inverse of the intended structure. This allows the fast and inexpensive fabrication of multiple devices with cycle times between a few seconds (injection moulding) and a few hours (casting of PDMS). This opens opportunities for inexpensive and disposable lab-on-a-chip systems.

The fabrication of the mould master is a crucial step in every replication method because the resolution and surface roughness of the replicated structure can only be as good as the resolution and surface roughness of the master. Table 2.2 gives an overview of the different master fabrication techniques and their properties. The required thermal and mechanical stability of the master depends on the requirements of the replication method and the size of the replication series, i.e. injection moulding has higher requirements than hot embossing and casting.

The most widely used mastering method in academia is photoresist mastering with
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Table 2.2: Properties of master fabrication methods. With kind permission from Springer Science+Business Media: table 3 from [45]

<table>
<thead>
<tr>
<th>Microfabrication technology</th>
<th>Choice of geometry</th>
<th>Min. feature size</th>
<th>Height</th>
<th>Total surface area</th>
<th>Aspect ratio</th>
<th>Lifetime</th>
<th>Cost</th>
<th>Commercial availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wet silicon etching</td>
<td>-</td>
<td>+</td>
<td>0</td>
<td>++</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>++</td>
</tr>
<tr>
<td>Dry silicon etching</td>
<td>+</td>
<td>+++</td>
<td>+</td>
<td>+++</td>
<td>+</td>
<td>-</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>Photoresist</td>
<td>+</td>
<td>+++</td>
<td>+</td>
<td>+++</td>
<td>-</td>
<td>+</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>Polymer casting (elastomer)</td>
<td>+</td>
<td>++</td>
<td>0</td>
<td>++</td>
<td>-</td>
<td>-</td>
<td>++</td>
<td>-</td>
</tr>
<tr>
<td>Optical lithography</td>
<td>+</td>
<td>+++</td>
<td>+</td>
<td>++</td>
<td>0</td>
<td>+</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Laser ablation &amp; electroforming</td>
<td>++</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>LIGA (Ultra) precision micromachining</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>0</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>μ-EDM</td>
<td>-</td>
<td>0</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>++</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

The thick photoresist SU-8 [68; 69]. The fabrication of SU-8 masters by photolithography is fast and inexpensive compared to other mastering methods. Hard-baked SU-8 which has good mechanical stability and low surface roughness is mainly used as master for the casting of PDMS. Casting is the process where an elastomeric polymer is poured onto a master and then cured [70]. This process is especially widespread in the academic world due to its simple process and low tooling costs. The general concept is shown in figure 2.2: (1) a master is fabricated, (2) the elastomer is poured onto the master and cured either thermally or optically, (3) the cured structure can be peeled from the master. The cycle times of casting are long compared to the other replication methods.

![Figure 2.2](image)

Figure 2.2: Casting of PDMS. (1) fabrication of the master (black), (2) pouring and curing of the elastomeric polymer (grey), (3) removal of the cured structure from the master.

so that casting is only feasible for small series of devices. The quality of the replicated channels is initially very good but deteriorates quickly so that the SU-8 master can only
be used for a small series of devices (< 50).

Casting is almost exclusively performed with PDMS. Depending on the quality of the master casting PDMS can reliably produce sub-micrometre features with very low surface roughness and aspect ratios up to 10 : 1. Furthermore, depending on the master casting PDMS can create structures with an arbitrary shape in the plane of the substrate and varying depth across the substrate. Besides the easy fabrication PDMS also has good properties for microfluidic affinity systems [71]: it is optically transparent down to a wavelength of 300 nm, electrically insulating and chemically inert. However, for optical detection some attention has to be given to the choice of the wavelength due to the higher autofluorescence of PDMS compared to glass [72]. With the right choice of fluorophore the detection limit of laser-induced fluorescence detection (section 2.5) in PDMS channels can be similar to the detection limit in glass devices [73].

Due to the elasticity of PDMS, it has good sticking properties to many surfaces and it is easily handled. PDMS sticks to glass, silicon and other polymers and this can be used as a reversible seal for low pressure applications [70]. For applications requiring higher pressures, an irreversible bond can be achieved by oxygen plasma treatment, i.e. exposure of the PDMS surface to an oxygen plasma in a reactive ion etching system, of the PDMS substrate [68]. On the other hand the elasticity can lead to deformations of microchannels and the collapse of suspended structures [74]. The surface of PDMS channels is hydrophobic which means that the surface is prone to biofouling. Oxygen plasma treatment or the grafting of proteins can make the surface more hydrophilic which reduces the nonspecific attachment of proteins to the PDMS surface [75; 76]. The oxygen plasma treatment reduces the contact angle the greatest but the surface is only stable for a few hours while the surface grafted polymers can be stable for several days. A further problem with PDMS is the shrinkage of the system during curing which increases with the curing temperature and can reach up to 2% [77].

While the casting of PDMS is widely used in the academic world it is unsuitable for the large-scale fabrication of microfluidic lab-on-a-chip systems. However, the other two replication methods, injection moulding and hot embossing, allow the fast and inexpensive fabrication of thousands of devices [78]. The injection moulding process for
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microfabrication, which is adapted from the widely used process in the macro world, is shown schematically in figure 2.3. Injection moulding can produce structures which can have any 2D shape and a limited 3D component with micrometre-size features and aspect ratios of $2 : 1$. The process can be fully automated and is capable of fabricating thousands of devices with cycle times on the order of seconds. It is therefore mainly used in industrial settings for large batches of devices.

Figure 2.3: Schematic diagram of (1) hot embossing and (2) injection moulding. Reproduced from [78] with permission from the author and IOP Publishing Ltd.

The hot embossing process which is shown schematically in figure 2.3 can repeatedly create complex 2D structures with very small feature sizes (10 nm) and high aspect ratios (10 : 1) [78]. The higher resolution compared to injection moulding is due to the shorter distance the polymer has to flow. This also leads to lower stress in the polymer which is important for optics applications. The relatively simple process can be adapted easily from one polymer to another without changing the setup of the machine. The main costs of hot embossing are the master fabrication, for example by LIGA, and the mounting of the polymer substrate which is not easily automated. This manual mounting leads to relatively long cycle times of hot embossing compared to injection
moulding. Thus hot embossing is mainly used for small to medium batches of devices.

A drawback of injection moulding and hot embossing are the higher tooling costs compared to casting and the higher requirements on the master due to the employed temperatures and pressures. One of the main master fabrication methods for these replication methods is ‘Lithografie, Galvanik und Abformung’ (LIGA) which is German and means ‘lithography, electroplating and molding’ [79]. In the LIGA process a metal mould is grown electrolytically in a PMMA mould which is defined through x-ray lithography. The resulting master has very high precision and very low surface roughness but the process is complex and expensive. Due to the good properties of the electroformed master a variety of other methods besides PMMA x-ray lithography have been used as a mould for electroforming. The thick photoresist SU-8 [80] and laser ablation [81] have been used to define the mould for electroforming in processes called UV-LIGA and Laser-LIGA, respectively. The results are almost as good as for the more expensive LIGA process except for a reduced aspect ratio and feature height. Further master fabrication methods are etching in silicon and glass substrates and laser ablation [82].

2.4 Device operation

2.4.1 Surface modification

The large surface to volume ratios of microfluidic channels, which are 100 times higher than in microtiter plates, make them interesting for heterogeneous, surface based bioanalysis systems where the interactions between analytes in solution and surface immobilised receptors are studied (see section 3.3). The large surface to volume ratio ensures that the ratio of surface immobilised receptors to analyte molecules is higher than in microtiter plates which improves the sensitivity of the bioanalysis system. These heterogeneous bioanalysis systems require the immobilisation of receptor molecules to one or more of the channel walls in a controlled pattern [83].

In the easiest, but also least controllable, way to pattern the surface: a droplet of the solution containing the target receptor molecules is pipetted onto the surface. After a
sufficient incubation time, during which the receptors associate to the substrate surface, the remaining solution is washed off. This method offers almost no control over the size of the receptor patch and is therefore not suitable for highly integrated microarray or microfluidic systems. A widely used method to improve the spatial accuracy and repeatability of this method is ink-jet patterning [84]. This method adapts commercial ink-jet printers to directly print small droplets of protein containing solutions onto the substrate surface. Multiple, different receptor molecules can be printed and the spot size is on the order of 100 µm. A further method which improves the accuracy of the pattern is microfluidic patterning [85], see figure 2.4. Here a microfluidic network is placed over the substrate surface and a solution containing the target receptor molecules is flowed through these channels. The patterning of different receptors on one surface is straightforward by using different receptors in different channels. While this method offers good

**Figure 2.4:** Schematic diagram of (B) microcontact printing and (C) microfluidic patterning. (B) In microcontact printing the target receptor molecules (red) are incubated on the stamp (green) which is then pressed against the substrate. (C) In microfluidic patterning the target receptor molecules (red) are flowed through a microfluidic network (green) which is placed onto the substrate. Reprinted from [83] with permission from Elsevier.
control over the surface concentration, the achievable patterns are restricted to fluidic networks.

Microcontact printing is one of the most widely used surface patterning methods [83]. In this method, which is shown schematically in figure 2.4, an elastomeric stamp which is created by casting (see section 2.3.3) is incubated with a solution containing the receptor molecules. The incubated stamp is then pressed against the substrate to transfer the receptor molecules to the substrate. This method has been used with a wide range of receptor molecules such as avidin and protein A and substrates ranging from glass to metal and polymer surfaces. The surface concentration of the immobilised receptor molecules can be modified by changing the concentration of the incubation solution. Patterns with sub-micrometre features have been achieved with PDMS stamps [86]. Furthermore, microcontact printing can be used to create patterns of different receptors either in a sequential or a parallel way. The first way requires the repeated aligning and stamping of the substrate [87; 88] while the latter requires the incubation of one stamp with different receptors [89]. Limitations of this technique are variations in the receptor concentration across large stamps and between different experiments.

A further patterning method is photoimmobilisation patterning [90]. Here the receptor molecules are immobilised on the substrate surface by a linker molecule which is activated by UV light. The shape of the pattern is either defined by a photolithographic mask (section 2.3.1) or by scanning a laser across the substrate. The immobilisation yield is correlated to the exposure dose which allows the creation of gradients in the concentration of surface immobilised receptor molecules. The feature size of photoimmobilisation patterning depends on the patterning method; photolithographic patterning can achieve sub-micrometre features and the feature size of the second patterning method, i.e. scanning a laser across the substrate, depends on the spot size of the laser beam.

2.4.2 Device assembly

The microfabrication methods described in section 2.3 create only the building blocks of functioning lab-on-a-chip systems. These building blocks have to be assembled, bonded
and connected to the macro world. These back-end processes are crucial for the fabrication of efficient microfluidic lab-on-a-chip systems; advantages gained by microfabrication, e.g. low volume and accurate fabrication, can easily be countervailed by misalignment of the separate building blocks or connectors with large dead volumes.

The microfabrication methods presented in section 2.3 create open structures which have to be bonded to another substrate to create closed microfluidic channels. This assembling of the device frequently requires the alignment of the two substrates, i.e. the structures in one substrate have to be aligned to the structures in the second substrate. The alignment is usually performed in a mask or bond aligner where fiducial marks on the substrates are aligned under a microscope [43]. These allow alignment accuracy down to 0.1 µm. After the alignment step the substrates have to be bonded to create a closed microfluidic channel.

The bonding step which is crucial in the device fabrication of most microfluidic systems differs for different substrate materials. For silicon and glass substrates bonding methods exist which can create high strength molecular bonds [43]. However, these techniques require high temperatures and pressures which can pose problems for lab-on-a-chip systems where biological molecules are immobilised at the channel walls. An alternative method is adhesive bonding which is used for the bonding of silicon and glass to almost any material at low temperatures [91]. Adhesive bonding can be performed at room temperature which leads to low stress bonds. However, the bond strength is lower than for the other bonding techniques. Furthermore, the introduction of an adhesive can have undesired effects, such as clogging of channels or interaction between the analytes and the adhesive. Advantages of adhesive bonding are the ability to bond almost any two materials and the low requirements on the surface topography.

The bonding of polymer microfluidic devices is often simpler than the bonding for glass or silicon devices [45]. As described above in section 2.3, elastomeric polymers like PDMS stick to most flat surfaces which makes PDMS an ideal material for prototype devices. This reversible bond can withstand pressures up to 34 kPa [71]. Irreversible and stronger bonding with bond strength up to 400 kPa can be achieved through oxygen plasma treatment of PDMS [92].
Adhesive bonding is a common technique for the sealing of polymer microfluidic channels [45]. The choice of adhesive material depends on the possible activation method which can be UV light, heat or pressure as well as on the required parameters of the device. The glue has to be resistant to the used sample fluid to prevent contamination of the sample. Furthermore, care has to be taken to prevent the glue from flowing into the channel which can lead to an impediment or total blocking of the fluid flow. A variant of adhesive bonding which is only applicable to polymer substrates is solvent bonding [93]. A thin layer of solvent is applied to one of the polymer substrates before they are brought into contact. The solvent dissolves the polymers at the interface. After the evaporation of the solvent the polymers solidify again which combines the two parts. The solvent has to be applied carefully to avoid dissolving the channel structures.

Thermal bonding, where the wafers are heated above the glass transition temperature and pressed together, is a widely used bonding technique for thermoplastic polymers [94]. It achieves the best results if the two wafers have different glass transition temperatures so that only one of them is reached. However, the required temperatures can make thermal bonding unsuitable for lab-on-a-chip systems with biological surface functionalisations. Welding methods, for example ultrasonic [95] and laser welding [96], are variations of thermal bonding. These methods have the advantage that the polymer substrates are heated locally at the interface which reduces the thermal effects on the polymer substrate and the surface functionalisations.

### 2.4.3 Fluidic connections

The aligned and bonded microfluidic chip has to be connected to the macro world which poses a considerable challenge in the fabrication of microfluidic systems. Microfluidic connectors should have low dead volume, high reliability and ease of use and fabrication. Microfluidic connections can be divided into reversible and irreversible connections. Reversible connections have, in general, a lower connection strength but are beneficial for prototypes where different microsystems and configurations have to be tested. A further division can be made between connections from the top and connections from the side of the device. Connections from the top require the fabrication of holes in one
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of the two substrates [97].

Most microfluidic devices have the fluidic connections in the cover plate which separates the microfabrication of the device from the drilling of the hole. The holes in the cover plate can be fabricated by mechanical drilling, ultrasonic drilling, laser ablation or deep etch techniques [43; 97]. If holes in the substrate layer are required the hole fabrication has to be integrated into the substrate layer fabrication or the hole has to be drilled after the substrate layer fabrication. Both methods can be employed for PDMS devices; the hole can be made during the casting of PDMS through capillaries, which are glued to the master, or by punching through the cured PDMS with a syringe needle [98; 99]. Fabricating the holes during casting produces holes with a higher quality and a better reproducibility but adds the extra step of gluing a capillary to the master.

Capillaries can be reversibly connected to PDMS channels due to the elasticity of PDMS. The capillary, which has to be slightly larger than the hole, is simply pushed into the hole in the PDMS. Due to the size difference between the capillary and the hole a tight seal is produced [71]. Depending on the thickness of the PDMS and the size difference between the capillary and hole these connectors can withstand pressures up to 0.6 MPa and tens of insertion and removal cycles [98]. The excellent sealing properties of PDMS with many materials can be utilised to create reversible connectors for microfluidic devices made of silicon, glass or other hard polymers. A connector chip which contains a PDMS slab with holes matching the inlet holes of the microfluidic chip is used to easily and reversibly connect capillaries to a microfluidic chip made of silicon [100]. Capillaries are inserted into the holes and the assembly is pressed onto the cover plate of the microfluidic chip. This setup can withstand pressures up to 0.2 MPa. A similar setup sandwiches a PDMS device between a microscope slide and a PMMA cover [99]. The PMMA cover houses all fluidic connectors and is used to press the PDMS and glass layers together to achieve a good seal.

Commercial connectors are available for the connection of capillaries with outer diameters down to 360 µm to devices with rigid cover plates (Upchurch Scientific, Oak Harbor, USA). These connectors can withstand pressures up to 10 MPa. A drawback of these connectors is the relatively large size of these connectors which limits the con-
nector density in microfluidic systems. A variety of alternative approaches exists which achieve the required connection strengths and often have a smaller footprint. Most of these methods are based on gluing capillaries to the holes with a suitable adhesive [97]. Glued connectors can withstand pressures up to 0.2 MPa. However, glued connections have similar drawbacks to adhesive bonding: namely, clogging of the channel as well as contamination of the sample. Designs which use a sealing element such as an O-ring circumvent the problem of clogging present in adhesion connections and achieve connections which withstand pressures up to 0.7 MPa [101].

Fluidic connections from the side of the device have the advantage that no holes in the top plate are needed. However, the microfluidic channels either have to go up to the edge of the substrate or the substrate has to be accurately cleaved. Capillaries are pushed into the fluidic channels from the side of the device and fixed with adhesives [102]. The resulting connectors can withstand pressures up to 1 MPa. To accommodate capillaries which are larger than the microfluidic channels connection holes have to be drilled from the side [103]. This requires high precision drilling and alignment similar to the fabrication of holes for connections from the top.

### 2.4.4 Sample introduction

In contrast to microtiter plates microfluidic lab-on-a-chip systems rely on the flow of the sample through the system. The main methods to induce the flow are electroosmotic flow (EOF) and pressure driven flow [3]. Electroosmotic flow relies on the formation of an electrical double layer at the channel walls. Many channel surfaces are negatively charged so that cations migrate to the wall forming an electrical double layer. By applying an electrical potential along the length of the channel the cations are attracted towards the cathode. The movement of the cations at the channel wall drags the bulk of the liquid along which induces a flat flow profile. EOF is easy to integrate into lab-on-a-chip systems but requires exact control of the wall surface charge and chemistry as well as sample ionic strength and pH. The required large voltages reduce the portability of the device and the electrochemical reactions at the electrodes can have undesired effects such as water electrolysis.
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Pressure driven flow is controlled by mechanical pumps. These can be either integrated onto the chip or external [3]. Integrated pumps have the advantage of low dead volume while external pumps are robust and easy to control. The flow rates in pressure driven flow are independent of the channel wall and sample properties but depend on the size of the channels. The resulting flow profile in microfluidic channels is parabolic. This work is mainly concerned with pressure driven flow but most of the models are easily adapted to electroosmotic flow.

The sample introduction in lab-on-a-chip systems is crucial to achieve the desired device performance [104]. The main requirements are low dead volume, easy andrepeatable operation and robustness. Sample introduction schemes can be split into two groups: off-chip and on-chip schemes. The main off-chip sample injectors are six-port valves which consist of a sample loop with a fixed volume. This loop is filled with the sample while the buffer is flowed through a parallel channel from the pump to the valve outlet. Once the sample loop is filled the valve is switched and the buffer is rerouted through the sample loop thus injecting the sample into the buffer stream. Sample loops ranging from hundreds of microlitres to tens of nanolitres are commercially available (IDEX Corporation, Benton Harbor, USA). Advantages of off-chip systems are the ease-of-use, robustness and repeatability of the sample injection. A further advantage is the option to replace the sample loop to change the injection volume. However, the fact that the components are not integrated into the chip is a drawback by itself but it also increases the dead volume through the connection between the valve and the chip. A further effect of the connection tubing is the increased plug dispersion and the positional uncertainty of the sample plug due to variations in the tubing length and diameter.

On-chip sample injection methods can be classed according to the flow actuation: hydrodynamic injection and electrokinetic injection. The latter requires fast and precise voltage control and is biased by the migrational behaviour of the sample [104]. Hydrodynamic injection on the other hand is independent of the sample and often easier to implement [105]. The injection methods presented here are based on a microfluidic channel crossing as shown in figure 2.5. The sample injection is achieved by opening and closing the different inlets and outlets of the crossing in a specific sequence. In the simplest form the sample solution is flowed across the crossing, i.e. from (C) to (A)
Figure 2.5: Schematic diagram of pinched on-chip sample injection from [106] - Reproduced by permission of The Royal Society of Chemistry. The arms of the crossing are connected to (A) the sample waste, (B) the buffer inlet, (C) sample inlet and (D) the analysis channel. (b) The sample solution is flowed across the channel and pinched from both sides to prevent sample leakage.

in figure 2.5, while the buffer flow (B) is stopped. Switching from the sample (C) to the buffer flow (B) and blocking the sample waste (A) injects a sample plug into the analysis channel (D). The sample size is defined by the geometry of the cross section. A problem for this injection method is leakage of the sample during the sample loading stage. This can be reduced by using pinched injection [106] shown in figure 2.5 or by using a double-T cross section [107] shown in figure 2.6. The former method uses slow flow from the buffer inlet and the analysis channel to focus the sample stream in the middle of the crossing. These methods have a low dead volume and can repeatable inject sample volumes from the picolitre to the low nanolitre range. The main drawback is the fixed sample volume which is defined by the design of the microfluidic crossing.
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Figure 2.6: Schematic of a double-T on-chip sample injector. Reprinted from [107] with permission from Elsevier.

Microfluidic lab-on-a-chip systems for the study of proteins and their interactions require sophisticated and sensitive detection methods due to the large concentration range of proteins in a human cell and the limited sample volumes [11]. Various detection methods which employ different strategies and properties (e.g. optical, mass) have been employed in lab-on-a-chip systems [42; 108; 109]. These detection methods can be split into two groups: detection requiring a label and label-free detection. The first group of detection methods requires the attachment of a label which is often a fluorophore to the analyte of interest. The label changes the physical properties, e.g. fluorescence, of the analyte which can be detected by a suitable detector. The label-free methods directly detect the presence of analytes due to changes in the physical properties, e.g. refractive index, of the system. Label-free detection methods have the obvious advantage that no labelling molecule which can alter the system behaviour has to be used. This reduces the complexity of the assay format and improves the reliability of the system but often leads to a reduced sensitivity compared to detection methods which use labels [110].

A further distinction of the detection methods can be made between bulk and surface detection methods. The former measure the analyte concentration in the bulk of the system while the latter measure the surface concentration of analyte associated at the active sensor surface. The main criteria for efficient detection systems are the specificity, sensitivity and dynamic range of the detection. The sensitivity is given by the limit of detection (LOD) which is the lowest analyte concentration which can be distinguished
Fluorescence detection is the most common detection method in lab-on-a-chip systems [111]. Briefly, a fluorophore which is attached to the analyte is excited by a light source, e.g. waveguide or laser, and the emitted light is detected by a photodiode or charge-coupled device (CCD) camera. Two forms of excitation light source are especially suited for integration into lab-on-a-chip systems: laser-induced fluorescence (LIF) and optical waveguides [112]. The advantage of these excitation methods is that the excitation is localised to a small volume in the microfluidic channel. In LIF the laser beam can be focused into a micrometre-sized detection area thus reducing the background noise and increasing the detection sensitivity to the sub-picomolar level [113]. In optical waveguide sensors the fluorophores from any labelled analytes associated to the sensor surface are excited by the evanescent field of the waveguide. This evanescent field is an exponential decaying electromagnetic standing wave which extends about 100 nm from the waveguide surface into the microfluidic channel. Thus the optical excitation is localised to the waveguide-channel interface. A typical setup is shown in figure 2.7. This

Figure 2.7: Schematic of a waveguide sensor. Reprinted from [114] with permission from Elsevier.
localisation of the excitation leads to a detector which is very specific to surface-based interactions. Waveguide sensors have reached a limit of detection of 0.25 pmol m\(^{-2}\) [42].

A further advantage of waveguide sensors is the ease of integration and the possibility for simultaneous detection of multiple analytes [21]. The success of fluorescence detection, both LIF and waveguide sensors, is due to its very high sensitivity and selectivity. A drawback of fluorescence detection is the need to attach a fluorescent label which might alter the behaviour of the analyte molecules. This label is necessary because most analytes are non-fluorescent. However, this attachment of fluorescent labels offers the possibility of signal amplification. By attaching multiple fluorophores per analyte molecule the signal can be increased. For example, the waveguide sensor of Pawlak et al. [42] achieves the high sensitivity with a dye to protein ratio of 5.

Surface plasmon resonance (SPR) detection is a widely used optical, label-free detection method for lab-on-a-chip systems [108]; a schematic of SPR is shown in figure 2.8. SPR sensors use surface plasmons, which are electromagnetic waves that propagate along the interface between a metal and a dielectric, to probe interactions close to this interface. When analytes associate to the substrate the refractive index changes and thus the properties of the surface plasmons. SPR sensor can detect mass changes down to \(\sim 0.3\) ng cm\(^{-2}\). These changes can be measured in real-time and related back to the concentration of the analyte attached to the surface. Much of the work on affinity and kinetic measurements has been made with the commercial Biacore systems (Biacore, GE

![Figure 2.8: Schematic of a SPR sensor. Reprinted from [115] with permission from Elsevier.](image-url)
Healthcare, USA). A drawback of label-free methods is that they have to rely on surface immobilised receptors to measure specific events, i.e. a specific recognition-binding event is required to distinguish between two different analytes.

Mass spectrometry (MS) is an analytical method which is used to analyse the components of a sample [116]. The general principle is as follows: (1) the sample is ionised, (2) the ionised particles are accelerated by an electromagnetic field according to their mass-to-charge ratio (m/z), (3) the separated ions are detected by a detector, e.g. photomultiplier tube or electron multiplier. Two ionisation methods for the ionisation of biological molecules are shown in figure 2.9: electrospray ionisation (ESI) and matrix-assisted laser desorption/ionisation (MALDI) [116]. These ionisation methods are so-called soft ionisation methods which leave the biological molecules intact. In ESI the sample is flowed through an electrospray nozzle where it is ionised and transported into the mass spectrometer by a strong electric field [117]. ESI-MS can be incorporated directly into microfluidic devices and can reach a LOD of less than 10 nM [118]. In MALDI the sample is mixed with a highly absorbing matrix and spotted onto a substrate. This spot is excited by a laser and the highly absorbing matrix transforms the laser energy into excitation energy for the sample thus improving the energy transfer efficiency and

**Figure 2.9:** Schematic of (top) ESI and (bottom) MALDI. Adapted by permission from Macmillan Publishers Ltd: Nature [116], copyright 2003.
2.6 Summary

Practical aspects of microfluidic affinity systems were described in this chapter; this includes the application areas as well as the fabrication and device operation. It was shown that microfluidic affinity systems offer interesting opportunities and possibilities for the analysis of proteins and for the integration of several laboratory functions into a so-called lab-on-a-chip system. However, this high level of integration requires sophisticated methods for the fabrication and functionalisation of microfluidic structures. While there has been significant progress in recent years, the fabrication and instrumentation of microfluidic lab-on-a-chip systems is still very limited. For example, it is difficult and expensive to fabricate microfluidic channels with arbitrary cross section or non-uniform depth along the length of the channel. Thus these limitations of the device fabrication and operation have to be taken into consideration for the subsequent design studies.
Chapter 3

Background - Modelling of microfluidic affinity systems

3.1 Introduction

Mathematical modelling is an important tool in the development and operation of microfluidic affinity systems. Mathematical models can be used in two different application scenarios: (i) analysis of the device behaviour [121] and (ii) predicting the behaviour of future devices [122]. While the analysis aspect is important for the running of the device, the predictive aspect of mathematical models is invaluable for the design and optimisation of microfluidic affinity systems. Mathematical models of the device behaviour give insight into the different physical effects, e.g. diffusion and convection, which can be used to optimise the device performance without many iterative prototype devices. This allows faster and cheaper product cycles and more importantly, more rigorous optimisation of the device; a prototype device explores only one device geometry while mathematical models allow the extensive optimisation over the complete parameter space. However, it has to be kept in mind that every mathematical model is based on assumptions and simplifications and thus describes only certain aspects of the full, physical system. The validation of the assumptions and simplifications as well as the model results is an important step in mathematical modelling.
In this chapter the fundamental mathematical models governing the behaviour of integrated microfluidic affinity systems are presented. The modelling of microfluidic affinity systems is split into two parts: (i) the modelling of the fluid flow in microfluidic channels (section 3.2) and (ii) the modelling of the transport of analyte molecules in the bulk of the channel as well as the analyte mass transfer to the active surface and subsequent association with surface immobilised receptor molecules (section 3.3). Both sections (3.2 and 3.3) introduce the mathematical model as well as the conventions used throughout this thesis. The applicability and the limitations of the models and the asymptotic limits relevant for microfluidic systems are explored. The last part of the chapter gives an overview of the prior modelling work relevant for the description of microfluidic affinity systems.

The modelling of microfluidic affinity systems in this thesis uses the conventions shown in figure 3.1. The flow is assumed to be in the positive $x$ direction which is from left to right in all figures in this thesis. The active surface, i.e. the area with surface immobilised receptor molecules, in these affinity systems is always located in the base of the microfluidic channel. The main variables used in the modelling including their units and range are given in table 3.1. The variables $A$, $B$ and $X$ refer to the bulk analyte concentration, surface bound analyte concentration and free surface immobilised receptor concentration, respectively. The subscript 0 is used to indicate the initial concentration for the bulk analyte and surface immobilised receptor concentrations.
## 3.2 Microfluidics

Microfluidics is the theory of fluids, liquids and gases, in devices with at least one characteristic dimension between 100 nm and 1 mm [3]. For the movement of liquids through these microfluidic channels the continuum approach is applicable which means that the movement can be described through a system of partial differential equation. For an incompressible Newtonian liquid with constant density $\rho$ and constant kinematic viscosity $\nu$ the flow through a channel can be described by the Navier-Stokes equations. These equations can be derived from the principles of conservation of mass and momentum and are given by

\[
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} = -\frac{1}{\rho} \nabla p + \nu \nabla^2 \mathbf{u} + \mathbf{g} \tag{3.1}
\]

\[
\nabla \cdot \mathbf{u} = 0 \tag{3.2}
\]

where $p$ is the pressure and $\mathbf{g}$ is the gravitational body force [123]. The vector $\mathbf{u} = (u, v, w)$ describes the flow in the $x$, $y$ and $z$ direction. For a complete description of the flow in microfluidic channels suitable boundary conditions are required. At the channel entrance and exit the pressure is set to a constant value, i.e. $p_1$ and $p_2$, respectively, and it is required that the viscous stress is zero. This leads to a pressure driven flow. At

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Size</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_a$</td>
<td>Association rate constant</td>
<td>$10^5 - 10^6$</td>
<td>M$^{-1}$s$^{-1}$</td>
</tr>
<tr>
<td>$k_d$</td>
<td>Dissociation rate constant</td>
<td>$10^{-3} - 1$</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$H$</td>
<td>Channel height</td>
<td>$\leq 10^{-5}$</td>
<td>m</td>
</tr>
<tr>
<td>$W$</td>
<td>Channel width</td>
<td>$10^{-5} - 10^{-3}$</td>
<td>m</td>
</tr>
<tr>
<td>$L$</td>
<td>Channel length</td>
<td>$10^{-5} - 10^{-1}$</td>
<td>m</td>
</tr>
<tr>
<td>$U$</td>
<td>Mean flow velocity</td>
<td>$10^{-5} - 10^{-3}$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$A$</td>
<td>Bulk analyte concentration</td>
<td>$\leq 10^{-8}$</td>
<td>M</td>
</tr>
<tr>
<td>$B$</td>
<td>Bound analyte concentration</td>
<td>$10^{-8} - 10^{-7}$</td>
<td>mol m$^{-2}$</td>
</tr>
<tr>
<td>$X$</td>
<td>Free receptor concentration</td>
<td>$10^{-8} - 10^{-7}$</td>
<td>mol m$^{-2}$</td>
</tr>
<tr>
<td>$D$</td>
<td>Diffusion coefficient</td>
<td>$10^{-11} - 10^{-10}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
</tbody>
</table>

Table 3.1: Variables used in the modelling of lab-on-a-chip systems
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the channel side walls the no-slip boundary condition is applied. This condition implies that the fluid velocity at the side walls is zero relative to the side walls.

The behaviour of the fluid in the channel is dependent on the ratio of the inertia term \((\mathbf{u} \cdot \nabla)\mathbf{u}\) and the viscous term \(\nu \nabla^2 \mathbf{u}\) in the Navier-Stokes equations [123]. When the inertia term dominates the viscous term the fluid flow can become turbulent and vortices can develop spontaneously. On the other hand, when the viscous term dominates the inertia term the fluid flow is laminar and the streamlines are locally parallel.

The influence of the inertia and viscous forces is characterised by the nondimensional Reynolds number

\[
\text{Re} = \frac{\rho U H}{\mu} = \frac{U H}{\nu} = \frac{\text{inertia forces}}{\text{viscous forces}}
\]

(3.3)

where \(U\) is the characteristic velocity, \(\mu\) is the dynamic viscosity coefficient and \(H\) is the characteristic length. The characteristic velocity and length of the system are the velocity and channel dimension which dictate the device behaviour. In the cases considered here the characteristic velocity of the system is given by the axial velocity and the characteristic length is the channel height. The Reynolds number can be derived by analysing the inertia and viscous terms in the Navier-Stokes equations. The first derivatives such as \(\partial u/\partial x\) are of order \(U/H\) and the second derivatives are of order \(U/H^2\) so that the inertia and viscous terms of the Navier-Stokes equations can be approximated through

1. inertia term: \(|(\mathbf{u} \cdot \nabla)\mathbf{u}| = \mathcal{O}(U^2/H)\)

2. viscous term: \(|\nu \nabla^2 \mathbf{u}| = \mathcal{O}(\nu U/H^2)\)

The ratio between the inertia and the viscous terms is of the same order as the Reynolds number \(\text{Re}\). This shows that for large values of the Reynolds number the inertia term dominates the fluid behaviour while for small values of the Reynolds number the viscous term dominates. The Reynolds number in the macro regime, i.e. \(H > 1\, \text{cm}\), is large for aqueous solutions which leads to a strong influence of the inertia term and possibly turbulent flow. In contrast to this the Reynolds number in microfluidic channels is at most of the order \(\mathcal{O}(1)\) which indicates a larger influence of the viscous forces and laminar flow. Most microfluidic systems have a Reynolds number which is much smaller than
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In this case the inertia terms on the left side of equation 3.1 can be neglected. This reduces the nonlinear Navier-Stokes equations 3.1-3.2 to the linear Stokes equations [124]

\[
\frac{\partial \mathbf{u}}{\partial t} = -\frac{1}{\rho} \nabla (p + \rho \chi) + \nu \nabla^2 \mathbf{u} \tag{3.4}
\]

\[
\nabla \cdot \mathbf{u} = 0 \tag{3.5}
\]

where the gravitational body force \( g \) was written as the gradient of a potential \( g = -\nabla \chi \).

Gravity modifies the pressure field in the \( y \) direction and thus has little effect on the flow in the \( x \) direction [123]. Neglecting the gravitational body force \( g \) and considering steady flow in a long, rectangular microfluidic channel the Stokes equations can be simplified even further. In this case the pressure depends only on \( x \) while the flow depends only on \( y \) and \( z \) thus simplifying the Stokes equations to

\[
p_x = \mu(u_{yy} + u_{zz}) \tag{3.6}
\]

In a long, rectangular channel with a high aspect ratio (\( H \ll W \ll L \)) the flow profile is uniform over most of the width of the microfluidic channel and is given by the analytical solution for the flow between two parallel plates

\[
u(y) = 6U \frac{y(H - y)}{H^2} \tag{3.7}
\]

where \( U \) is the mean velocity. This equation describes a stable, parabolic flow profile. In this configuration the shear stress at the top and bottom wall of the channel can be evaluated by Newton’s law of viscosity

\[
\tau_w = 6\mu \frac{U}{H} \tag{3.8}
\]

and the pressure drop from the channel entrance to the channel exit can be approximated by

\[
\Delta p = \frac{12\mu L}{WH^3} Q \tag{3.9}
\]

where the flow rate is given by \( Q = UHW \) [124].

Due to the stable laminar flow condition, analytes in microfluidic channels are mixed only by diffusion. The basic mechanism of diffusion is described by Fick’s law which links the diffusive flux \( J_D \) to the local change in analyte concentration

\[
J_D = -D \frac{\partial A}{\partial x} \tag{3.10}
\]
where $A$ is the analyte concentration and $D$ is the diffusion coefficient. For dilute solutions the diffusion coefficient is independent of the analyte concentration and is inversely proportional to the diameter of the molecule \[125\]. Diffusion coefficients for proteins in aqueous solution range from $10^{-11}$ to $10^{-10}$ m$^2$s$^{-1}$ \[126\] which is about two orders of magnitude smaller than the self-diffusion coefficients of the majority of liquids.

The dispersion of analyte molecules in microfluidic channels depends on the relative importance of convection and diffusion due to the purely diffusive mixing in the stable flow regime. For a constant diffusion coefficient $D$ the required time for analytes to diffuse across the height $H$ of the channel is proportional to the square of the channel height and inversely proportional to the diffusion coefficient, i.e. $t_D \sim H^2/D$. During the diffusion time $t_D$ the analyte is convected a distance $x_C \sim t_D U$ along the channel. The ratio of the convection distance $x_C$ and the diffusion distance $H$ indicates the relative importance of convection and diffusion and gives the nondimensional Péclet number

$$Pe = \frac{UH}{D} = \frac{\text{convection distance}}{\text{diffusion distance}} \tag{3.11}$$

where $U$ is the average flow velocity and $H$ is the characteristic length of the device perpendicular to the flow direction. For a microfluidic channel with characteristic length $10 \mu$m and flow speed of $10^{-3}$ m s$^{-1}$ the Péclet number for large molecules is about 100 which would result in a mixing length of about 1 mm. The long mixing length is beneficial in applications where mixing is not desired such as solute analysers and filtration devices [2]. On the other hand the slow mixing is impairing the integration of chemical and biological processes in microfluidic devices. To alleviate this problem a broad range of micromixers using many different techniques are used [23].

The small size of microfluidic systems leads to a large surface area to volume ratio which is inversely proportional to the characteristic length of the system [3]. The consequence of this is a larger influence of surface effects compared to macro-scale systems which is beneficial for heterogeneous affinity systems (see section 3.3) and can also be facilitated for the movement of liquids through EOF (see section 2.4).
3.3 Transport and reaction equations

The behaviour of microfluidic affinity systems is defined by the convective and diffusive transport of analyte molecules and the interaction of analyte molecules with receptor molecules. Microfluidic affinity systems are grouped according to the location of the analyte-receptor interaction into homogeneous and heterogeneous systems. In homogeneous systems the analytes interact with the receptor molecules in the bulk of the microfluidic channel, while in heterogeneous systems the receptor molecules are immobilised at the channel walls so that the interactions between the analyte and receptor molecules take place only at these active surfaces [8]. Homogeneous systems have the advantage that no receptor immobilisation steps are required and that nonspecific binding at the channel walls has a negligible effect on the device performance (see section 2.4.1). However, the sensitivity and selectivity of homogeneous systems are generally lower than for heterogeneous systems. In this thesis only heterogeneous affinity systems are considered because they offer the sensitivity required for the analysis of low-abundance proteins. A schematic side view of an heterogeneous affinity system indicating the convective and diffusive transport as well as the recognition-binding event at the active surface in the bottom of the channel is shown in figure 3.2.

![Schematic side view of a microfluidic affinity system](image)

**Figure 3.2:** Schematic side view of a microfluidic affinity system. The analyte molecules are transported by convection and diffusion and bind to the receptor molecules on the active sensor area.

The convective and diffusive transport of the analyte molecules in the bulk of the microfluidic channel can be described by the following differential equation [127]

\[
\frac{\partial A}{\partial t} + (u \cdot \nabla) A = D \nabla^2 A \tag{3.12}
\]

where \( A \) is the analyte concentration in the bulk, \( D \) is the diffusion coefficient and...
3.3 Transport and reaction equations

\( \mathbf{u} = (u, v, w) \) is the flow velocity. This is a convection-diffusion equation where the left side describes the convective transport of analytes along with the flow, while the right side describes the motion of analytes due to molecular diffusion. The flow velocity is governed by the Navier-Stokes equations 3.1 and 3.2 which yield a stable, parabolic flow profile for pressure driven actuation in long and shallow microfluidic channels.

The kinetics of the binding of the analyte molecules with the free surface immobilised receptor molecules at the active surface are described by the following formula

\[ A_w + X \xrightarrow{k_a}{k_d} B \]  

where \( A_w \) is the analyte concentration near the active channel wall, \( X \) is the free surface immobilised receptor concentration, \( B \) is the bound analyte concentration and \( k_a \) and \( k_d \) are the association and dissociation rate constants of the bimolecular reaction. This equation 3.13 describes the simplest, 1:1 analyte-receptor association.

It is assumed that the Langmuir isotherm is fulfilled, i.e. monolayer coverage, receptor site equivalence and independence [128]. By the law of mass action, the analyte-receptor association at the active surface can be reformulated into the following differential equation

\[ \frac{\partial B}{\partial t} = k_a A_i X^j - k_d B^l \]  

The parameters \( i, j \) and \( l \) denote the order with which each reactant enters the reaction and the sum \( i + j \) gives the order of the forward reaction. This work considers only second order kinetics where \( i, j, l = 1 \). This restriction is reasonable because many antibody-antigen interactions can be accurately described by second order kinetics [128]. It is further assumed that the reaction rates \( k_a \) and \( k_d \) are independent of the analyte concentration which is reasonable for the here studied aqueous solutions.

The differential equation 3.14 which describes the analyte-receptor association at the active surface has to be coupled to the differential equation 3.12 which describes the analyte mass transfer in the microfluidic channel. For this it is assumed that, (i) the laws of mass conservation apply, (ii) the transfer of analyte from the bulk solution to the active surface is purely by diffusion and convection, (iii) there is no initial surface concentration of analyte associated on the active area of the channel and (iv) the transfer
of analyte from the fluid is balanced by the rate of analyte association on the active area, i.e. every analyte molecule associated at the active surface occupies exactly one surface immobilised receptor molecule. It is further assumed that the receptor molecules are either free or occupied by an analyte molecule so that

\[ B + X = X_0 \]  \hspace{1cm} (3.15)

where \( X_0 \) is the total concentration of surface immobilised receptor molecules. Hence at the active surface of the sensor

\[ D \frac{\partial A}{\partial n} = \frac{\partial B}{\partial t} = k_a A (X_0 - B) - k_d B \]  \hspace{1cm} (3.16)

where \( n \) is a vector perpendicular to the active surface and inward pointing. This equation forms the boundary condition for the differential equation 3.12 at the active surface. In the case considered here, see figure 3.1, the vector \( n \) is equal to the coordinate \( y \).

In contrast to much of the published work [129; 130] this thesis is mainly concerned with a small analyte plug of input time \( \lambda \)

\[ A(0, y, z, t) = A_0 \hat{H}(t) \hat{H}(\lambda - t) \]  \hspace{1cm} (3.17)

where \( A_0 \) is the initial concentration of the analyte and \( \hat{H} \) is the Heaviside function. For a short plug in relation to the channel length it is required that \( \lambda U \ll L \). A short analyte plug reduces the sample and reagent requirements which is beneficial for expensive and rare analytes, e.g. samples from neonates or animal models. However, the analysis of the resulting system is more complex because the movement of the analyte plug through the system has to be taken into account while systems with a continuous analyte input often reach a quasi-steady state [131].

The boundary conditions for the convection-diffusion equation 3.12 at the non-active channel walls are given by no flux across these channel walls, i.e. with the conventions from figure 3.1 the boundary conditions are given by \( A_y = 0 \) at the top of the channel and \( A_z = 0 \) at the side walls. Here the short form \( A_n = \partial A/\partial n \) was introduced. These conditions ensure that no analyte is ‘lost’ or ‘gained’ at the non-active channel walls. At the channel exit the boundary condition is given by no diffusive flux, i.e. \( A_x = 0 \). This
is a simplification of the real situation where the analytes are leaving the channel by convection and diffusion. However, the Péclet number is usually high \((Pe \gg 1)\) so that diffusion plays only a small role compared to convection. To further reduce the effect of this simplification, the numerical simulations are performed on channels which have a non-active area before and after the active area, i.e. the start and end of the active area do not coincide with the channel entrance and exit, respectively. Initially no analyte molecules are in the channel \((A = 0)\) and all surface immobilised receptor molecules are free \((X = X_0)\). The coupled differential equations 3.12 and 3.16 together with the other boundary and initial conditions fully describe the behaviour of the transport-reaction problem.

To gain insight into the relevance of the physical effects, the governing equations and boundary conditions are nondimensionalised with the following variables: \(x = L \tilde{x}, \ y = H \tilde{y}, \ z = W \tilde{z}, \ u = \left(\frac{U}{L}, \frac{UH}{L}, \frac{UW}{L}\right) \tilde{u}, \ A = A_0 \tilde{A}, \ X = X_0 \tilde{X}, \ B = X_0 \tilde{B}, \ t = \frac{L^2}{U} \tilde{t}\) and \(\lambda = \frac{U}{L^2} \tilde{\lambda}\). Here the tilde indicates the nondimensional variables. Other nondimensionalisations are possible and have been applied for different analysis goals [131; 132]. In this case the resulting nondimensional system is

\[
\tilde{A}_t + \tilde{u} \cdot \nabla \tilde{A} = \frac{L D H^2}{H^2 U} \left( \frac{H^2}{L^2} \tilde{A}_{\tilde{z}\tilde{z}} + \tilde{A}_{\tilde{y}\tilde{y}} + \frac{H^2}{W^2} \tilde{A}_{\tilde{z}\tilde{z}} \right), \quad x, y, z \in [0, 1] \quad (3.18)
\]

\[
\tilde{A}_y = \frac{k_a H X_0}{D} \left( \tilde{A}(1 - \tilde{B}) - \frac{k_d}{k_a A_0} \tilde{B} \right), \quad x, z \in [0, 1], y = 0 \quad (3.19)
\]

\[
\tilde{B}_t = \frac{L D A_0 H}{H^2 U X_0} \tilde{A}_y, \quad x, z \in [0, 1], y = 0 \quad (3.20)
\]

For the ease of readability the tilde atop the nondimensional variables is neglected from now on. The nondimensionalisation reveals four nondimensional numbers which define the device behaviour: the Graetz number \(Gz\), the Damköhler number \(Da\), the nondimensional dissociation constant \(\bar{K}_d\) and the adsorption capacity \(\kappa\). These are given by

\[
Gz = \frac{H^2 U}{L D} = \frac{\text{diffusion time}}{\text{convection time}} \quad (3.21)
\]

\[
Da = \frac{k_a H X_0}{D} = \frac{\text{association rate}}{\text{diffusion rate}} \quad (3.22)
\]

\[
\bar{K}_d = \frac{k_d}{k_a A_0} = \frac{\text{dissociation constant}}{\text{analyte concentration}} \quad (3.23)
\]

\[
\kappa = \frac{X_0}{A_0 H} = \frac{\text{receptor concentration}}{\text{analyte concentration}} \quad (3.24)
\]
The Graetz number $G_z$ is a measure of the relative importance of diffusion and convection. For $G_z \ll 1$ all analyte molecules have enough time to diffuse to the recognition molecules attached on the surface of the sensor and the concentration profile is 'fully developed', while for $G_z \gg 1$ many analyte molecules flow through the device without encountering the recognition molecules on the sensor surface and the channel is said to be in the 'entrance region'. The Damköhler number $Da$ relates the rate of diffusion of the analyte molecules toward the active surface to the rate of association between the analyte and surface immobilised receptor molecules at the active surface. For $Da \ll 1$ the rate of association is much slower than diffusion and the system is said to be 'binding limited', while for $Da \gg 1$ the diffusion is much slower than the rate of association and the system is 'diffusion limited'. The nondimensional dissociation constant $\bar{K}_d$ is the dissociation constant $K_d = k_d/k_a$ scaled with the analyte concentration. For $\bar{K}_d \ll 1$ the receptor patch saturates, i.e. every receptor molecule is occupied by an analyte molecule, in equilibrium while for $\bar{K}_d \gg 1$ only a small fraction of the surface immobilised receptor molecules are occupied. The adsorption capacity $\kappa$ is a measure for the relation between the surface immobilised receptor concentration and the bulk analyte concentration. A small adsorption capacity results in fast saturation of the surface immobilised receptor molecules while a large adsorption capacity leads to long saturation times.

3.4 Literature review - transport and reaction equation

The transport-reaction problem 3.18-3.20 has no complete, analytical solution due to the nonlinear surface reaction. On the other hand, for different regimes of the nondimensional numbers $G_z$, $Da$, $\bar{K}_d$ and $\kappa$ the problem can be simplified so that analytical solutions for these special cases can be found. These analytical solutions give valuable insight into the behaviour of the transport-reaction problem in the asymptotic limits and are applicable for various physical systems. Especially the case of small Graetz number $G_z$ and large adsorption capacities $\kappa$ so that every analyte molecule can reach the active surface and finds an almost constant surface immobilised receptor concen-
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3.4.1 Stagnant and well-mixed systems

The simplest case of the transport-reaction model is given for stagnant and well-mixed systems. Here the channel is filled with the sample and then the flow is stopped so that $Gz = 0$. Furthermore, the system is considered to be well-mixed which is equivalent to a 'binding limited' system, i.e. $Da \ll 1$. In this case the transport-reaction model given by equations 3.12 and 3.16 reduces to just a reaction model [128]. In this closed system the concentrations of bound analyte molecules and free analyte molecules are linked by the principle of conservation of mass so that for the analyte concentration the following expression holds

$$A = A_0 - \frac{B}{H}$$

where the bound analyte concentration $B$ had to be transformed into a volume concentration by division with the channel height $H$. With this expression the equilibrium solution of equation 3.16 is given by

$$B_{eq} = \frac{1}{2}(H(K_d + A_0) + X_0) \pm \sqrt{\frac{1}{4}(H(K_d + A_0) + X_0)^2 - HA_0X_0}$$

(3.26)

The plus sign in equation 3.26 can be ruled out because the bound analyte concentration $B$ has to be smaller than the initial surface immobilised receptor concentration $X_0$.

If the concentration of analyte molecules stays constant the general solution of equation 3.16 is given by

$$B(t) = \frac{X_0}{1 + K_d/A_0} \left(1 - e^{-(k_aA_0+k_d)t}\right)$$

(3.27)

This solution is a good approximation for $A \approx A_0$ which is true if the number of analyte molecules is much larger than the number of receptor molecules. When the ratio of analyte molecules to receptor molecules drops below 10 depletion of the analyte concentration becomes significant and equation 3.27 is not valid anymore [128]. In the case of constant analyte concentration the fraction of occupied surface immobilised receptor molecules in equilibrium is only dependent on the ratio of the dissociation constant $K_d$ and the initial analyte concentration $A_0$. If the initial analyte concentration
is much smaller than the dissociation constant \((A_0 \ll K_d)\) only a small fraction of the available surface immobilised receptor molecules will be occupied

\[ B_{eq} \approx X_0 A_0 / K_d \ll X_0 \]  

(3.28)

If the initial analyte concentration on the other hand is much larger than the dissociation constant \((A_0 \gg K_d)\) the surface immobilised receptor sites are saturated \(B_{eq} \approx X_0\). An approximation for the equilibrium time can be gained from equation 3.27

\[ t_{eq} \sim (k_a A_0 + k_d)^{-1} = k_d^{-1} \left( 1 + \frac{A_0}{K_d} \right)^{-1} \]  

(3.29)

This relationship shows that for low initial analyte concentrations \((A_0 \ll K_d)\) the equilibrium time scale depends mainly on the dissociation rate constant \(k_d\) while for high initial analyte concentrations \((A_0 \gg K_d)\) mainly the association rate constant \(k_a\) governs the equilibrium time scale.

Instead of systems with an almost constant analyte concentration \(A\) this thesis is mainly concerned with systems with an almost constant surface immobilised receptor concentration \(X \approx X_0\). For this case which is important for sensor and separation applications a result analogous to equation 3.27 is obtained

\[ A(t) = \frac{A_0}{1 + \frac{X_0}{k_a H}} (1 - e^{-(k_a X_0 / H + k_d)t}) \]  

(3.30)

as well as an analogous result for the equilibrium time

\[ t_{eq} \sim (k_a X_0 / H + k_d)^{-1} \]  

(3.31)

### 3.4.2 Models with full transport

For non-stagnant systems \((u \neq 0)\) the full transport-reaction model has to be considered. This complicates the problem and there is no analytical solution for this problem. However, for different regimes of the nondimensional parameters the system of equations can be simplified so that analytical solutions can be found [131; 133]. The solutions presented here consider a continuous input of analytes \((\lambda = \infty)\), which might not be appropriate for rare and expensive analytes, and systems with a high adsorption capacity \((\kappa \gg 1)\). Furthermore, the 3D model is reduced to a 2D model in the \(x - y\) plane.
This simplification is appropriate for systems with a high aspect ratio \((H \ll W)\). In this case the flow profile for pressure driven flow is parabolic and given by equation 3.7. The presentation follows the publications of Gervais and Jensen [131] and Squires et al. [133].

For the case of high adsorption capacity \((\kappa \gg 1)\) the nonlinearity at the boundary 3.19 can be removed. This is the case because the surface immobilised receptor concentration is much higher than the analyte concentration which reaches a quasi-steady state while the receptor concentration stays almost constant. Taking the analyte concentration to be in steady state, neglecting axial diffusion and the dissociation of bound analyte molecules the full problem given by equation 3.12 reduces to the Graetz problem

\[
\begin{align*}
  u(y) \frac{\partial A(x, y)}{\partial x} &= D \frac{\partial^2 A(x, y)}{\partial y^2} , x, y \in [0, 1] \\
  D \frac{\partial A}{\partial y} &= k_a A X_0 , x \in [0, 1], y = 0
\end{align*}
\]

with the linear boundary condition

This problem can be solved through an eigenfunction expansion [134]. However, this eigenfunction expansion converges only slowly so that further approximate solutions are warranted.

The approximate solutions are grouped according to the Graetz number which defines two regimes with different behaviour. First, the ‘entrance region’ with \(Gz \gg 1\) where only a small fraction of the analyte molecules can reach the active surface. Second, the ‘fully developed’ region with \(Gz \ll 1\) where all analyte molecules can take part in the reaction. The following solutions all consider the Graetz problem given by equations 3.32 and 3.33.

**‘Entrance region’:** \(Gz \gg 1\)

In the ‘entrance region’ not all analyte molecules have enough time to diffuse to the active surface and to associate with surface immobilised receptor molecules. This leads to the formation of a diffusion boundary layer. Analyte molecules which are in this
diffusion boundary layer can diffuse to the active surface while analyte molecules outside the diffusion boundary layer can not reach the active surface. The thickness $\delta_s$ of this diffusion boundary layer can be estimated by finding the maximal distance from the active surface so that the time required to convect past the active surface is equal to the time required to diffuse to the active surface. The diffusion time across the diffusion boundary layer is $t_D \sim \frac{\delta^2_s}{D}$ while the convection time past the active surface is $t_C \sim \frac{L}{u(\delta_s)}$. If the diffusion layer thickness is much smaller than the channel height ($\delta_s \ll H$) the flow velocity can be approximated as $u(\delta_s) \approx \frac{6U}{H} \delta_s$. Equating the two time scales gives a relationship for the diffusion boundary layer thickness

$$\frac{\delta_s}{H} \sim \left( \frac{LD}{6H^2U} \right)^{1/3} = 6^{-1/3} Gz^{-1/3} \tag{3.34}$$

The analyte mass transport through this diffusion boundary layer is given by the diffusive flux

$$J_D \sim \frac{D(A_0 - A_w)}{\delta_s} \tag{3.35}$$

which has to balance the reactive flux

$$J_R \sim k_a A_w X_0 \tag{3.36}$$

so that the analyte concentration at the active surface is

$$\frac{A_w}{A_0} \sim \frac{1}{1 + k_a X_0 \delta_s / D} \tag{3.37}$$

where the second term in the denominator is the Damköhler number $Da_E$ for the 'entrance region'. For this Damköhler number the channel height is replaced with the height of the diffusion boundary layer so that $Da_E \sim Da Gz^{-1/3}$.

For the 'binding limited' case ($Da_E \ll 1$) the association rate is much slower than the diffusion so that the analyte-receptor association is effectively decoupled from the transport of analytes to the active surface. In this case the equilibrium time scale is given by equation 3.29 because the reaction is the limiting step. Commercial systems such as Biacore which are mainly used to measure reaction rate constants operate in this regime. The bound analyte concentration is only dependent on the association rate constant $k_a$ which can be obtained from a plot of the signal strength over input analyte concentration [135]. The dissociation rate constant $k_d$ is obtained from the
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The dissociation phase, i.e. the bulk analyte concentration is zero, where the bound analyte concentration is assumed to decay exponentially [135].

In practical applications it is not always possible for the Damköhler number $Da_E$ to approach zero. In this case where $Da_E < 1$ but does not approach zero ($Da_E \lesssim 1$) the system is not completely "binding limited", i.e. the analyte mass transfer has a slight influence on the system response. For these systems the two-compartment model which takes transport effects into account is a simple and widely used numerical model [121]. The two-compartment model, which is schematically shown in figure 3.3, treats the analyte concentration above the diffusion boundary layer as constant and equal to the input analyte concentration. The analyte concentration in the diffusion boundary layer is uniform in space, i.e. the analyte concentration $A$ in figure 3.3 is uniform along the sensor length, but may change in time. This change in time is described by an ordinary differential equation (ODE) which takes the analyte-receptor association rate constant and the transport between the two compartments into account. It was shown that the two-compartment model is able to recover the original rate constants and the transport coefficient with a relative error of 1% in the case of transport influenced binding kinetics [127]. The two-compartment model with uniform analyte concentration in space is applicable for low initial analyte concentrations where the spatial gradients are small and for higher analyte concentrations near the equilibrium where the initial spatial inhomogeneities are dispersed [136]. Extensions of the original two-compartment model incorporate the dissociation term into the solution [137]. On the other hand, even

**Figure 3.3:** Schematic of the two-compartment model. Here $h_i$ is the height of the diffusion boundary layer. Adapted from [127] with permission from Elsevier.
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the two-compartment model is only valid for the 'binding limited' case with $Da_E < 1$. Asymptotic and perturbation methods have been used to analyse the analyte mass transfer to the active surface and subsequent association to surface immobilised receptors when reaction and diffusion are balanced $Da_E = \mathcal{O}(1)$ [132; 138]. The resulting integral equations can be used to calculate the binding kinetics from Biacore raw data and the results are consistent with numerical experiments [139].

For the 'diffusion limited' case ($Da_E \gg 1$) every analyte molecule associates almost immediately with a surface immobilised receptor molecule when it reaches the active surface so that $A_w \to 0$. With $A_w = 0$ the Sherwood number, a nondimensional mass transfer coefficient, is given by

$$Sh = 0.978 \left( \frac{x}{Gz} \right)^{-1/3} = \frac{\text{convective mass transfer}}{\text{diffusive mass transfer}}$$ (3.38)

The bulk analyte concentration can be calculated by inserting the Sherwood number into the mass transfer equation

$$\frac{\partial A_b(x,t)}{\partial x} = -Sh(A_b(x,t) - A_w(x,t))$$ (3.39)

where $A_b$ is the velocity averaged bulk analyte concentration. Solving equation 3.39 gives the velocity averaged bulk analyte concentration along the channel

$$A_b(x) = \exp \left( -1.467 \left( \frac{x}{Gz} \right)^{2/3} \right)$$ (3.40)

In this case the time scale to reach equilibrium is dependent on the Graetz and Damköhler numbers and given by

$$t_{eq}^{dl} \sim \frac{k_a X_0 H}{(k_a A_0 + k_d) D} Gz^{-1/3} \sim t_{eq} Da_E$$ (3.41)

where $Da_E$ is the Damköhler number for the 'entrance region' from equation 3.37.

'Fully developed' region: $Gz \ll 1$

In the 'fully developed' region ($Gz \ll 1$) every analyte molecule can diffuse to the active surface and no diffusion boundary layer develops. For 'diffusion limited' binding ($Da \gg 1$) an analytical expression for the Sherwood number can be found

$$Sh = \frac{\lambda_1^2}{6} \approx 2.4304$$ (3.42)
where $\lambda_1$ is the first eigenvalue of the eigenfunction expansion of the Graetz problem given by equations 3.32 and 3.33. Integrating the mass transfer equation 3.39 with the Sherwood number 3.42 gives the velocity averaged bulk analyte concentration along the channel

$$A_b(x) = \exp\left(-2.4304 \frac{x}{Gz}\right)$$

(3.43)

Gervais and Jensen [131] calculated the critical value of $\frac{x}{Gz}$ at which the solution for the 'entrance region' given by equation 3.40 and the solution for the 'fully developed' region given by equation 3.43 give the same error compared to the numerical simulation to be 0.22. By using equation 3.43 for $x \geq 0.22 \ Gz$ and equation 3.40 for $x < 0.22 \ Gz$ the velocity averaged bulk analyte concentration can be approximated for all $x$ with a maximal absolute error of 6%.

In the 'reaction limited' case ($Da \ll 1$) the Sherwood number is given as a combination of the analyte mass transfer rate to the active surface and the association rate

$$Sh(Da) = \left(\frac{6}{\lambda_1^2(Da)} + \frac{1}{Da}\right)^{-1}$$

(3.44)

This Sherwood number approaches zero for $Da \rightarrow 0$. Integrating the mass transfer equation 3.39 with the Sherwood number 3.44 gives the velocity averaged bulk analyte concentration along the channel

$$A_b(x) = \exp\left(-\frac{\lambda_1^2(Da)}{6Gz} x\right)$$

(3.45)

In contrast to the 'diffusion limited' case, the analyte mass transfer to the active surface and subsequent association depends on the transport conditions as well as on the association rate. If the Damköhler number approaches zero ($Da \rightarrow 0$) the analyte mass transfer to the active surface and subsequent association is limited by the association rate and the velocity averaged bulk analyte concentration is given by

$$A_b(x) = \exp\left(-\frac{Da}{Gz} x\right)$$

(3.46)

For the 'fully developed' region every analyte molecule can diffuse to the active surface and thus the boundary depletion layer stretches across the whole channel height. In this case the equilibrium time depends on the nondimensional reaction/convection number $\zeta$ defined by

$$\zeta = \frac{Da}{Gz} = \frac{k_a L X_0}{HU} = \frac{\text{reaction rate}}{\text{convection rate}}$$

(3.47)
For $\zeta < 1$ the binding is strongly reaction-limited and the equilibrium time is given by equation 3.29. For larger values of $\zeta$ the binding is 'convection limited' and the equilibrium time depends on the adsorption capacity and the nonlinear dissociation constant.

As well as the semi-analytical methods, several full numerical approaches have been used to solve the transport-reaction model. A finite volume computational fluid dynamics solver combined with a least-square fitting algorithm has been used to derive rate constants from Biacore data [140]. The advantage of this approach is an implicit inclusion of the transport effects; both the intrinsic as well as the mass transport independent rate constants can be determined. A drawback compared to the semi-analytical methods is the high computational cost. On the other hand, numerical methods are easily adapted to consider more complex binding models than the simple, 1 : 1 analyte-receptor interaction 3.13. For example, the fitting of Biacore data to extended binding models which incorporate multiple, different surface immobilised receptor molecules [141] or two competing analytes [142] can improve the accuracy of the fit. While full numeric approaches are excellent for the investigation of specific points in the parameter space of the system, they are of limited use for the prediction of the device behaviour in different parts of the parameter space.

The presented asymptotic and numerical solutions give a framework for the analysis of microfluidic affinity sensors with different configurations. However, all the models consider analyte plugs which are long compared to the sensor surface ($\lambda \gg 1$). Thus there is a need for models which describe the device behaviour for short analyte plugs.

### 3.5 Different assay types

So far only the direct binding of an analyte to surface immobilised receptors has been described. This direct assay is useful for label-free detection methods, e.g. SPR or MS (section 2.5). Other detection methods, e.g. fluorescence, often require different assay types [8; 11]. One of the reasons for this is that most analytes are not fluorescent and thus a further labelling step is required. Schematics of the direct assay, the direct and
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Figure 3.4: Schematic of the different assay types. (1) Direct assay: the association of the analytes (purple circle) with the surface immobilised receptor (\( Y \)) molecules is directly detected. (2) Direct competitive assay: the analyte molecules directly compete with labelled ligands (orange circle) for the surface immobilised receptor molecules. (3) Indirect competitive assay: the analyte molecules are incubated with labelled receptor molecules in solution; the receptor molecules which are not associated to the analyte molecules in the solution can bind to the surface immobilised analyte molecules. (4) Sandwich assay: the analyte molecules associate to surface immobilised receptor molecules; labelled detection antibodies bind to the analyte molecules which are associated with the surface immobilised receptor molecules.

An alternative to the direct assay are competitive assays. Here the sensor response is indirectly proportional to the analyte concentration, i.e. a high analyte concentration gives a low signal while a low analyte concentration gives a large signal. In the direct competitive assay a labelled ligand \( R \) competes with the unlabelled analyte \( A \) for the surface immobilised receptors \( X \). The direct competitive assay is described by the
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following formula

\[
A + X \xrightarrow{k_a \div k_d} B
\]

\[
R + X \xrightarrow{k_{a}' \div k_{d}'} B^f
\]

where \(B^f\) is the concentration of the bound fluorescent ligand. In the indirect competitive assay the analyte is incubated with a labelled receptor in solution. The mixture of the analyte, remaining unbound receptor and analyte-receptor complex is introduced into the sensor. The remaining unbound receptors associate with the surface immobilised analyte molecules. The assay is described by the formula

\[
A + X \xrightarrow{k_a \div k_d} X_b
\]

\[
X + A_i \xrightarrow{k_{a}' \div k_{d}'} B
\]

where \(X_b\) is the bound analyte-ligand complex in solution and \(A_i\) is the surface immobilised analyte concentration. The assay time for the indirect competitive assay is longer compared to the direct competitive assay due to the required incubation step. The decision which competitive assay is used often depends on the available immobilisation protocols.

The sandwich assay is a two step process. In the first step, the analyte associates to the surface immobilised receptors. In the second step, a labelled detector antibody \(R\) binds to the surface bound analyte. The assay protocol is given by

\[
A + X \xrightarrow{k_a \div k_d} B
\]

\[
R + B \xrightarrow{k_{a}' \div k_{d}'} B^f
\]

where \(B^f\) is the labelled detector antibody-surface bound analyte complex. The sandwich assay has the highest selectivity due to the two binding steps. On the other hand, the sandwich assay is only possible for analytes which are able to bind to two receptors simultaneously [8].

The choice of the assay format mainly depends on the target analyte and the employed detection method. For label-free detection or analytes with intrinsic fluorescence the direct assay is preferred due to its simplicity. For label-based detection methods
the other assays have to be used. For large molecules with two binding sites, for which receptors are available, the sandwich assay is preferred due to its high specificity while competitive assays have to be used for small analytes which have only one binding site. A comparison of the different binding assays with a fluorescence-based biosensor showed that the direct assay has the best limit of detection but the smallest dynamic range [143]. The competitive assay offered a slightly reduced limit of detection but a much wider dynamic range. Combining competitive and direct assays which have an opposed sensor response (see figure 3.4) can increase the dynamic range of immunoassays [144].

3.6 Summary

In this chapter background information and theory on the modelling of microfluidic affinity systems was presented; this includes the mathematical models and conventions used in this thesis. The modelling of microfluidic affinity systems is split into two parts: (i) a model for the flow profile and (ii) a model describing the transport and interaction of the analytes. The flow in microfluidic channels is stable, laminar flow which is described by the Stokes equations. The transport of the analyte molecules in the microfluidic channel is described by the convection-diffusion equation with a suitable boundary condition which describes the interaction with surface immobilised receptors. These equations are linked by nondimensional numbers which define the device behaviour; especially the Graetz number Gz and the Damköhler number Da, which can vary considerably for different devices, characterise different operational regimes of the microfluidic affinity systems. While no analytical solution to the full problem exists, approximate solutions in the limits of these nondimensional numbers have been described in some detail. The last section introduces the different assay types which are employed in microfluidic affinity sensors.
Chapter 4

Modelling of microfluidic devices for the separation of proteins

4.1 Introduction

The analysis of the human proteome has enormous potential for the understanding, identification and treatment of diseases (section 2.2). However, the fulfilment of this potential requires sophisticated methods for the preparation, separation and detection of the constituent proteins due to the large number and large concentration range of the proteins expressed by a human cell, see section 2.2. While there are laboratory-scale methods for the sensitive analysis of protein samples, e.g. capillary electrophoresis coupled with mass spectrometry [145], there is no analysis platform which is suitable for the large-scale analysis of the proteome from limited sample volumes. However, microfluidic affinity separation systems have the potential to fill this gap and offer a method for the sensitive and multiplexed analysis of the proteome from small sample volumes [4].

One of the most important steps in the analysis of the proteome is the separation of the complex sample, which contains hundreds or even thousands of different proteins, into simpler subsets [4]. This reduces the complexity of the sample and facilitates the subsequent identification and quantification of the proteins in the individual sub-
sets. However, the most common separation methods, gel electrophoresis, capillary electrophoresis and column chromatography, have limitations in the separation resolution and sample size requirements as well as in the automation and parallelisation which is required for the analysis of the proteome [146]. These limitations might be partly overcome by moving the separation from columns or gels into integrated microfluidic separation systems. The controlled environment and small size of microfluidic separation systems can offer high resolution from limited sample volumes and allows the integration of different analysis steps in one device [4]. One of the main advantages of chip-based separation systems compared to their column-based counterparts is the possibility to integrate many parallel analysis channels which each contain many sequential steps such as enzymatic digestion, multiple separation steps and on-line detection methods [20; 147]. This integration increases the reproducibility and high-throughput potential of the device compared to the conventional separation methods.

One of the most promising separation methods for proteins is based on the affinity interaction between proteins and surface immobilised receptor molecules [10]. In these affinity based separation systems the retention time of the proteins in the separation channel depends on the strength of the affinity interaction between the proteins and the surface immobilised receptors as illustrated in figure 4.1. Compared to other separation methods, affinity based systems have very high specificity and sensitivity which is due to the specific recognition-binding event between proteins and protein antibodies.

**Figure 4.1:** Top view of a separation device for three different times. The receptors (red hatching) specifically interact with the red analytes while they have no affinity for the blue analytes. This results in different retention times for the two analytes.
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While affinity based separation has been employed in several microfluidic separation systems [20; 148; 149; 150] the theoretical modelling of these systems has received only limited attention. However, such models would be beneficial for the analysis of existing systems and for the development of multiplexed, microfluidic affinity separation systems. Here the applicability and limitations of the reaction-dispersive model, which is well established for column chromatography [151], for the description of the separation process in open microfluidic affinity separation systems are investigated. The model is derived from the governing equations for the transport of analytes in the bulk of the microfluidic channel and the recognition-binding event of the analyte molecules with surface immobilised receptor molecules at the active surface which were introduced in chapter 3. These equations are simplified, by making the assumptions that there is a large adsorption capacity and fast diffusion across the height of the channel, i.e. $\kappa \gg 1$ and $Gz \ll 1$. These assumptions are feasible for an increasing number of microfluidic affinity systems. For example, the microchannel resonator from Burg et al. [152] is operated at Graetz numbers much smaller than 1 and with large adsorption capacities ($\kappa > 1000$).

The simplified model is solved analytically with the Laplace transform method. The subsequent analysis of the solutions in the case of fast association of the analyte molecules with the surface immobilised receptor molecules, which is essential for separation applications, reveals two simple, analytical expressions for the analyte retention time and the plug dispersion. These expressions depend only on global device parameters and define the behaviour of a sample plug in microfluidic affinity separation systems. By comparing the analytical solution with numerical simulations the simplifications are validated and the limits of applicability of the analytical expressions for the retention time and plug dispersion are explored.

In the second part of the chapter a theoretical framework for the design of multiplexed separation systems based on these analytical expressions is developed. The theoretical framework describes the separation and dispersion of analyte plugs in microfluidic affinity separation systems; a task which usually requires the numerical simulation of the full problem. The simplicity of the calculation of the separation performance allows the design of complex, multiplexed separation systems; these separation systems consist
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4.2.1 Column chromatography and electrophoresis

The two main separation techniques for bioanalysis applications are column chromatography and electrophoresis which are both well established in the industry [153; 154]. Chromatography is the general term for separation techniques based on the interaction of analyte molecules with a mobile and stationary phase [153]. Briefly, the analyte molecules are dissolved in the mobile phase and then forced through an immobile stationary phase by pressure driven flow. Differences in the interaction with the stationary phase for different molecules result in different retention times; analytes which have a stronger interaction with the stationary phase will stay longer on the stationary phase and therefore longer in the separation column. Under the umbrella of chromatography many different operational modes for the separation according to different properties exist, e.g. reverse phase, size exclusion, affinity.

Electrophoresis is the directed movement of charged molecules relative to a conductive medium, usually a gel or aqueous buffer, under an applied electric field [154]. The molecules are loaded onto a separation column and then subjected to an electric field. Positively charged molecules move towards the negative electrode while negatively charged molecules move to the positive electrode. The migration velocity is proportional to the charge to size ratio of the molecules. The most common electrophoresis method for protein analysis is 2D polyacrylamide gel electrophoresis (2D-PAGE) [155]. In 2D-PAGE proteins are first separated by their isoelectric point, i.e. the pH value at which the molecule carries no electrical charge, and then by mass. The second dimension increases the probability to separate two proteins because it is less likely that two molecules have similar values in two distinct properties. After the separation step the protein spots can be visualised by staining with dyes, mostly coomassie, silver or
fluorophores. The visualised protein spots are excised from the gel and analysed with either MALDI-MS or ESI-MS [116] (section 2.5). This process is shown schematically in figure 4.2. This combined approach can lower the detection limit of 2D-PAGE to the low nanomolar regime [156].

2D-PAGE is routinely used to separate and visualise hundreds or even thousands of proteins [157]. However, the low-abundance proteins which form 50% – 75% of the proteome and range in copy-numbers from 10 to 10000 in a single cell are not detected due to masking by the high-abundance proteins and due to the low dynamic range of the detection methods. Also membrane proteins and proteins with extreme isoelectric points or molecular masses can not be resolved. A further problem of 2D gel electrophoresis is the poor quantification of the analytes which is in part due to the difficulty in aligning the gel plate for the sample and the control which are loaded onto two different plates [158]. 2D differential gel electrophoresis (2D-DIGE) is an improvement of the
original technique which allows the separation and visualisation of three different samples in one gel plate [159]. The three samples are labelled with different fluorescent dyes which have distinct excitation and emission spectra so that differences in the abundance levels between the three samples can be readily compared.

The remaining limitations of gel electrophoresis, namely limited dynamic range, low sensitivity, low proteome coverage and not easy to automate, necessitate the application of more sophisticated methods [146]. One of the more sophisticated and sensitive methods is capillary electrophoresis (CE) [154] where the electrophoretic separation is performed in small capillaries with diameters below 100 µm. This reduces the sample size to the sub-microlitre range and allows the application of much higher electric fields which increases the sensitivity, selectivity and speed compared to 2D gel electrophoresis; the assay time can be reduced from minutes or even hours for 2D-PAGE to seconds for CE. Capillary electrophoresis can separate proteins which differ by only one amino acid and achieves sensitivities in the femtomolar range [160]. However, the high electric fields (∼kV) can lead to adverse effects such as water electrolysis, metallic ion injection, excessive heat generation and bubble formation [3].

A separation method which has similar sensitivity and sample requirements than CE but avoids the use of high electric fields is high performance liquid chromatography (HPLC) [153]. HPLC is a further development of conventional column chromatography [153] where the mobile phase is forced through the column under high pressures up to 100 MPa. The increased flow rate decreases the retention time and diffusion of the analyte plug which leads to much higher resolution and shorter run-times (minutes) compared to conventional column chromatography. For capillaries with diameters between 10 µm and 100 µm liquid chromatography is called nanoLC [161]. This reduction in the size of the capillary reduces the solvent and sample consumption and thus the costs for the reagents as well as for the waste disposal. Typical sample volumes for nanoLC range from the low nanolitre to the high microlitre range. Due to these small sample volumes nanoLC requires efficient detectors which are usually laser-induced fluorescence or mass spectrometry which were described in section 2.5. For example, nanoLC coupled to MS, which is shown schematically in figure 4.3, achieved protein identification from 0.5 pg of protein digests with a dynamic range of 5 – 6 orders of magnitude [162]. This translates
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Both CE and nanoLC are widely used in the analysis of protein samples [145]. Combined with MS or LIF detection both methods are able to separate and detect sub-nanomolar analyte concentrations from small samples ($\sim \mu l$). Furthermore, the operation of the separation device can be automated which increases the throughput and the reliability because errors due to human involvement are reduced. However, the integration of CE or nanoLC into a complete device with sample preparation, multiple separation stages and on-line detection requires complex instrumentation and many connections. The former makes such a system unsuitable for portable applications, while the latter increases the dead volume and the probability of leaks. Moving the separation from capillaries onto integrated microfluidic chips, where the protein preparation, separation and detection are performed in one device, has the potential to overcome these limitations of integration while retaining the benefits of CE and nanoLC [10].
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4.2.2 Affinity based separation

Affinity based separations use the specific interactions between analytes and receptor antibodies to change the retention time of the analytes in the separation channel. In affinity chromatography the interaction between the immobilised receptor and the analyte moves the analyte from the mobile into the stationary phase which increases the retention time of the analyte molecule [163]. The separation in affinity electrophoresis is based on the different charge to size ratio of the analyte and the analyte-receptor complex [164]. Affinity separations, both affinity chromatography and affinity electrophoresis, can be classified into three principal configurations [12; 165]. The first is affinity depletion where a group of proteins is removed from the sample mixture. For the removal of high-abundance proteins often immunoglobulin G-based affinity columns are used. These columns can efficiently and selectively remove over 98% of the high-abundance proteins from human serum samples [166]. IgG-based systems show minimal nonspecific binding so that not-targeted, low-abundance proteins are not removed from the serum. High-abundance protein depletion is often performed to reduce the complexity of the protein sample before further steps such as 2D-PAGE are performed [12].

In the second configuration a target molecule is extracted from a sample mixture. In this case the target analyte interacts specifically with the receptor molecules in the column while the other constituents of the sample plug have no affinity for the receptor molecules. After the other molecules are eluted from the column, the target analyte has to be eluted. In the case of a weak or moderately strong interaction (K_d > 1 µM) between the target analyte and the receptor the elution can be performed with the sample buffer [167]. For stronger interactions between the target analyte and the receptor, special elution conditions are required to accelerate the elution of the target analyte. These elution conditions can be photolytic elution [168], different but often harsh (pH, ionic strength) elution buffers, electrical [169] or thermal elution [170]. With the right choice of elution conditions the target analytes are released faster than they were captured and are thus released in a higher concentration [171]. This can be utilised to preconcentrate the analyte plug. In the third configuration a complex sample is fractionated into several subsets of reduced complexity [172]. These subsets contain a smaller number of different proteins compared to the original sample and thus the subsequent analysis of
the sample subsets has a greater chance to detect low-abundance proteins.

### 4.2.3 Microfluidic separation systems

Much work has been published on performing protein separations in microfluidic channels instead of gels or capillaries [10]. The properties of microfluidics as described in section 3.2 and the lab-on-a-chip approach (section 2.2) make microfluidic systems interesting for protein separations. The high surface-to-volume ratio, fast kinetics and low sample consumption of microfluidic assays are particularly beneficial for on-chip separations of proteins from small samples [150; 173]. However, the major benefit of chip-based approaches is the ability to integrate different analysis steps in one device [4; 174]. The integration of sample injectors, multiple separation steps and sample detection in one separation chip significantly decreases the dead volume and band spreading compared to conventional CE and nanoLC devices [118; 175]. Furthermore, the automation and reduced complexity of the instrumentation increases the repeatability and portability of the separation device. However, the reduced size of the microfluidic channel also creates problems which are not as important for larger columns. The high surface-to-volume ratios in microfluidic channels increases the need for specialised wall coatings. These wall coatings are needed to prevent nonspecific analyte adsorption and to tune the EOF in electrophoresis devices [176]. Furthermore, microfluidic affinity separation systems have a low sample loading capacity and thus require very sensitive and selective detectors such as LIF and MS [177] (section 2.5). This is especially true for liquid chromatography in open microfluidic channels. The height of these channels has to be below 10 μm so that sophisticated injection methods, pumps and detection methods are required to handle and detect the sub-nanolitre sample volumes [178].

Many operational modes of chromatography and electrophoresis, for example size exclusion electrophoresis [41] and reverse-phase chromatography [175], have been successfully adapted to microfluidic devices. Furthermore, the three configurations for affinity separations described in section 4.2.2 have also been transferred to microfluidic chips; microfluidic affinity depletion has been mainly applied to the removal of cells from serum samples [179] while analyte extraction [173] and preconcentration [150] were ap-
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plied to protein mixtures. Combining affinity separation with reverse-phase capillary electrochromatography shows the applicability of microfluidic affinity separation systems for the prefractionation of the sample as well as for integrated multidimensional separation [20; 147]. These microfluidic separation systems work on sample sizes in the sub-nanolitre to microlitre range and achieve sensitivities in the nanomolar range.

Despite these examples both microchip affinity chromatography and microchip affinity electrophoresis are still less common than their capillary counterparts. This is partly due to the difficulties in the fabrication and integration of microchip separation systems. A further problem which is addressed in this chapter is the lack of theoretical models describing the separation in multiplexed, chip-based separation systems. A framework describing the protein separation in microfluidic systems with multiple parallel and sequential separation steps would be a valuable tool in the design and optimisation of microfluidic separation systems.

4.3 Modelling of microfluidic affinity separation systems for small Graetz numbers

The transport of an analyte plug in a microfluidic channel and the interaction between the analyte molecules and surface immobilised receptors can be described by the transport-reaction equations 3.18-3.20 which were introduced in section 3.3. Here these equations are simplified in the asymptotic limit of fast diffusion across the height of the microfluidic channel (\(G_z \ll 1\)) and high adsorption capacity (\(\kappa \gg 1\)). The simplified model is then solved using the Laplace transform method. The resulting analytical solution describes the behaviour of an analyte plug in microfluidic affinity separation systems.
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4.3.1 Analytical model

The governing equations 3.18-3.20 (section 3.3) are repeated here in their nondimensional form

\[ A_t + u \cdot \nabla A = Gz^{-1} \left( \frac{H^2}{L^2} A_{xx} + A_{yy} + \frac{H^2}{W^2} A_{zz} \right), \quad x, y, z \in [0, 1] \quad (4.1) \]

\[ A_y = Da \left( A(1 - B) - \bar{K}_d B \right), \quad x, z \in [0, 1], y = 0 \quad (4.2) \]

\[ B_t = Gz^{-1} \kappa^{-1} A_y, \quad x, z \in [0, 1], y = 0 \quad (4.3) \]

where \( A \) is the analyte concentration in the bulk of the channel and \( B \) is the bound analyte concentration, i.e. the concentration of analyte associated to the surface immobilised receptor molecules. The remaining boundary conditions are given by no diffusive flux across the outlet, no flux across channel walls and sample injection at the channel inlet

\[ A_x(1, y, z, t) = 0, \quad y \in [0, 1], z \in [0, 1], t \geq 0 \quad (4.4) \]

\[ A_y(x, 1, z, t) = 0, \quad x \in [0, 1], z \in [0, 1], t \geq 0 \quad (4.5) \]

\[ A_z(x, y, 0, t) = 0, \quad x \in [0, 1], y \in [0, 1], t \geq 0 \quad (4.6) \]

\[ A_z(x, y, 1, t) = 0, \quad x \in [0, 1], y \in [0, 1], t \geq 0 \quad (4.7) \]

\[ A(0, y, z, t) = f(t), \quad y \in [0, 1], z \in [0, 1], t \geq 0 \quad (4.8) \]

where \( f \) is any specified function. In this thesis only sample injections with a short input time \( \lambda \), i.e. the inlet analyte concentration is zero except for a short period of time, are considered (see section 3.3). Initially no analyte is in the microfluidic channel \( (A = 0) \) and all surface immobilised receptor molecules are free \( (B = 0) \). The four nondimensional numbers

\[ Gz = \frac{H^2 U}{LD} \]

\[ \bar{K}_d = \frac{k_d}{k_a A_0} \]

\[ Da = \frac{k_a H X_0}{D} \]

\[ \kappa = \frac{X_0}{A_0 H} \]

which link the physical effects in equations 4.1-4.3 were introduced in section 3.3.

From now on, only shallow and wide rectangular microfluidic channels are considered. This assumption is fulfilled for many integrated microfluidic systems [175]. In these
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channels the diffusion term in the $x$ and $z$ direction in equation 4.1 can be neglected because the channel height is much smaller than the channel width and length so that $H/W \to 0$ and $H/L \to 0$. A further effect of the large aspect ratio of the channel is that the flow profile for most of the channel width (except close to the side walls) is parabolic over the height of the channel so that $u = (u(y), 0, 0)$ where $u(y)$ is given by

$$u(y) = 6y(1 - y) \quad (4.9)$$

With these simplifications the governing equation 4.1 in the bulk of the channel reduces to

$$A_t + A(y)A_x = Gz^{-1} A_{yy} \quad (4.10)$$

From now on, only systems in the asymptotic limit $Gz \ll 1$, where all analyte molecules can diffuse to the active surface and interact with the surface immobilised receptor molecules, are considered. This condition is necessary for separation systems because otherwise some analyte molecules would not interact with the surface immobilised receptors and thus are not retained. For values of the Graetz number much smaller than 1 the analyte plug concentration can be considered constant across the height of the channel. Thus the analyte concentration $A$ depends only on the distance along the channel $x$ and time $t$. For a mathematically more rigorous derivation see appendix A. In this case the theory of Taylor dispersion [180] states that the analyte plug moves along the channel with the average flow velocity. With these simplifications equation 4.10 can be integrated over the height of the channel and reduced to a 1D equation which describes the convection of the analyte plug and the reaction between the analyte molecules and surface immobilised receptor molecules. The reduced equations are given by

$$\frac{\partial A}{\partial t} + \frac{\partial A}{\partial x} = -\zeta(A(1 - B) - \bar{K}d B) \quad (4.11)$$

$$\frac{\partial B}{\partial t} = \frac{\zeta}{\kappa}(A(1 - B) - \bar{K}d B) \quad (4.12)$$

where $\zeta$ is the nondimensional reaction/convection number

$$\zeta = \frac{Da}{Gz} = \frac{k_a L X_0}{HU} = \frac{\text{reaction rate}}{\text{convection rate}} \quad (4.13)$$

The boundary and initial conditions for the differential equations 4.11 and 4.12 are given
by

\[ A(x, 0) = 0, \quad x \in [0, 1] \] (4.14)
\[ B(x, 0) = 0, \quad x \in [0, 1] \] (4.15)
\[ A(0, t) = f(t), \quad t \geq 0 \] (4.16)

where \( f \) is any specified function. The reaction/convection number \( \zeta \) is the ratio between the reaction rate and the convection rate. For a small reaction/convection number \((\zeta \ll 1)\) the transport is 'reaction limited' and most of the analyte molecules are convected through the system before they can associate with the receptors at the active surface. For a large reaction/convection number \((\zeta \gg 1)\) the system becomes 'convection limited' and most of the analyte molecules bind at the beginning of the active surface.

The equations 4.11 and 4.12 define a mass balance between the bulk and the surface of the microfluidic channel similar to the one used in the reaction-dispersive model of column chromatography [151]. Under the assumption that the adsorption capacity is much larger than the reaction/convection number, i.e. \( \kappa \gg \zeta > 0 \), the governing equations 4.11 and 4.12 can be further simplified: the bound analyte concentration is expanded in powers of \( \kappa^{-1} \)

\[ B = B^{(0)} + \frac{1}{\kappa}B^{(1)} + \frac{1}{\kappa^2}B^{(2)} + \mathcal{O}(\kappa^{-3}) \] (4.17)

and inserted into equation 4.12 to get

\[ B_t^{(0)} = 0 \] (4.18)

From this it follows that \( B_t = 0 \) in first order and that the nondimensional bound concentration \( B \) is staying close to the initial value of 0, i.e. \( B = \mathcal{O}(\kappa^{-1}) \). This suggests that the bound concentration \( B \) can be removed from the right side of equations 4.11 and 4.12. However, when the analyte plug has passed a point on the active surface, i.e. the unbound analyte concentration above that point is zero, or when there is a local equilibrium between the unbound and bound analyte concentration, the dissociation term can not be ignored. In the case of a local equilibrium between the unbound and bound analyte concentration the association and dissociation terms in equations 4.11
and 4.12 are equal and thus

$$A(1 - B) = \bar{K}_d B$$

$$\Rightarrow A = \bar{K}_d \frac{B}{1 - B} = \bar{K}_d \mathcal{O}(\kappa^{-1})$$

(4.19) (4.20)

From this it follows that

$$A(1 - B) - \bar{K}_d B = \bar{K}_d (\mathcal{O}(\kappa^{-1}) - \mathcal{O}(\kappa^{-2})) - \bar{K}_d \mathcal{O}(\kappa^{-1})$$

(4.21)

which shows that the nondimensional bound concentration $B$ can only be removed from the association term in equation 4.11 and 4.12 and not from the dissociation term. This step which is in line with much of the previous publications reviewed in section 3.4 transforms the second order kinetics into first order kinetics. This removes the nonlinearity from the system of governing equations and the resulting linear differential equations can be solved analytically. Briefly, the Laplace transform reduces the partial differential equation 4.11 to an ordinary differential equation which can be solved analytically. The inverse Laplace transform of this analytical solution generates the solution to the original equation.

The Laplace transform [181] of the equations 4.11 and 4.12 gives

$$s\tilde{A} + \tilde{A}_x = -\zeta(\tilde{A} - \bar{K}_d \tilde{B})$$

(4.22)

$$s\tilde{B} = \frac{\zeta}{\kappa}(\tilde{A} - \bar{K}_d \tilde{B})$$

(4.23)

where $\tilde{A}(x, s)$ and $\tilde{B}(x, s)$ are the Laplace transforms of $A(x, t)$ and $B(x, t)$, respectively. Extending the derivation from Orszaghoova [182] for an adsorption capacity $\kappa \neq 1$ the two equations are combined to get an ordinary differential equation for $\tilde{A}$

$$\tilde{A}_x = \tilde{A} \left( -\zeta - s + \frac{\zeta^2 \bar{K}_d}{s\kappa + \zeta \bar{K}_d} \right)$$

(4.24)

Integrating this equation directly gives

$$\tilde{A} = \tilde{f} \exp \left( -\zeta x - sx + \frac{\zeta^2 \bar{K}_d x}{s\kappa + \zeta \bar{K}_d} \right)$$

(4.25)

where $\tilde{f}$ is the Laplace transform of the boundary condition 4.16. Applying the convolution theorem and the second shift theorem the inverse Laplace transform of $\tilde{A}$ is given
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by

\[ A = e^{-\zeta x} \int_0^t e^{-\frac{\zeta K_d r}{\kappa}} f(t - x - r) \hat{H}(t - x - r) \]

\[ \left( \delta(r) + \sqrt{\frac{\zeta^2 K_d x}{\kappa r}} I_1 \left( 2 \sqrt{\frac{\zeta^2 K_d x r}{\kappa}} \right) \right) dr \]

where \( I_1 \) is the modified Bessel function of the first kind and \( \hat{H} \) the Heaviside step function. By replacing the arbitrary sample injection \( f \) with a short sample impulse defined by the Dirac delta function \( \delta \) the integral can be solved analytically

\[ A(x, t) = e^{-\zeta x} \hat{H}(t - x) \delta(x - t) \]

\[ + e^{-\zeta x - \frac{\zeta K_d (t-x)}{\kappa}} \sqrt{\frac{\zeta^2 K_d x}{\kappa(t-x)}} I_1 \left( 2 \sqrt{\frac{\zeta^2 K_d x (t-x)/\kappa}{1 - \hat{H}(x-t)}} \right) . \]

The first summand describes how the initial analyte plug travels down the channel and associates with the surface immobilised receptors. The second term of the sum describes a secondary plug which develops for \( t > x \). This analyte plug consists of analyte which was already bound to the surface and dissociated. Figure 4.4 shows the distribution of unbound analyte along the channel for different values of \( \zeta \) and at different times \( t \). The plot shows that the analyte plug moves slower than the buffer flow velocity

![Figure 4.4](image-url)

**Figure 4.4:** Plot of the unbound analyte concentration \( A \) calculated from equation 4.28 along the length of the channel for various times \( t \). The plots are normalised with the maximal analyte concentration for \( t = 0.1 \). Parameters: (left) \( \zeta = 10, \kappa = 10, K_d = 10 \), (right) \( \zeta = 100, \kappa = 10, K_d = 10 \) (\( u = 1 \)). It can also be seen that the plug disperses. This dispersion is entirely due to
the adsorption/desorption of analyte at the active surface because axial diffusion was neglected in the governing equations. The dispersion in the left plot of figure 4.4 is much larger than in the right plot which is due to the lower reaction/convection number \( \zeta \) compared to the right-hand side plot. The two effects of a lower reaction/convection number are the longer existence of the initial plug and the slower rebinding of the secondary plug. Both mechanisms lead to a larger dispersion of the analyte plug. The drop in analyte concentration observed for \( t = 0.1 \) in the left-hand side plot is an artifact due to the omission of axial diffusion in the calculations.

The Laplace transform for the analyte concentration given by equation 4.25 is inserted into the equation for the bound analyte concentration 4.23 which can be rearranged to

\[
\tilde{B} = \frac{\zeta}{\kappa s + \zeta K_d} \tilde{A}.
\]  

(4.29)

Following similar steps to those for the analyte \( A \) the Laplace transform can be inverted to get

\[
B = \frac{\zeta e^{-\zeta x}}{\kappa} \int_0^t e^{-\zeta K_d r/\kappa} I_0(2\sqrt{\zeta^2 K_d x r/\kappa}) f(t - x - r) \hat{H}(t - x - r) dr
\]  

(4.30)

where \( I_0 \) is the modified Bessel function of first kind and \( \hat{H} \) the Heaviside step function.

By replacing the analyte input \( f \) with the Dirac delta \( \delta \) the integral can be evaluated to get the explicit solution

\[
B(x, t) = \frac{\zeta e^{-\zeta x} e^{-\zeta K_d(t-x)/\kappa} I_0(2\sqrt{\zeta^2 K_d x(t-x)/\kappa})(1 - \hat{H}(x-t))}{\kappa}.
\]  

(4.31)

Figure 4.5 shows a plot of the bound analyte concentration for different values of \( \zeta \) and at different times \( t \). This plot shows that the bound analyte concentration \( B \) behaves similar to the unbound analyte concentration \( A \). A slight difference can be seen in the left-hand side plot where the peak of the bound analyte concentration for \( t = 0.1 \) is less advanced than the peak of the corresponding analyte concentration also shown in figure 4.5. This slight lag of the peak of the bound analyte concentration is again due to the lower value of the reaction/convection number, i.e. the peak of the analyte concentration in figure 4.4 is given by the initial analyte plug while the peak in the bound analyte concentration in figure 4.5 corresponds to the position of the peak in the secondary analyte plug.
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Figure 4.5: Plot of the bound analyte concentration $B$ calculated from equation 4.31 along the length of the channel for various times $t$. The left plot shows also the normalised unbound analyte concentration $A$ at $t = 0.1$. The plots are normalised with the maximal bound concentration for $t = 0.1$. Parameters: (left) $\zeta = 10$, $\kappa = 10$, $\bar{K}_d = 10$, (right) $\zeta = 100$, $\kappa = 10$, $\bar{K}_d = 10$

4.3.2 Verification of the simplifications

The simplification of the governing equations 4.1 - 4.3 are based on the assumptions that the analyte concentration is constant over the height of the microfluidic channel for a small enough Graetz number ($Gz \ll 1$) and that the concentration of free receptor molecules is constant for a large adsorption capacity ($\kappa \gg 1$). Here, numerical simulations are performed to verify the simplifications and to find limits for the sufficient values of the Graetz number and the adsorption capacity. The numerical simulations provide the solution of the full problem given by equations 4.1-4.3 which includes second order kinetics, the parabolic flow profile and diffusion. For details about the implementation of the numerical simulations see appendix B.

The required Graetz number for which the analyte concentration is uniform across the height of the microfluidic channel depends on the value of the Damköhler number. For a Damköhler number much larger than 1 the systems is 'diffusion limited' (see section 3.4) and a depleted boundary layer develops. For the assumption of a uniform analyte concentration to be accurate the Damköhler number has to be smaller or at least not much larger than 1. The left plot of figure 4.6 shows the relative error of
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the bound concentration for the Graetz number $Gz = 0.05$ and various values of the reaction/convection number. It can be seen that this value of the Graetz number is sufficient to keep the relative error in the bound concentration below 0.1 for most of the channel. The right plot of figure 4.6 shows that for a Graetz number $Gz = 0.05$ and a
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**Figure 4.6:** (left) Plot of the relative error between the analytical solution of the bound analyte concentration given by equation 4.31 and numerical simulations of the full problem for different values of the reaction/convection number $\zeta$. (right) 2D plot of the simulated bulk concentration $A_s$ for $Da = \zeta Gz = 2$. Parameters: (left) $Gz = 0.05$, $\kappa = 100$, $\bar{K}_d = 20$, $\lambda = 1$, $t = 2$, (right) $Gz = 0.05$, $\kappa = 100$, $\bar{K}_d = 20$, $\lambda = 1$, $t = 3$, $\zeta = 40$

Damköhler number $Da = 2$ the concentration of the analyte plug is almost uniform over the height of the channel. If the Graetz number is increased the relative error increases and the analyte plug moves much faster at the top of the channel compared to the bottom. A further point worth noticing is that the width of the analyte plug is reduced from the original width $\lambda = 1$ to a width less than 0.5. This is due to the reduced plug velocity over the active receptor patch and will be explored in section 4.5.2.

For the adsorption capacity the stationary case ($u = 0$) and nonstationary case ($u \neq 0$) are considered. In the stationary case which corresponds to $Gz = 0$ the adsorption capacity $\kappa$ is the inverse of the maximal bound fraction of the receptor molecules which is only reached for systems with no detachment ($\bar{K}_d = 0$). This means that for $\kappa = 100$ maximal 1% of the surface immobilised receptor molecules are occupied. For flow through systems the situation becomes more complicated and the analyte plug length $\lambda$ has to be taken into account. For analyte plugs which are shorter than the
active surface the requirement of a large adsorption capacity ($\kappa \gg \zeta > 0$) is sufficient to ensure first order kinetics. However, for analyte plugs which are long compared to the active surface ($\lambda \gg 1$) the requirement of a large adsorption capacity is not sufficient. The additional requirement that the analyte concentration is much smaller than the dissociation constant $K_d$ ($\bar{K}_d \gg 1$), in which case equation 3.28 shows that $B_{eq} \ll X_0$, is needed. Figure 4.7 shows the relative error between a simulation based on the linear, first order binding kinetics and a simulation based on the nonlinear, second order kinetics for different values of $\kappa$. Both plots are for a plug length equal to the length of the active surface but have different values of the reaction/convection number $\zeta$ and the nondimensional dissociation constant $\bar{K}_d$. The right plot of figure 4.7 shows that even for $\bar{K}_d = 1$ and $\zeta = 50$ an adsorption capacity of $\sim 200$ is sufficient to keep the relative error below 1% for most of the active surface. Furthermore, the plot suggests that the strong requirement on the relationship between the adsorption capacity and the reaction/convection number, i.e. $\kappa \gg \zeta$, can be relaxed. For separation applications the plug length would be much smaller than the length of the active receptor patch so that $\kappa = 200$ is sufficient to ensure that the first order binding kinetics are applicable.

**Figure 4.7:** Plot of the relative error between the simulated bound analyte concentration for second order and first order kinetics for different values of the adsorption capacity $\kappa$. Parameters: (left) $G_z = 0.05$, $\bar{K}_d = 0.1$, $\lambda = 1$, $t = 3$, $\zeta = 1$, (right) $G_z = 0.05$, $\bar{K}_d = 1$, $\lambda = 1$, $t = 3$, $\zeta = 50$. 
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Plots of the unbound analyte concentration like the one in figure 4.4 showed that for large values of $\zeta$ the analyte plug moves more slowly than the fluid velocity. The resulting retention of the analyte plug can be exploited to produce a separation device. For the design of such a separation device it would be beneficial to translate the analyte concentration distribution which is given by equation 4.28 into expressions for the plug velocity and plug dispersion.

4.4.1 Derivation

To find a simple, analytical expression for the plug velocity the unwieldy equation 4.28 for the unbound analyte concentration $A$ has to be simplified. Under the prerequisite of fast adsorption the first summand of equation 4.28 quickly goes to zero and only the second summand which is zero for $t < x$ has to be considered. For $t > x$ the bulk analyte concentration $A$ reduces to

$$A = e^{-\zeta x + \zeta K_d (x-t)/\kappa} \sqrt{\frac{\zeta^2 K_d x}{\kappa (t-x)}} I_1 \left( 2 \sqrt{\zeta^2 K_d x (t-x)/\kappa} \right)$$

(4.32)

For $w = 2\sqrt{\zeta^2 K_d x (t-x)/\kappa} \gg 1$ the Bessel function can be approximated in first order through $I_1(w) \approx \frac{e^w}{\sqrt{2\pi w}}$ [183]. Inserting this into equation 4.32 gives the following approximation

$$A \approx \sqrt{\frac{\zeta^2 K_d x}{\kappa (t-x)}} \frac{e^{2\sqrt{\zeta^2 K_d x (t-x)/\kappa} - \zeta x + \zeta K_d (x-t)/\kappa}}{\sqrt{2\pi} 2\sqrt{\zeta^2 K_d x (t-x)/\kappa}}$$

$$= \frac{\sqrt{\zeta \sqrt{K_d}}}{4\pi \sqrt{\kappa}} \sqrt{\frac{x}{(t-x)^{3/2}}} e^{2\sqrt{\zeta^2 K_d x (t-x)/\kappa} - \zeta x + \zeta K_d (x-t)/\kappa}$$

(4.33)

which is justified for fast binding and for $t > x$. In the following analysis the first and the second factor are neglected because the first is constant and the second is monotonic increasing in $x$ with a small gradient. The exponential factor $E(x,t) = e^{2\sqrt{\zeta^2 K_d x (t-x)/\kappa} - \zeta x + \zeta K_d (x-t)/\kappa}$ on the other hand is the governing factor for the analyte concentration distribution along the channel length.
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The position of the maximum of equation 4.33 should travel with the speed of the analyte plug. Thus finding the maximum position over time will allow the calculation of the plug velocity. The necessary condition for the position of the maximum is that the first derivative is zero. Differentiating the exponential factor $E$ with respect to $x$ and equating to zero produces an algebraic equation for the position of the peak analyte concentration

$$0 = E(x, t) \left( \zeta(\bar{K}_d / \kappa - 1) + \sqrt{\zeta^2 \bar{K}_d / \kappa} \frac{t - 2x}{\sqrt{x(t - x)}} \right)$$

(4.34)

$$\Rightarrow \quad 0 = x^2 - xt + \frac{t^2}{2 + \bar{K}_d / \kappa + \kappa / \bar{K}_d} = \left( x - \frac{t}{1 + \kappa / \bar{K}_d} \right) \left( x - \frac{t}{1 + K_d / \kappa} \right)$$

(4.35)

Solving this equation gives two different analyte plug velocities

$$u_p = \frac{x}{t} = \frac{1}{1 + \kappa / \bar{K}_d} = \frac{1}{1 + \frac{k_d X_0}{k_a H}}$$

(4.36)

$$\tilde{u}_p = \frac{x}{t} = \frac{1}{1 + K_d / \kappa} = \frac{1}{1 + \frac{k_d H}{k_a X_0}}$$

(4.37)

The plots of the unbound analyte concentration $A$ in figure 4.4 show that the analyte plug is travelling with one discrete velocity. Therefore only one of the two velocities 4.36 and 4.37 describes the plug movement while the second velocity was introduced through squaring of equation 4.34. By inserting the two velocities, i.e. the two relationships between $x$ and $t$, into equation 4.34 the second velocity 4.37 can be ruled out through the following sign argument

$$\zeta(1 - \bar{K}_d / \kappa) \sqrt{x(t - x)} = (t - 2x) \sqrt{\zeta^2 \bar{K}_d / \kappa}$$

(4.38)

$$\Rightarrow \quad \text{sign} \left( 1 - \bar{K}_d / \kappa \right) = \text{sign} \left( t - 2x \right)$$

(4.39)

From equation 4.39 it follows that

$$\frac{x}{t} > 0.5 \quad \Rightarrow \quad \bar{K}_d > \kappa \quad \Rightarrow \quad u_p = \frac{x}{t} > 0.5, \tilde{u}_p = \frac{x}{t} < 0.5$$

(4.40)

$$\frac{x}{t} < 0.5 \quad \Rightarrow \quad \bar{K}_d < \kappa \quad \Rightarrow \quad u_p = \frac{x}{t} < 0.5, \tilde{u}_p = \frac{x}{t} > 0.5$$

(4.41)

This clearly shows a contradiction for the second velocity 4.37 and thus only the expression 4.36 describes the velocity of the peak concentration of the analyte plug.

The simple approximation 4.36 for the velocity depends only on the channel height, surface immobilised receptor concentration and the dissociation constant. Figure 4.8
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\[ D_{\text{diss}} \cdot K_{\text{d}} = 10^\text{5} \]
\[ \frac{X_0}{H} = 10^\text{-5} \]
\[ \frac{X_0}{H} = 10^\text{-6} \]
\[ \frac{X_0}{H} = 10^\text{-7} \]
\[ \frac{X_0}{H} = 10^\text{-8} \]

Figure 4.8: Plot of the plug velocity \( u_p \) calculated from equation 4.36. The plotted ratios \( \frac{X_0}{H} \) cover the range of possible surface immobilised receptor concentrations and channel heights.

shows the resulting plug velocity for a feasible range of parameters. The figure shows that the dissociation constant of the analyte-receptor pair should be in the range \( 10^{-5} - 10^{-8} \) M. For weaker interactions the retention of the analyte is not sufficient for the separation of proteins while for stronger interactions it is difficult to elute the analyte from the separation channel. Analyte-receptor pairs with a dissociation constant in this range have been employed in so called weak affinity chromatography [167].

The ratio of the adsorption capacity \( \kappa \) and the nondimensional dissociation constant \( \bar{K}_{\text{d}} \) defines the nondimensional channel capacity

\[ \xi = \frac{\kappa}{\bar{K}_{\text{d}}} = \frac{k_a X_0}{k_{\text{d}} H} \] (4.42)

The channel capacity is a measure for the retention of an analyte plug in microfluidic affinity separation systems. For \( \xi \ll 1 \) the analyte plug is only weakly retained and the plug velocity approaches the buffer velocity. For \( \xi \gg 1 \) the analyte plug is strongly retained and the plug velocity goes to zero.

Figure 4.4 shows that the analyte plug broadens as it moves along the channel. The original analyte impulse develops into a Gaussian function with increasing variance \( \sigma^2 \). This is expected because the Dirac delta function can be seen as the limit \( \sigma \to 0 \) of the Gaussian function. A common quantification for the width of an impulse is the full width at half maximum (FWHM) which is the distance between the two points where
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the impulse has half its maximal value. For the Gaussian function this width is related to the variance and given by FWHM = 2√2 log 2σ. To get a measure for the width of the slowed analyte plug the second derivative of equation 4.33 is calculated and analysed at the position of the maximum because the variance σ² of the Gaussian function is proportional to the second derivative. The second derivative of the exponential function E from equation 4.33 is given by

\[ E''(x, t) = e^{2\sqrt{\zeta_2 K_d x(t-x)/\kappa - \zeta_2 K_d (x-t)/\kappa}} \left( -\zeta_2 + \frac{\zeta_2 K_d (t-x) - \zeta_2 K_d}{\sqrt{\zeta_2 K_d \kappa x(t-x)}} \right) \]

where the exponential factor which is equal to 1 at the peak of the analyte plug is scaled by the subsequent terms. The first three terms represent the first derivative of the exponential term E which is zero at the peak of the analyte plug. Therefore only the last two terms of the sum which will give a measure of the standard deviation σ have to be analysed. At the location of the peak which is given by equation 4.36 the last two terms reduce to the variance

\[ E''(x, (1 + \xi)x) = \sigma^2 = t \frac{2\zeta^2}{\zeta(1 + \xi)^3} = x \frac{2\zeta^2}{\zeta(1 + \xi)^2} \]

This shows that the standard deviation σ and therefore the plug dispersion is dependent on \( \sqrt{t} \) and the nondimensional device parameters ξ and ζ.

4.4.2 Numerical verification of the simplifications

In the last section a simplified model of the transport and reaction of an analyte plug in a microfluidic channel with surface immobilised receptors was developed. Several simplifying assumptions have been used to reach the analytical solution. In this section the model predictions are compared with numerical simulations. The numerical simulations will use the full 2D model including diffusion and second order kinetics. All plots of the simulated analyte concentration \( A_s \) in this chapter show the simulated analyte concentration at half the channel height, i.e. \( y = 0.5 \). For the implementation and validation of the numerical simulations see appendix B.
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First the minimal value for the reaction/convection number $\zeta$ so that the simplification of equation 4.28 is justified has to be found. The approximation of the Bessel function is not the limiting factor because the approximation shows for $w > 1$ the same qualitative behaviour and only a small quantitative deviation from the Bessel function. The limiting factor for this simplification is the fast binding of the initial analyte plug so that the first summand in equation 4.28 can be neglected. Figure 4.9 shows the unbound analyte concentration for various values of the reaction/convection number. It can be seen in the left plot of figure 4.9 that the concentration distribution changes considerably from $\zeta = 5$ to $\zeta = 15$ while the peak position is fairly constant for $\zeta \geq 15$. For $\zeta = 20$ about 86% of the analyte binds in the first 10% of the channel length. Values in this range are possible for antigen-antibody interactions in shallow microfluidic channels. The right plot of figure 4.9 shows the peak position over time. The resulting plot converges to the linear slope given by equation 4.36 for increasing $\zeta$. The 'kink' in the right plot is due to the first summand in equation 4.28. For low values of the reaction/convection number $\zeta$ the interaction at the active surface is not fast enough and thus the first summand in equation 4.28 which represents the initial analyte plug does not go to zero quick enough. This initial analyte plug moves through the channel with the buffer velocity which is 1 in this nondimensional plot. At the 'kink' the value...
of the initial analyte plug is equal to the value of the secondary analyte plug which after this point dominates the device behaviour. For larger values of $\zeta$ the 'kink' moves closer to the origin. The figure indicates that the interaction between the analyte and surface immobilised receptors is fast enough and thus the analysis from the last section valid for $\zeta > 15$. In the remainder of this section the slightly higher value of $\zeta = 25$ is used. Feasible values for the Graetz number $G_z$ and the adsorption capacity $\kappa$ so that the approximations are valid were discussed in section 4.3.2. In the subsequent simulations $G_z = 0.05$ and $\kappa = 250$ which fulfil the prerequisites are used.

The derivation of the solution is based on an analyte impulse given through the Dirac delta function $\delta$. This is clearly not physically possible because every analyte plug would have nonzero width and finite concentration. However, the simulations are performed with an analyte plug whose length $\lambda$ is short in comparison to the channel length $L$. This generalisation is reasonable for the linearised system with high adsorption capacity as shown in the left-hand plot of figure 4.10. The position of the analyte plug is almost identical for the analytical solution $A$ of the simplified problem and the numerical solution $A_s$ of the full problem which indicates that the model is applicable to
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starting plugs with nonzero width. For details of the implementation in COMSOL Multiphysics 3.4 (COMSOL AB, Stockholm, Sweden) see appendix B. Furthermore, once the analytical and numerical solutions are normalised at one time point the solutions at other time points have the same amplitude. The subsequent simulations are carried out with a starting plug width of $\lambda = 0.05$. A further reduction in the starting plug width $\lambda$ would increase the numerical complexity without providing additional information.

The right-hand side of figure 4.10 shows a plot of the unbound analyte concentration for fixed values of $\zeta$ and $t$ but for two values of the channel capacity $\xi$. The peak position of the analytical and the simulated analyte plug agree with the predicted peak positions from the analytical expression for the plug velocity 4.36. Similar plots for values of $\xi$ between 0.05 and 100 (data not shown) also confirm the analytical plug velocity.

The larger width of the analyte plug given by the numerical simulations is due to the nonzero starting plug width compared to the Dirac impulse for the analytical model and the axial diffusion which is neglected in the analytical model. However, it has been shown that for linear binding kinetics and fast reactions the effects of axial diffusion and mass transfer resistance are additive [184]. The two dispersive effects both lead to a Gaussian distribution in the concentration. For fast reaction and diffusion these effects are independent and the variance of the resulting Gaussian is the sum of the variance for the axial diffusion and the mass transfer resistance. This is used in section 4.5 to calculate the total width of the analyte plug.

The analytical expression for the plug width 4.44 is now compared with the FWHM of the analytical solution 4.28 and the FWHM of the numerical simulation. Figure 4.11 shows the peak width of the analyte plug for different values of the two governing nondimensional parameters $\zeta$ and $\xi$. The development of the plug dispersion over time in figure 4.11 correlates with equation 4.44. The dispersion is inversely proportional to the square root of the reaction/convection number $\zeta$ as shown in the left plot of figure 4.11. From this it is clear that fast adsorption is crucial to keep the plug dispersion as small as possible. The right plot of figure 4.11 shows that the dispersion is maximal for $\xi = 2$ which is the maximum of $\xi^2(1 + \xi)^{-3}$ and that the dispersion is proportional to the square root of $\xi^2(1 + \xi)^{-3}$. Furthermore the FWHM matches with good accuracy the FWHM of the Gaussian function stated earlier. The 'kinks' in the plot are again
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**Figure 4.11:** Plots of the FWHM of the unbound analyte plug calculated from equation 4.28 for (left) different values of the reaction/convection number $\zeta$ and (right) different values of the channel capacity $\xi$. Parameters: (left) $\xi = 1$, (right) $\zeta = 25$

due to the limited value of the reaction/convection number $\zeta$ (see figure 4.9); briefly, for a small value of $\zeta$ the initial analyte plug, which moves with the buffer velocity, does not go to zero quick enough and thus increases the dispersion of the analyte plug.

The comparison of the analytical analyte concentration $A$ and the simulated analyte concentration $A_s$ in figure 4.10 shows that the simulated analyte plug disperses faster than predicted by the analytical solution. This is due to the neglected axial diffusion in the analytical model. Table 4.1 compares the FWHM for a slowed and a non-slowed simulated analyte plug along the length of the channel. The data shows that the width of both the slowed and the non-slowed plug increase proportional to the square root of the distance along the channel. Only the proportionality constant for the slowed plug is larger than the proportionality constant for the non-slowed plug. This shows that the two dispersive effects, adsorption/desorption and axial diffusion, are additive in the here studied case.

### 4.4.3 Results

The derived analytical expressions for the analyte plug velocity 4.36 and the plug dispersion 4.44 are sufficient to describe the behaviour of analyte plugs in microfluidic affinity separation systems with small Graetz number and large adsorption capacity.
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<table>
<thead>
<tr>
<th>Position</th>
<th>FWHM slowed plug</th>
<th>FWHM non-slowed plug</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.04</td>
<td>0.070</td>
<td>0.065</td>
</tr>
<tr>
<td>0.08</td>
<td>0.095</td>
<td>0.085</td>
</tr>
<tr>
<td>0.12</td>
<td>0.110</td>
<td>0.100</td>
</tr>
<tr>
<td>0.16</td>
<td>0.120</td>
<td>0.105</td>
</tr>
<tr>
<td>0.20</td>
<td>0.125</td>
<td>0.110</td>
</tr>
<tr>
<td>0.24</td>
<td>0.130</td>
<td>0.115</td>
</tr>
<tr>
<td>0.28</td>
<td>0.140</td>
<td>0.120</td>
</tr>
<tr>
<td>0.32</td>
<td>0.145</td>
<td>0.125</td>
</tr>
<tr>
<td>0.36</td>
<td>0.150</td>
<td>0.125</td>
</tr>
<tr>
<td>0.40</td>
<td>0.155</td>
<td>0.125</td>
</tr>
<tr>
<td>0.44</td>
<td>0.160</td>
<td>0.130</td>
</tr>
</tbody>
</table>

Table 4.1: Comparison of the FWHM for a slowed and non-slowed pulse at the same position along the channel. The slowed pulse travels down the channel with 20% of the buffer velocity.

Parameters: $Gz = 0.01$, $\kappa = 333$, $\bar{K}_d = 83$, $\lambda = 0.005$, $\zeta = 2000$

The ongoing trend of miniaturisation in microfluidic systems leads to ever-decreasing channel heights [152] so that the prerequisites of the presented model can be fulfilled.

The presented results fit in with the established theory for column chromatography [151]. By comparing equation 4.36 with the equation for the band velocity

$$U_{band} = U \frac{1}{1 + k} = U \frac{1}{1 + \frac{C_s V_s}{C_m V_m}}$$  \hspace{1cm} (4.45)

it is clear that the nondimensional channel capacity $\xi$ is related to the column capacity ratio of liquid chromatography

$$k = \frac{C_s V_s}{C_m V_m}$$  \hspace{1cm} (4.46)

Here $C_s$ and $C_m$ are the analyte concentration in the stationary and mobile phase and $V_s$ and $V_m$ are the volume of the stationary and mobile phase, respectively. This shows that the term $k_a X_0$ corresponds to the stationary phase while $k_d H$ corresponds to the mobile phase.
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The reduction in the analyte plug velocity depends on the ratio of analyte in the bulk and of analyte bound to the active surface, i.e. the higher the percentage of analyte bound at the active surface the slower the analyte plug velocity. This mass balance between the bulk and bound analyte can be seen in the right-hand plot of figure 4.10 where the slower analyte plug has a smaller amplitude. A similar result to equation 4.36 was derived by Gervais and Jensen [131] from a mass balance between the bulk and the active surface

\[ u = \frac{x}{t} = \frac{1}{1 + \frac{k_a X_0}{k_d H + k_a H}} \]  

(4.47)

This result is valid for a continuous analyte input but can also be applied to the situation of a short analyte plug. An advantage of the derivation presented here is the explicit dependency of the expression for the plug dispersion 4.44 on the channel capacity and reaction/convection number. Furthermore, the expression for the plug dispersion is similar to the expression describing the dispersion due to mass transfer from the mobile to the stationary phase in open-tubular systems

\[ k_m = \frac{1}{N} \frac{f_0 + f_1 k + f_2 k^2}{(1 + k)^2} \]  

(4.48)

where \( f_0, f_1, f_2 \) and \( N \) are constants depending on the device geometry and flow characteristic [185]. This shows that the two analytical expressions 4.36 and 4.44 can be used in the established theory of column chromatography to design and optimise open microfluidic affinity separation systems [186; 187].

4.5 Design of a microfluidic separation system

4.5.1 Design idea and setup

The study of the human proteome requires efficient separation systems for thousands of proteins from limited sample volumes (section 2.2). Ideally the separation system would consist of many parallel separation channels which each contain several sequential separation stages. Such an integrated microfluidic affinity separation system has the potential to fulfil the requirements on sensitivity, sample consumption and high integration. However, the design of multiplexed separation systems requires either many trial
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and error steps or extensive numerical simulations. Here an analytical design strategy for the design of such a separation device with multiple separation lanes and multiple, different receptor patches in each lane is presented.

A schematic top view diagram of the proposed separation device is shown in figure 4.12. The separation channel is divided into lanes which are again divided into patches $a_{ij}$ of varying length and with different surface immobilised receptor molecules. The length of the receptor patches is given through $a_{ij}$ where $i$ is the lane number and $j$ specifies the receptor molecule, i.e. patches with the same value of $j$ have the same type of surface immobilised receptor molecules. The receptor patches have different lengths which are to be determined to achieve an optimal separation of the target analytes. In this optimisation the patch lengths are restricted by the minimal patch length $L_p$ and the maximal patch length $L$. It will be shown in section 4.5.2 that the ratio of the maximal patch length $L$ to the minimal patch length $L_p$ directly influences the ratio of the smallest to the largest channel capacity the channel can detect. Here the channel capacity refers to the analyte with this channel capacity, i.e. the smallest channel capacity refers to the analyte with the smallest channel capacity. Furthermore, patches with different receptor molecules have different surface immobilised receptor concentrations $X_{0j}$ and different dissociation constants $K_{jk}$ for different analytes $A_k$. A sample plug is injected from the left and flowed through the separation channel with length $L$ to the detection region of length $L_d$. Depending on the detection method used each lane

Figure 4.12: Top view of the proposed separation device. Shown are 4 separation lanes with different receptor patches $a_{ij}$ and the detection region $L_d$. Each lane in the detection region can be split into several detection spots $d_{ik}$. 

of the detection region can be split into several detection spots \( d_{ij} \). In figure 4.12 each lane is split into 3 detection spots but this number can vary depending on the detection method and fabrication constraints. In the following analysis \( a_{ij} \) and \( d_{ij} \) specify both the patch as well as the patch length and the meaning is clear from the context.

Once the different analyte molecules are separated they have to be quantified. While most methods developed for chromatography and electrophoresis can be used, laser-induced fluorescence and mass spectrometric detection offer the highest sensitivity and resolution and are therefore most suitable (section 2.5). Laser-induced fluorescence can be performed in an on-line manner where the analytes are analysed when they leave the separation channel. In this case the detection region \( L_d \) corresponds to the duration of the detection and the detection spots \( d_{ij} \) correspond to different capture frames. Mass Spectrometric Imaging (MSI) a variant of MALDI-MS offers slightly lower sensitivity than LIF but without the need for labelling [119]. Once the analytes are in the detection region the flow is stopped and the substrate is allowed to dry. The MALDI matrix is applied to the dry substrate and the detection is performed in a commercial mass spectrometer. By this technique the detection region is divided into several detection spots whose size is limited by the spatial resolution of the mass spectrometer. The lower limit for the spot size is about 50 \( \mu \)m and a typical resolution is between 100 \( \mu \)m and 200 \( \mu \)m [120]. For both detection methods, LIF and MSI, the detection region is split into \( N \) detection spots or detection frames. For a finite number \( N \) of detection spots \( d_{ij} \) the peak of the analytes with the smallest and largest channel capacities should be in the middle of the last and first detection spot, respectively. This reduces the separation range of the lane and \( L_d \) has to be replaced with \( \tilde{L}_d = \frac{N-1}{N} L_d \).

Most of the microfabrication methods reviewed in section 2.3 are suitable for the fabrication of microfluidic affinity separation devices because the fluidic structures are fairly simple and have large feature sizes (\( > 10 \mu \)m). The main restrictions on the fabrication methods stem from device operation parameters, such as applied pressure, used detection method and receptor immobilisation (see chapter 2). The theoretical framework presented here is independent of the detection and microfabrication methods.

The design of the microfluidic system is constrained by fabrication limitations and
the following three equations

\[ \zeta = \frac{k_a L_p X_0}{HU} > 20 \]  
\[ Gz = \frac{H^2 U}{L_p D} < 1 \]  
\[ x_d \sim \sqrt{\frac{2DL}{U}} < W_l \]  

The first two equations are the prerequisites for the model from section 4.4 while the third equation controls the cross lane diffusion. The necessary values for the flow velocity \( U \), minimal receptor patch length \( L_p \), separation channel length \( L \) and the lane width \( W_l \) have to be determined from these equations for a given analyte-receptor system.

The three equations illustrate that both the separation channel length \( L \) and the minimal patch length \( L_p \) depend directly on the flow velocity \( U \). Therefore the flow velocity has no influence on the separation ratio, i.e. the ratio between the maximal channel capacity and the minimal channel capacity the system can detect, of the device because the ratio between the maximal patch length and the minimal patch length defines the separation ratio (see section 4.5.2). The channel height, on the other hand, influences the minimal patch length and should be chosen as small as possible. For the examples in this section, the flow velocity and channel height are chosen to be \( U = 10^{-4} \text{ m s}^{-1} \) and \( H = 5 \mu \text{m} \), respectively. For this channel height, which can be reproducibly fabricated with current microfabrication methods (section 2.3), liquid chromatography in open microfluidic channels can achieve higher separation efficiencies than in packed microfluidic channels [188]. With this flow velocity and channel height the minimal patch length can be calculated for a given analyte-receptor pair. For the minimal association rate \( k_a = 10^5 \text{ M}^{-1} \text{ s}^{-1} \) and the minimal surface immobilised receptor concentration \( X_0 = 10^{-8} \text{ mol m}^{-2} \) the minimal patch length is given by \( L_p = 0.01 \text{ m} \).

The maximal separation channel length \( L \) is limited by the cross lane diffusion which can be estimated from equation 4.51. Once \( x_d \sim W_l \) the cross lane diffusion becomes significant. For a lane width \( W_l = 200 \mu \text{m} \) which corresponds to the resolution of MSI, a diffusion coefficient of \( D = 5 \times 10^{-11} \text{ m}^2 \text{ s}^{-1} \) and a flow velocity of \( U = 10^{-4} \text{ m s}^{-1} \) the maximal separation channel length is 0.04 m. This configuration gives only a separation ratio of \( L/L_p = 4 \). If a larger separation ratio is required the cross lane diffusion has
Design of a microfluidic separation system

4.5 Design of a microfluidic separation system

...to be restricted. This can be done by increasing the width of the lane or by physically splitting the lanes into separate channels. The latter approach is more feasible because it eliminates the cross lane diffusion completely. A further approach to increase the separation ratio is given by a decrease of the channel height. However, this will increase the requirements on the channel fabrication and reduce the sample loading capacity.

Table 4.2 summarises the variables and parameters for the proposed separation device. The given numerical values are either typical values for antibody-antigen systems or given by fabrication and design constraints.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Variable</th>
<th>Size</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{a,jk}$</td>
<td>Association rate constant</td>
<td>$10^5 - 10^6$</td>
<td>M$^{-1}$ s$^{-1}$</td>
</tr>
<tr>
<td>$k_{d,jk}$</td>
<td>Dissociation rate constant</td>
<td>$10^{-2} - 1$</td>
<td>s$^{-1}$</td>
</tr>
<tr>
<td>$K_{jk}$</td>
<td>Dissociation constant</td>
<td>$10^{-8} - 10^{-5}$</td>
<td>M</td>
</tr>
<tr>
<td>$H$</td>
<td>Channel height</td>
<td>$5 \times 10^{-6}$</td>
<td>m</td>
</tr>
<tr>
<td>$L_i$</td>
<td>Initial plug length</td>
<td>$\sim 10^{-4}$</td>
<td>m</td>
</tr>
<tr>
<td>$L_d$</td>
<td>Detection area length</td>
<td>$10^{-3} - 10^{-1}$</td>
<td>m</td>
</tr>
<tr>
<td>$L_p$</td>
<td>Minimal patch length</td>
<td>0.01</td>
<td>m</td>
</tr>
<tr>
<td>$L$</td>
<td>Separation channel length</td>
<td>$10^{-2} - 1$</td>
<td>m</td>
</tr>
<tr>
<td>$W$</td>
<td>Channel width</td>
<td>$\sim 10^{-3}$</td>
<td>m</td>
</tr>
<tr>
<td>$W_l$</td>
<td>Lane width</td>
<td>$2 \times 10^{-4}$</td>
<td>m</td>
</tr>
<tr>
<td>$U$</td>
<td>Mean flow velocity</td>
<td>$10^{-4}$</td>
<td>m s$^{-1}$</td>
</tr>
<tr>
<td>$u_p$</td>
<td>Reduced plug flow velocity</td>
<td>Predicted</td>
<td>1</td>
</tr>
<tr>
<td>$X_{0,j}$</td>
<td>Receptor concentration</td>
<td>$10^{-8} - 10^{-7}$</td>
<td>mol m$^{-2}$</td>
</tr>
<tr>
<td>$A_k$</td>
<td>Analyte concentration</td>
<td>$\leq 10^{-8}$</td>
<td>M</td>
</tr>
<tr>
<td>$D$</td>
<td>Diffusion coefficient</td>
<td>$5 \times 10^{-11}$</td>
<td>m$^2$ s$^{-1}$</td>
</tr>
</tbody>
</table>

Table 4.2: Variables for the proposed separation device

4.5.2 Governing equations for the separation

The design of the separation system is based on the simple, analytical expressions for the plug velocity 4.36 and the plug dispersion 4.44. First the analytical expression for
the plug velocity is used to calculate the separation distance between the peaks of two analytes plugs. After this the analytical expression for the plug dispersion is used to calculate the width of the two analyte plugs. Together this yields a measure for the separation between the two analyte plugs.

The analytical expression of the plug velocity 4.36 yields a measure of how long one analyte plug is retained in the separation channel. The retention time which is the extra time needed to reach the end of the separation channel due to the adsorption/desorption for one patch $a_{ij}$ is given through

$$t_{ik} = \frac{a_{ij} - a_{ij}}{u_p - a_{ij}} = a_{ij}(1 + \xi_{jk}) - a_{ij} = a_{ij}\xi_{jk}$$

with the channel capacity $\xi_{jk} = \frac{X_{0j}}{K_{jk}H}$. All variables here are nondimensional and derived through the nondimensionalisations:

$$a_{ij} = \bar{a}_{ij}L, \quad t = \bar{t}U/L, \quad u = \bar{u}U \quad \text{and} \quad L_p = \bar{L}_pL$$

where the bar indicates the dimensional variables. Extending this expression for multiple patches, lanes and analytes results in the following matrix description for the retention time

$$\begin{bmatrix}
a_{11} & a_{12} & \ldots & a_{1m} \\
a_{21} & a_{22} & \ldots & a_{2m} \\
\vdots & \vdots & \ddots & \vdots \\
a_{n1} & a_{n2} & \ldots & a_{nm}
\end{bmatrix}
\begin{bmatrix}
\xi_{11} & \ldots & \xi_{1l} \\
\xi_{21} & \ldots & \xi_{2l} \\
\vdots & \ddots & \vdots \\
\xi_{m1} & \ldots & \xi_{ml}
\end{bmatrix}
= \begin{bmatrix}
t_{11} & \ldots & t_{1l} \\
t_{21} & \ldots & t_{2l} \\
\vdots & \ddots & \vdots \\
t_{n1} & \ldots & t_{nl}
\end{bmatrix}$$

where $n$, $m$ and $l$ are the number of lanes, receptors and analytes, respectively. The nondimensional retention times $t_{ij}$ of analyte $j$ on lane $i$ can be directly related to the separation of two different analyte plugs. For example, the separation between the peaks of the two analytes $A_1$ and $A_2$ on lane $i$ can be calculated as

$$d_{i12} = |t_{i1} - t_{i2}|$$

The matrix equation 4.53 can be used to calculate the peak separation between different analytes and to design a separation system. The objectives for the separation of multiple analytes in a system with multiple receptor patches in each lane are:

1. Detection event: every analyte $A_k$ has at least one lane $i$ where $t_{ik} \in [t_d, t_d + \tilde{L}_d]$.

2. Analyte peaks are separated: for every lane $i$ all $t_{ik} \in [t_d, t_d + \tilde{L}_d]$ are different.
3. Maximal separation: for every lane \( i \) all \( t_{ik} \in [t_d, t_d + \tilde{L}_d] \) have maximal distance from each other

4. Short detection region: keep the detection length \( \tilde{L}_d \) as short as possible

5. Short separation region: keep the separation channel length \( L \) as short as possible

6. Low patch and lane count: use as few patches and lanes as possible

Here \( t_d = \min(t_{ij}) \) is the minimal retention time and \([t_d, t_d + \tilde{L}_d]\) is the detection window. The objectives are ordered by importance: the first three objectives ensure the efficient separation of different analytes while the last three objectives reduce the complexity and cost of the separation system.

The separation system can be design for two different cases. In the first case the channel capacities of the sample constituents are known. In this case the system is optimised so that as many analytes as possible are in the detection region. The second case is the separation of analytes with unknown channel capacities. In this case the system is designed so that the widest range of channel capacities falls into the detection region. In this work only the second case is considered which gives the maximal separable range of channel capacities. This case acts as a limiting case for the first case of known channel capacities, i.e. the analytes with known channel capacities are separable if they are in the maximal separable range of channel capacities.

For a one-patch system (\( m = 1 \), i.e. a system with only one type of receptor molecules) the maximal separable range of the channel capacities can be calculated from the minimal and maximal patch length. The retention time for the analyte with the lowest channel capacity on the lane with the longest patch plus the time needed to reach the end of the detection region has to be equal to the retention time for the analyte with the largest channel capacity on the lane with the shortest possible patch length

\[
a_{\text{min}} \xi_{\text{max}} = a_{\text{max}} \xi_{\text{min}} + \tilde{L}_d \tag{4.55}
\]

\[
\xi_{\text{max}} = \frac{a_{\text{max}} \xi_{\text{min}} + \tilde{L}_d}{a_{\text{min}}} \tag{4.56}
\]
where $\xi_{\text{min}}$ and $\xi_{\text{max}}$ are the minimal and maximal channel capacities for the system and $a_{\text{min}} = L_p$ and $a_{\text{max}} = 1$ are the minimal and maximal patch lengths. The length of the detection region is added to the retention time of the analyte with the lowest channel capacity because the maximal separation range is given if the analyte with the lowest channel capacity is at the end of the detection region while the analyte with the largest channel capacity is at the start of the detection region. The equation 4.55 allows the calculation of the separation range for a one-patch system from the separation channel length $L$, detection length $L_d$ and the shortest possible patch $L_p$. Furthermore, this equation shows that it would be beneficial to have the smallest channel capacity $\xi_{\text{min}}$ as small as possible because then the detection region length $\tilde{L}_d$ has a bigger impact on the maximal channel capacity $\xi_{\text{max}}$. The minimal channel capacity $\xi_{\text{min}}$ is reduced by a decrease of the surface receptor concentration $X_0$ or an increase of the channel height $H$. Unfortunately both options would reduce the reaction/convection number and might invalidate the requirement 4.49.

Next the number of lanes and the required distribution of receptor patch lengths to cover the whole separation range, i.e. $\xi \in [\xi_{\text{min}}, \xi_{\text{max}}]$, have to be determined. In the first lane the receptor patch with the maximal possible length, i.e. $a_{11} = 1$, is chosen. The retention time $t_d$ of the analyte with the lowest channel capacity on the longest patch $a_{11} = 1$ is given by

$$t_d = a_{11} \xi_{\text{min}}^{1}$$

This can be used to find the maximal channel capacity $\xi_{\text{max}}^{1}$ which can be detected on lane 1 through

$$\xi_{\text{max}}^{1} = \frac{t_d + \tilde{L}_d}{a_{11}} = \xi_{\text{min}}^{1} + \frac{\tilde{L}_d}{a_{11}}$$

where $\xi_{\text{min}}^i$ and $\xi_{\text{max}}^i$ are the minimal and maximal channel capacities of lane $i$. The maximal channel capacity of lane $i$ has to be equal to the minimal channel capacity of lane $i + 1$ to cover the whole range of channel capacities, i.e. $\xi_{\text{min}}^{i+1} = \xi_{\text{max}}^{i}$ for all $i$. With this choice the patch lengths $a_{21}, \ldots, a_{n1}$ can be calculated iteratively. The separation range $\xi_{\text{max}}^i - \xi_{\text{min}}^i$ of lane $i$ is inversely proportional to the patch length $a_{i1}$ so that the separation range increases with decreasing patch length. This increase of the separation range leads to a decrease in the resolution of the individual detection spots because a larger range of channel capacities is detected in each detection spot $d_{ij}$. 
While the separation range of each lane is inversely proportional to the patch length, the separation ratio
\[ r = \frac{\xi_{\text{max}}^i}{\xi_{\text{min}}^i} = 1 + \frac{\tilde{L}_d}{a_{i1}\xi_{\text{min}}^i} \]  
(4.59)
is constant for every lane because \( t_d = a_{i1}\xi_{\text{min}}^i \) is constant. The separation ratio allows the formulation of simple expressions for the minimal and maximal channel capacity of lane \( i \) as well as for the patch length \( a_{i1} \)
\[ \xi_{\text{min}}^i = r^{i-1}\xi_{\text{min}}^i \]  
(4.60)
\[ \xi_{\text{max}}^i = r^i\xi_{\text{min}}^i \]  
(4.61)
\[ a_{i1} = a_{\text{max}}r^{1-i} \]  
(4.62)
The maximal channel capacity increases exponentially while the patch length exponentially decreases. These equations fully define a single patch system with \( n \) distinct lanes if the minimum patch length is \( a_{\text{min}} = a_{\text{max}}r^{1-n} \) for one \( n \). If on the other hand \( a_{\text{min}} \neq a_{\text{max}}r^{1-n} \) for all \( n \) a lane with the minimal patch length has to be added. The separation range of this lane will overlap with the separation range of the lane with the smallest patch length for which \( a_{i1} = a_{\text{max}}r^{1-i} > a_{\text{min}} \) is fulfilled. This overlap lowers the separation range compared to a non-overlapping system. By adjusting the length of the separation region and the detection region it is possible to design a separation system without overlap. From now on, it is assumed that there is no overlap between separation lanes.

The single-patch system is now extended to a dual-patch system \((m = 2)\) with two different receptors. It is assumed that the channel capacities \( \xi_{ij} \) for both receptors are between \( \xi_{\text{min}} \) and \( \xi_{\text{max}} \) or between \( \xi_{\text{min}} \) and \( \xi_{\text{max}} \) for one receptor and zero for the other receptor. Thus dual-patch systems cover the case were not all analytes interact with the same type of receptor molecules. The combined patch length \( a_{i1} + a_{i2} \) has to be smaller than 1 and each of them has to be bigger than the minimal patch length. The easiest configuration for this separation device is given by two single-patch lane configurations, one for the first receptor and one for the second receptor. Assuming a single-patch system with \( n \) lanes this dual-patch setup would require \( 2n \) lanes which each have only one receptor patch. However, a true dual-patch configuration, i.e. at least one lane has two receptor patches, offers the potential to reduce the number of necessary lanes.
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The determination of the optimal receptor patch configuration in the case of a dual-patch system is more complicated than for the single-patch setup and is derived graphically. For a system with two different receptors the separation range can be plotted in a 2D figure. The two channel capacities are plotted on the $x$ and $y$ axis, respectively, and for each lane the region of channel capacities which is separated by this lane is marked. Figure 4.13 shows one of these plots for a system which requires 4 single-patch lanes to cover the whole channel capacity range of the system. The vertical and horizontal

\[
\frac{\xi_{2i}}{\xi_{\text{min}}} \quad \frac{\xi_{1i}}{\xi_{\text{min}}}
\]

Figure 4.13: Channel capacity coverage of each lane: the shaded area for each lane 1 to 7 indicates the combination of $\xi_{1i}$ and $\xi_{2i}$ which this lane can separate. Parameter: $r = 2$

regions correspond to single-patch lanes for the first and second receptor, respectively. The diagonal areas with an angle of 135° correspond to dual-patch lanes where $a_{i1}$ and $a_{i2}$ have the same length. For $a_{i1} \neq a_{i2}$ the resulting separation range would have an angle between 90° and 135° or between 135° and 180°. Analytes which lay on the same region boundary or on one line parallel to one of the region boundaries have the same retention time and are thus not separated from each other. For example, analytes which lay on the right boundary of region 4 in figure 4.13 are detected in the first detection spot of the detection region.

The patch configuration, which is shown in figure 4.14, was derived in an iterative
manner. By starting with the smallest possible patch length $a_{\text{max}}r^{-3}$ it can be seen

\[
\begin{pmatrix}
a_{11} & a_{12} & d_{11} & d_{12} & d_{13} \\
a_{21} & a_{22} & d_{21} & d_{22} & d_{23} \\
a_{31} & a_{32} & d_{31} & d_{32} & d_{33} \\
a_{41} & a_{42} & d_{41} & d_{42} & d_{43} \\
a_{51} & a_{52} & d_{51} & d_{52} & d_{53} \\
a_{61} & a_{62} & d_{61} & d_{62} & d_{63} \\
a_{71} & a_{72} & d_{71} & d_{72} & d_{73}
\end{pmatrix}
\]

Flow direction

**Figure 4.14:** Diagram of the lane setup of a dual-patch system. Parameter: $r = 2$

from figure 4.13 that the second patch in this lane should have the smallest possible length as well to achieve the biggest coverage of channel capacities. By iteratively assessing longer patch lengths, it is clear that dual-patch lanes where both patches have the same length give the best coverage of channel capacities per lane. If dual-patch lanes with different length ratios between the first and second patch are used the angles for the separation regions in different lanes will be different which results in gaps or overlap between the different lanes. The areas below lane 1 and above lane 3 in figure 4.13 can not be separated with dual-patch lanes because the maximal and minimal length of the separation patches are restricted. This means that single-patch lanes are necessary to cover the whole range of channel capacities. The separation matrix equation corresponding to figures 4.13 and 4.14 is given by

\[
a_{\text{max}} \begin{pmatrix} r^{-1} & r^{-1} \\ r^{-2} & r^{-2} \\ r^{-3} & r^{-3} \\ r^{-3} & 0 \\ 0 & r^{-3} \\ r^{0} & 0 \\ 0 & r^{0} \end{pmatrix} \begin{pmatrix} \xi_{11} \\ \xi_{21} \end{pmatrix} = \begin{pmatrix} t_{1} \\ t_{2} \\ \vdots \\ t_{7} \end{pmatrix}
\]

This matrix gives the optimal dual-patch configuration for a system with $r \geq 2$ and $a_{\text{min}} = a_{\text{max}}r^{-3}$. In this configuration $n + 3$ lanes (2 single-patch lanes with $a_{\text{min}}$, 2
single-patch lanes with $a_{\text{max}}$ and $n - 1$ dual-patch lanes) are needed to cover the whole range of possible channel capacities. If the separation ratio $r$ is smaller than 2, every dual-patch lane where $r^{-i} > 0.5$ has to be replaced with two single-patch lanes with patch lengths $a_{\text{max}}r^{-i}$ and two additional single-patch lanes with patch length $a_{\text{min}}r^{i}$ have to be added. The single-patch lanes with patch lengths $a_{\text{max}}r^{-i}$ are necessary because $2r^{-1} > 1$ and the two patches are too large for one lane. The single-patch lanes with patch length $a_{\text{min}}r^{i}$ are necessary to cover the whole separation range of the device, e.g. for $r < 2$ the boundaries of the separation regions 3, 4 and 5 in figure 4.13 would not meet in the point $(r^3, r^3)$ which results in a gap in the separation range. This increases the number of lanes needed considerably so that it is beneficial to design the system with $r \geq 2$. The derivation of the optimal patch configuration can be generalised for multi-patch lanes with $m \geq 2$ different patches. For $r \geq m$ the system requires $m$ single-patch lanes with $a_{\text{min}}$, $m$ single-patch lanes with $a_{\text{max}}$ and $n - 1$ $m$-patch lanes which results in a total of $n + 2m - 1$ lanes. For $r < m$ more single-patch lanes have to be added so that the lane count increases considerably and the multi-patch setup is not beneficial compared to the single-patch setup.

The configuration from figure 4.14 and equation 4.63 gives at least one detection event for all analytes which bind to at least one of the two receptors and thus fulfils objective 1. Next the second objective, the separation distance between different analytes, is investigated. Two analytes $A_1 = (\xi_{11}, \xi_{21})$ and $A_2 = (\xi_{12}, \xi_{22})$ which fulfil without loss of generality $\xi_{11} \geq \xi_{12}$ are defined. It is further assumed that the ratios of the channel capacities of these analytes are smaller than $r$ or greater than $r^{-1}$ so that the two analytes are separated in the same lane. First the single-patch system is considered. The difference in retention time between the peaks of two analytes and thus the peak separation is maximised if they get separated by the largest possible receptor patch, which separates both analytes, because in this case the detection region has the highest resolution. The largest patch which separates the two analytes is given when the analyte with the larger channel capacity is on the upper boundary of the separation range. On the other hand, the peak separation is minimised if the analyte with the lower channel capacity is on the lower boundary. For the retention time $t_d$, given in equation 4.57, the analyte with the larger channel capacity is at the upper boundary.
for a patch length

$$a_1 = \frac{t_d + \hat{L}_d}{\xi_{11}}$$

(4.64)

while the analyte with the lower channel capacity is at the lower boundary for a patch length

$$a_2 = \frac{t_d}{\xi_{12}}$$

(4.65)

The resulting maximal and minimal peak separation distances for a single-patch system are given by

$$d_{s,\text{max}} = \frac{(\xi_{11} - \xi_{12}) t_d + \hat{L}_d}{\xi_{11}} = \left(1 - \frac{\xi_{12}}{\xi_{11}}\right) (t_d + \hat{L}_d)$$

(4.66)

$$d_{s,\text{min}} = \frac{(\xi_{11} - \xi_{12}) t_d}{\xi_{12}} = \left(\frac{\xi_{11}}{\xi_{12}} - 1\right) t_d$$

(4.67)

The peaks of two analytes are separated if the peak separation distance is greater than the detection spot length. Otherwise the two peaks are detected in the same detection spot.

For dual-patch systems the situation becomes a bit more complicated. It is assumed that the boundary of the separation region in the separation region plot, i.e. figure 4.13, is perpendicular to the line between the two analytes as shown in figure 4.15. Due to the constraint that the patches and channel capacities have to be positive this configuration can only be achieved if $\xi_{11} \geq \xi_{12}$ and $\xi_{21} \geq \xi_{22}$. Thus the channel capacities of the two analytes are linked by

$$\xi_{12} = \xi_{11} - \epsilon_1$$

(4.68)

$$\xi_{22} = \xi_{21} - \epsilon_2$$

(4.69)
where $\epsilon_1$ and $\epsilon_2$ are positive constants. The peak separation distance between $A_1$ and $A_2$ is equal to the peak separation distance between $\bar{A}_1$ and $\bar{A}_2$ in the dual-patch lane setup in figure 4.15 which shows that the peak separation distance in this setup is only dependent on $\epsilon_1$ and $\epsilon_2$. The analyte with the larger channel capacity is placed on the upper boundary of the separation region (see figure 4.13) to get the maximal peak separation distance. The two constants $\epsilon_1$ and $\epsilon_2$ define the normal to the separation region boundary and are proportional to the patch widths $a_{11} = c\epsilon_1$ and $a_{12} = c\epsilon_2$ with a positive constant $c$ which can be determined by equating

$$a_{11}\xi_{11} + a_{12}\xi_{21} = c(\epsilon_1\xi_{11} + \epsilon_2\xi_{21}) = t_d + \tilde{L}_d$$

(4.70)

With the patch widths $a_{11}$ and $a_{12}$ the maximal peak separation distance can be calculated to be

$$d_d = a_{11}(\xi_{11} - \xi_{12}) + a_{12}(\xi_{21} - \xi_{22}) = c(\epsilon_1^2 + \epsilon_2^2)$$

(4.71)

Now the maximal dual-patch peak separation $d_d$ is compared with the maximal single-patch peak separation $d_{s,\text{max}}$ which is dependent on the two analytes in the following way

$$d_{s1} = (\xi_{11} - \xi_{12})\frac{t_d + \tilde{L}_d}{\xi_{11}} = \epsilon_1\frac{t_d + \tilde{L}_d}{\xi_{11}}, \quad \frac{\epsilon_1}{\xi_{11}} \geq \frac{\epsilon_2}{\xi_{21}}$$

(4.72)

$$d_{s2} = (\xi_{21} - \xi_{22})\frac{t_d + \tilde{L}_d}{\xi_{21}} = \epsilon_2\frac{t_d + \tilde{L}_d}{\xi_{21}}, \quad \text{otherwise}$$

(4.73)

Assuming $d_d \geq d_{s1}$ it follows that $\frac{d_d}{\xi_{11}} \leq \frac{d_{s1}}{\xi_{11}}$. Using this it can be shown that $d_{s1} \leq d_d \leq d_{s2}$ so that the dual-patch peak separation distance can never be greater than the maximal single-patch peak separation distance. This result is shown schematically in figure 4.15. For the single-patch lane the analyte $A_1$ is detected at the end of the detection region and the analyte $A_2$ at the beginning while for the dual-patch lane the analyte $A_1$ is detected at the end of the detection region and the analyte $A_2$ between the beginning and end of the detection region. By 'rotating' the dual-patch lane anti-clockwise the dual-patch lane will approach the single-patch lane and the peak separation distance will approach the peak separation distance of the single-patch lane. This result can be extend to lanes with more patches and will give a similar result, e.g. the peak separation distance in a triple-patch setup is always smaller than the maximal peak separation distance in a single-patch setup.
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So far only the separation of the analyte peaks was calculated. To get a useful measure of the separation of two analyte plugs the width of the two plugs has to be taken into account. The plug separation for two analytes \( A_k \) and \( A_l \) on lane \( i \) is given by

\[
S_{ikl} = \frac{2|t_{ik} - t_{il}|}{w_{ik} + w_{il}}
\]

(4.74)

where \( w_{ik} \) and \( w_{il} \) are measures for the width of the analyte plugs. Here it is assumed that the analyte plugs are symmetric which agrees with the results from section 4.4.2 where the analyte plug could be described by a Gaussian distribution. The width of the Gaussian distribution is related to the variance \( \sigma^2 \). The variance of the analyte plug \( A_k \) over the patch \( a_{ij} \) due to the adsorption/desorption is given by the analytical expression for the plug dispersion 4.44 which is repeated here

\[
\sigma_{ijk}^2 = a_{ij}^2 \xi_{jk}^2 \zeta_{jk}^2 (1 + \xi_{jk})^2
\]

(4.75)

For a linear system the total variance of the analyte plug over the patch \( a_{ij} \) is the sum of the variance due to adsorption/desorption and due to axial dispersion [184]. The axial dispersion in pressure driven flow is described by the theory of Taylor dispersion [180] and the effective diffusion coefficient is given by

\[
D_{eff} = D + \frac{U^2 H^2}{210D} f(H/W)
\]

(4.76)

where \( f(H/W) \) depends on the aspect ratio of the rectangular microfluidic channel [189]. A further modification of the total variance is given by the change of plug width as the plug moves from one sensor patch to the next. This was shown in figure 4.6 where the analyte plug moved from the channel inlet into the first receptor patch: the plug velocity is reduced from 1 to \( 1/6 \) and the plug width is reduced from 1 to less than 0.5. The change in plug width depends on the change in plug velocities over different receptor patches so that the plug width is either compressed or extended depending on the ratio of the plug velocities. In the ideal case without axial diffusion and dispersion due to adsorption/desorption this would have no effect on the final plug width. However, in the case considered here the plug width, i.e. the total variance over the patch, at the end of each receptor patch has to be multiplied with the ratio of the plug velocities over this receptor patch and the next receptor patch. Furthermore, the dispersion of the analyte plug over sequential receptor patches is additive so that the total FWHM
of the analyte $A_k$ at the end of lane $i$ is given by

$$w_{ik} = 2\sqrt{2\log 2} \sqrt{\left(\sigma_{1ik}^2 + 2a_{i1}D_{eff}\right) \left(1 + \xi_a\right)^2 + \cdots + \left(\sigma_{imk}^2 + 2a_{im}D_{eff}\right) \left(1 + \xi_{im+1}\right)^2 \left(1 + \xi_{im}\right)^2}$$

(4.77)

where $m$ is the number of receptor patches in lane $i$. This allows the calculation of the separation $S_{ikl}$ of the two analytes $A_k$ and $A_l$ on lane $i$.

### 4.5.3 Results and discussion

The governing equations derived in the last two sections together with fabrication constraints can be used to design microfluidic affinity separation systems for the multiplexed separation of multiple analytes. The separation channel length $L$ and the detection length $L_d$ are limited by the device fabrication technique. On a standard 4 inch wafer the maximal channel length is about 5 cm if the fluidic connections are incorporated on the chip and the design is restricted to straight channels. For longer separation lengths serpentine channels have to be used. The initial plug length $L_i$ is defined by the plug injection method (section 2.4.4). Initial plug lengths down to $L_i = 10^{-4}$ m are achievable with on-chip injectors [106]. The detection method and required efficiency puts constraints on the detection region $L_d$ and the lane width $W_l$, e.g. the maximal resolution for MSI detection is about $50 \mu$m [120].

The equations 4.49 and 4.50 are used to calculate the smallest possible patch length $L_p$ which depends on the channel height and the analyte-receptor pairs. The ratio of the separation channel length $L$ and the minimal patch length $L_p$ is proportional to the separation range of the separation system which can be calculated from equation 4.55. The receptor patches for a single-patch setup are defined by equation 4.62. A corresponding dual-patch setup for a specific example is shown in figure 4.13. These configurations ensure that all analytes whose channel capacities are in the separation range are detected in the detection region. However, it does not guarantee that all analytes are separated. To ensure this the separation between two analyte plugs can be calculated with equation 4.74. For analytes with known channel capacities the presented equations can be used to design a separation system specific to these analytes.
4.5 Design of a microfluidic separation system

An example for the separation of a sample plug containing two analytes with different affinities for the receptor molecules is shown in figure 4.16. The concentration profile of the two analytes is shown for two different times. The two analytes were introduced at the same time in a mixed sample plug onto a one-patch system with $a_{11} = 1$. The relative error between the peak separation distance predicted by equation 4.54 and the numerical simulation is less than 1%. Furthermore, the relative error between the peak width predicted by equation 4.77 and the peak width from the numerical simulation is below 6%. This error is due to the difference in initial plug width between the analytical and numerical solution. This shows that the derived equations are a good starting point for the design of a separation system.

A limitation of open separation systems is the low sample loading capacity. The maximal load concentration for a typical system, i.e. $H = 5 \mu m$ and $X_0 = 10^{-8} \text{mol m}^{-2}$, which fulfills $\kappa \geq 200$ is $A_0 = 10 \text{nM}$. This shows that open systems are only feasible for the separation of low copy number analytes. Moving from a monolayer stationary phase to a thick, porous stationary phase can increase the sample loading capacity but adds to the complexity of the device fabrication and modelling [178]. Furthermore, the load volume is restricted by the channel height and width as well as by the required separation efficiency. For a channel height and width of $H = 5 \mu m$ and $W = 200 \mu m$, respectively, the sample volume has to be in the sub-nanolitre range.
Incorporating multiple receptor patches into one lane has several advantages and disadvantages which have to be assessed depending on the size and diversity of the sample. Single-patch lanes are easier to fabricate and offer the highest achievable peak separation if all analytes can be separated by the same receptor molecule. On the other hand, multi-patch lanes allow the separation of analytes which could not be separated by single-patch lanes because each analyte shares at least one channel capacity with each of the other analytes. A further benefit is the reduction of the required number of lanes. This allows the incorporation of multiple, different receptor patches while keeping the number of lanes low.

4.6 Summary

In this chapter a theoretical model, which describes the behaviour of analyte plugs in microfluidic affinity separation systems, was derived. This model reveals two simple, analytical expressions, which describe the analyte retention and dispersion, and have been used to derive design guidelines for multiplexed, microfluidic separation systems.

The transport-reaction equations for microfluidic affinity systems introduced in section 3.3 were evaluated for fast diffusion across the channel height and high adsorption capacity. Due to the ongoing trend of miniaturisation in microfluidics more and more systems fulfil these requirements [14; 152]. These governing equations were simplified and the simplified system was solved analytically. Analysing the analytical solution in the asymptotic limit of fast binding yielded two simple, analytical expressions for the analyte plug velocity and the dispersion of the analyte plug in open microfluidic affinity separation systems. These expressions depend only on global device parameters and describe the behaviour of a sample plug in the microfluidic affinity separation system. The resulting analytical solution as well as the analytical expressions for the plug velocity and dispersion are in good agreement with numerical simulations performed with the full 2D model. Limiting values for the Graetz number (Gz ≤ 0.05), adsorption capacity (κ ≥ 200) and reaction/convection number (ζ ≥ 20) for which the simplifications are valid were explored numerically.
The simple analytical expressions agree with the theory for column chromatography. The expression for the analyte plug velocity is similar to the equation for the band velocity while the equation for the dispersion has a similar form than the equation describing the dispersion due to mass transfer in open-tubular systems. Together the two analytical expressions are guidelines for the design of microfluidic affinity separation systems for the efficient separation of target molecules from sample mixtures. Conventionally, such a design would require computationally expensive numerical simulations of the nonlinear governing equations. However, the simple nature of the two analytical expressions allows the design of multiplex separation systems. In these designs more than one receptor molecule and several parallel microfluidic lanes are incorporated into a microfluidic separation device which is capable of separating a wide range of analytes. In the second part of this chapter the theoretical framework for such a design was derived. This includes expressions defining the channel geometry, detection region and distribution of the different receptor molecules as well as the separation of different analyte plugs. This design framework offers step by step instructions for the design of multiplexed separation systems.
Chapter 5

Optimisation of microfluidic devices, with small Graetz number, for integrated biosensors

5.1 Introduction

Microfluidic affinity sensors are receiving much attention for life science and environmental analytical science applications [1; 11]. These affinity sensors typically consists of a microfluidic channel in which one or more walls are functionalised with recognition molecules. The sample containing the target analyte is flowed through these channels. The recognition-binding event, most typically antibody-antigen or DNA hybridisation, immobilises the target analyte at the functionalised surface. The bound analyte-receptor complex is detected, for example by optical means, e.g. fluorescence [112] or surface plasmon resonance [108]. These integrated affinity sensors have two key applications: (i) the evaluation of binding parameters for biomolecular recognition between one immobilised molecule and another in solution (as developed by companies such as Biacore), and (ii) the quantification of low levels of analyte by association with a recognition molecule that is immobilised on the sensor. The fluidic structures and the operation requirements in these two application areas are quite different. For the evaluation of binding parameters it is important to decouple the recognition-binding event from the mass transport of
analyte to the sensor surface, while for the quantification of low levels of analyte it is important to ensure that all analyte molecules have a chance to interact with the sensor surface.

For the evaluation of binding parameters the integrated fluidic structures and operation parameters are chosen so that the biomolecular recognition event is 'binding limited', i.e. the transport of analytes to the sensor surface is faster than the recognition-binding event of the analyte with the surface immobilised receptor [190] (see section 3.4). This ensures that the rate of the recognition-binding event depends solely on the kinetic parameters and is decoupled from the transport of analytes to the sensor surface. The required structures and parameters for these systems have been well considered [130]. However, these systems capture only a small fraction of the analyte molecules and are thus unsuited for the quantification of low levels of analyte from small sample volumes.

For the quantification of low levels of analyte the fluidic structures and operation parameters have to be chosen so that the majority of analyte molecules are transported and uniformly associated to the affinity sensor surface. These two goals of a high yield and uniform association of the analyte over the affinity sensor require the careful design of the microfluidic elements. This is due to the small size of microfluidic sensors which can lead to two distinct depletion effects (section 3.4). The first is due to the slow diffusive transport of analytes to the active sensor surface. When the reaction is faster than the analyte transport to the sensor surface, a boundary layer which is depleted of analyte forms close to the sensor surface. The second effect is due to the limited amount of analyte which can lead to a depletion of the complete analyte plug so that the sensor response is different from the channel entrance to the channel exit. Both depletion effects can have a negative influence on the sensor performance: the formation of a depleted boundary layer results in a low analyte capture fraction, while the depletion of the analyte plug results in non-uniform association of the analyte over the affinity sensor surface.

While there has been much effort focused on the reduction of the size of the microfluidic sensor devices [14] and the improvement of the detection systems [191], far less attention has been placed on the improvement of the design of the microfluidic
elements of the integrated system. However, this is a very important design consideration, especially where the sensor size and/or analyte volume is small and where highly sensitive levels of detection and quantification are needed. Microfluidic strategies which ensure both a high capture fraction as well as uniform mass transfer of analytes to the sensor surface and subsequent association along the sensor length are needed to take full advantage of improved detection systems.

Here new designs for microfluidic channels to be integrated with small scale affinity sensors for analytical applications are presented. These are created with a view to achieve both high yield and uniform association of the analyte over the affinity sensors. Theoretical approaches demonstrate efficient and uniform mass transfer of the analyte from the bulk flow to small scale affinity sensors in the base of fluidic channels by (i) active control of the analyte flow speed over the affinity sensor, (ii) non-uniform distribution of surface immobilised receptor molecules over the active area of the sensor and (iii) non-rectangular channel geometries. The high yield and uniform association of the analyte along the sensor will lead to an improved sensor response. The designs are suitable for use with small sample volumes on small scale sensor devices. This is becoming increasingly important with the requirement for multiplex analysis of small quantities of biological analytes.

5.2 Literature review - optimisation of analyte transport to the active surface

The behaviour of the analyte in an integrated microfluidic device depends on the balance of the convection, diffusion and binding rates, see section 3.3. For the two regimes of the Graetz number different mass transport limitations arise. In the 'entrance region' ($Gz \gg 1$) the transport of the analyte to the receptor molecules is limited by diffusion and a depleted boundary layer results [129]. In the 'fully developed' region ($Gz \ll 1$) the analyte transport is limited by convection and the analyte concentration is depleted along the length of the sensor system [19]. To achieve more efficient mass transfer of analyte to the sensor surface several strategies, which try to compensate these depletion
effects, have been implemented [25; 192; 193; 194; 195]. Most of these strategies are developed for the high Graetz number case where a depleted boundary layer develops. The different strategies are based on four different techniques: (i) mixing of the analyte within the flow cell with micromixers [23], (ii) reduction of the depleted boundary layer through flow based methods, (iii) improved mass transfer through externally applied forces and (iv) optimisation of the device parameters.

**Micromixers**

One of the simplest methods for effective mass transfer of analyte to the sensor surface is achieved by periodically pulsing the analyte solution in a ‘forward-backward’ flow in 2D serpentine channels [192]. This oscillatory flow results in an improvement of the mixing between the depleted and non-depleted analyte layers and a subsequent increase in the contact time between the analyte molecules and the receptor sites. Together this provides a reduction in the sample consumption and allows the detection of analytes with low affinities for the receptor molecules. A similar approach integrates 3D serpentine channels, which are chaotic mixers, into a microfluidic sensor [196]. As a result of this chaotic mixing, the mass flux of analyte towards the sensor surface increases which leads to an increase in the rate of detection by a factor of 2. An innovative active mixer strategy has been reported [194], where a bubble in the microfluidic channel is used to create a ‘mixing’ vortex sheet between a fluid layer close to the sensor surface and the bulk analyte fluid. This simple, but innovative approach resulted in effective mixing and effective transport of the analyte to the sensor surface.

Recently, much attention has been focused on the effect of surface groove induced secondary flow [24] on the adsorption in microfluidic devices. Surface grooves in microfluidic channels produce a helical flow as shown in figure 5.1. This helical flow removes depleted fluid away from the active surface at the bottom of the channel and replaces it with non-depleted fluid from the top of the channel. This effect has been used to increase the yield of bound analyte by 26% [25] and to increase the conversion efficiency of an electrochemical reactor up to a factor of 2 [195]. Numerical and analytical studies provide evidence that an increased ratio of transverse to axial flow and
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Figure 5.1: Schematic of a microfluidic channel with surface groove induced secondary flow. The ribbon indicates a helical streamline. Reprinted with permission from [197]. Copyright 2002 American Chemical Society.

the homogenisation of the concentration profile are mandatory for an increase in device efficiency [198; 199]. Surface groove induced secondary flows are discussed in detail in chapter 7.

Flow based methods

The thickness of the depleted boundary layer can be decreased by flow based methods. The simplest approach is based on an increase in the shear rate by an increase in the fluid flow velocity [193]. This will decrease the thickness of the depleted boundary layer and therefore reduce the influence of the mass transport. The main drawback of this method is an increased sample consumption. The use of a confinement flow as shown in figure 5.2 achieves an increased shear rate without increasing the sample consumption [200]. It also decreases the diffusion distance. However, this approach might not be suitable for sensor arrays because the confinement is only effective for a short length due to diffusional loss from the sample into the confinement flow. A further approach uses multiple inlets or outlets situated along the sensor surface to add fresh analyte or remove the depleted layer, respectively [195]. The configuration with three inlets as shown in figure 5.3 increases the association compared to a standard system by a factor of 2.
Figure 5.2: Schematic of confinement flow. The sample flow is confined to a thin layer close to the active surface. Reprinted with permission from [200]. Copyright 2002 American Chemical Society.

**Externally applied forces**

Externally applied forces can be used to increase the analyte transport to the sensor surface [201; 202]. Heating the solution in the depleted boundary layer via self-focused microwave heating enhances the mass transport through its effect on the diffusion coefficient as well as through convection in the direction of the temperature gradient and the formation of a stable steam bubble [202]. An acoustic standing wave can apply a radiation force on small particles and spores which moves them towards the nodal planes of the wave [201]. Designing the system so that the nodal plane is close to the active surface can lead to an improved particle capture and device sensitivity. A similar strategy uses an electrostatic field to induce a flow perpendicular to the main flow direction [203].

**Optimisation of device parameters**

A full numerical model was used to optimise microfluidic affinity sensors with respect to flow velocity, surface immobilised receptor density, analyte concentration and association rate constant [122]. Optimisation results, which achieve either faster measurements or minimal sample volume requirements, are presented. A further numerical investigation studied the capture fraction of heterogeneous immunoassays under sample and assay time constraints [204]. It was shown that an optimal flow rate exists for which the
maximal signal is achieved in the minimal assay time.

While some effort has been focused on improving the transport of the analyte across the depleted boundary layer to the sensor surface, little design consideration has been given to the analyte depletion along the channel. For channel heights in the low micrometre range the depletion of the analyte along the length of the sensor becomes significant [131] so that the resulting analyte association to the active area of the affinity sensor is non-uniform. This can lead to a less robust and sensitive integrated affinity sensor system which is particularly true in the case where there is limited sample volume and the analyte needs to be injected as a short plug.

5.3 Theoretical model

The theoretical model, used both to establish the mass transfer of the analyte to the affinity sensor and to maintain the uniformity of the associated analyte bound to the recognition molecules, for both (i) integrated microfluidic channels conventionally used with affinity sensors and (ii) optimised fluidic-affinity sensor formats, has been introduced in chapter 3. Here only the case of irreversible association or where the rate of
dissociation is so slow that it can be neglected is considered. This case is described by

\[ A + X \overset{k_a}{\rightarrow} B \] (5.1)

where the analyte \( A \) binds to the surface immobilised receptor molecule \( X \) to form the recognition molecule-analyte complex \( B \). The constant \( k_a \) is the association rate constant for the bimolecular reaction between the analyte and the recognition molecules.

It is further assumed that the height of the microfluidic channel is much smaller than the width and length so that the diffusion in the \( x \) and \( z \) direction can be neglected. With these simplifications the governing equations 3.18-3.20 (chapter 3) are simplified to

\[ A_t + \mathbf{u} \cdot \nabla A = \frac{LD}{H^2 U} A_y y, x, y \in [0, 1] \] (5.2)

\[ A_y = \frac{k_a H X_0}{D} A(1 - B), x \in [0, 1], y = 0 \] (5.3)

\[ B_t = \frac{LD}{H^2 U} \frac{A_0 H}{X_0} A_y, x \in [0, 1], y = 0 \] (5.4)

where again all variables are nondimensional with the nondimensionalisations: \( \bar{x} = L x \), \( \bar{y} = H y \), \( \bar{z} = W z \), \( \bar{A} = A_0 A \), \( \bar{X} = X_0 X \), \( \bar{B} = X_0 B \) and \( \bar{t} = \frac{L}{U} t \), where \( U \) is the mean velocity of the flow through the channel and the bar indicates the dimensional variables.

All calculations in this chapter are performed with the nondimensional variables and all figures show nondimensional quantities. The remaining boundary conditions include no movement of analyte across non-active channel walls \( (A_y = 0 \text{ and } A_z = 0) \) and no diffusive movement of analyte across the channel exit \( (A_z = 0) \).

In contrast to much of the published theoretical work in this field \([129; 130]\), a continuous analyte input is not used. Instead, an analyte plug is injected in a pulse of time \( \lambda \), so that at the entrance to the channel

\[ A(0, y, z, t) = \mathcal{H}(t) \mathcal{H}(\lambda - t) \] (5.5)

where \( \mathcal{H} \) is the Heaviside step function. It is only considered that analyte is introduced in short pulses into the channel and hence it is assumed that \( \lambda \ll 1 \). This assumption is valid for an increasing number of microfluidic systems where the sample plug is much shorter than the channel length \([106; 107]\). The different physical effects in this system
are related by the three nondimensional parameters

\[ G_z = \frac{H^2U}{LD} \]
\[ D_a = \frac{k_aHX_0}{D} \]
\[ \kappa = \frac{X_0}{A_0H} \]

which were introduced in section 3.3. For the sensor applications of interest here, where small samples of low analyte concentration are used, the devices are designed such that a large adsorption capacity value (\(\kappa \gg 1\)) applies. To achieve this it is assumed that the recognition molecules attached on the sensor surface are at a high concentration and the total available is far in excess of the amount of analyte. The concentration of free surface immobilised receptors will remain almost constant at \(X_0\) throughout the measurement, thus every analyte molecule reaching the sensor surface has the same opportunity to bind to a receptor molecule. It is further assumed that the Graetz number is small (\(Gz \ll 1\)) so that every analyte molecule has the chance to reach the active sensor surface.

This model is now used to optimise the behaviour of integrated affinity sensors with respect to two quantities, namely the spatial uniformity of the bound analyte, and the fraction of analyte associated to receptor molecules on the sensor surface.

## 5.4 Rectangular channel with constant parameters

In the first instance the theoretical performance of the integrated microfluidic, multisensor system of Hua et al. [21; 205; 206] which is shown in figure 5.4 was evaluated. The multisensor is designed to simultaneously monitor 32 different pollutants in river water in an indirect competitive assay, see section 3.5. The system consists of a waveguide chip, shown in figure 5.5, which has 32 sensor windows, and a microfluidic flow cell which is bonded to the top of the waveguide chip and covers all 32 sensor windows. The river water is premixed with a solution containing fluorescently labelled antibodies for the 32 pollutants. After an incubation period the mixed solution is flowed through the multisensor. The unbound antibodies in this solution interact with the surface immobilised receptors in a recognition-binding event. The fluorophores attached to the
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Figure 5.4: (bottom) Picture of the multisensor system and (top) schematic of the indirect competitive assay protocol. Reprinted from [205] with permission from Elsevier.

Figure 5.5: Picture and schematic of the waveguide chip showing the 32 sensor windows. Reproduced from [21] with permission from the author and the Optical Society of America.

captured antibodies are excited by the evanescent field of the waveguide and the emitted light is collected by photodetectors. Although this system has an excellent detection limit, below 1 ng l$^{-1}$ for estrone, the design of the microfluidic elements had not been optimised.

For the multisensor flow cell of Hua et al., the width $W$ of the microfluidic channel is about 140 times the height $H$ which means that the flow is uniform over most of the width of the channel. This is again used to reduce the dimension of the theoretical model by assuming that the analyte transport and association on the active area is uniform over the complete width of the device. This reduction of the governing equation 5.2
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leads to the following equation,

$$A_t + u(y)A_x = Gz^{-1} A_{yy} \quad (5.6)$$

where the velocity, $u$ is only dependent on the channel height and represents the parabolic flow profile given in equation 4.9.

The flow cell of the multisensor from Hua et al. [21] is 35 $\mu$m high and every sensor patch is 1.5 mm long. The average flow velocity is 14 mm s$^{-1}$ which yields a Graetz number of $\sim 228$ for many small molecules ($D \approx 5 \times 10^{-11}$ m$^2$ s$^{-1}$ [126]). The sensor clearly operates in the 'entrance region', see section 3.3, and less than 10% of the analyte molecules reach the affinity sensor surface to bind to receptor molecules. For many antibody-antigen interactions, the association rate constant $k_a$ is between $10^5$ to $10^6$ M$^{-1}$ s$^{-1}$ [207] and the receptor concentration $X_0$ ranges between $10^{-8}$ and $10^{-7}$ mol m$^{-2}$ [208; 209]. This yields a Damköhler number between 0.7 and 70. For most systems the Damköhler number is greater than 1 and the system is 'diffusion limited' (see section 3.3). Figure 5.6 illustrates the device behaviour for a continuous analyte input: the majority of the analyte molecules flow through the device without encountering recognition molecules on the sensor surface. The simulations in this section are performed for the full 2D model which is given by equations 3.18-3.20. Details of the implementation are given in appendix B. The magnitude of the concentration gradient at the active surface increases with the Damköhler number. Simulations performed with an analyte pulse of 1 s and a rate constant $k_a = 10^6$ M$^{-1}$ s$^{-1}$ show that less than 5% of the analyte will be bound by the receptor molecules on the active surface. On the other hand, the transport of analytes across the depleted boundary layer is almost constant along the length of the channel so that the bound analyte concentration is approximately uniform once the depleted boundary layer is formed. Such a configuration might be appropriate to establish the rate constant for the association between the analyte and the recognition molecule attached to the affinity sensor, for instance in a Biacore sensor [129]. However, where highly sensitive quantification of analytes from limited sample volumes is the aim, an alternative strategy for analyte handling is required.

The first step to improve the system for the quantification from limited sample volumes is to increase the transport from the bulk to the sensor surface where a measure
Figure 5.6: Simulated quasi-steady state bulk concentration for one sensor patch of the multisensor for a continuous analyte input. The value of $A_{min}$ depends on the Damköhler number and ranges from $A_{min} = 0.1A_0$ for $Da = 70$ to $A_{min} = 0.93A_0$ for $Da = 0.7$. Parameters: $Da = 0.7 - 70$, $Gz = 200$, $\kappa = 100$

for this is the Graetz number (see section 3.3). For a Graetz number below 1 every analyte molecule can diffuse to the active surface before it is flowed out of the microfluidic channel. The Graetz number depends on the channel height and length, fluid flow velocity and analyte diffusion coefficient. The diffusion coefficient is almost constant for a given analyte and the sensor length is often defined by the detection system. However, a reduction in channel height and fluid flow velocity are feasible options for the reduction of the Graetz number below 1.

From now on it is assumed that the Graetz number is small ($Gz \ll 1$) and thus the system is operated in the 'fully developed' region, see section 3.3. Briefly, in the 'fully developed' region the diffusion across the height of the microfluidic channel is much faster than the convection and the analyte concentration is almost constant over the height of the channel. In the 'fully developed' region the analyte concentration is given to the first order by

$$A(x, t) = \exp(-\zeta x) \tilde{H}(t - x) \tilde{H}(x - t + \lambda)$$

(5.7)

(Details of the lengthy derivation are given in appendix A.) Thus the capture fraction of the integrated device depends on the reaction/convection number $\zeta$ and is given by

$$F = 1 - \frac{|A|}{|A_0|} = 1 - \exp(-\zeta)$$

(5.8)
where $|A_0|$ and $|A|$ are the amount of analytes entering and leaving the system, respectively. For analytes with high association rate constants, the capture fraction approaches 1, i.e. almost 100% of the analyte molecules are captured at the active surface. However, due to the depletion of the analyte plug this high capture fraction comes at the expense of the uniformity: large amounts of the analyte bind close to the channel entrance and the bound concentration decreases exponentially along the sensor length. This is shown in figure 5.7. For example, for $\zeta = 2.3$ which corresponds to a capture fraction of 0.9
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**Figure 5.7:** Simulated bound analyte concentration for different values of the reaction/convection number. Parameters: $G_z = 0.05$, $\kappa = 100$, $\lambda = 10$, $t = 5$

more than three quarters of the bound analyte associates in the first half of the sensor patch. For slower reactions less analyte gets associated with the active surface. This results in non-depleted analyte plugs and a more uniform distribution of the bound analyte.

Whilst the model given by equation 5.7 can be used to define the optimal flow rate and channel height to achieve high efficiency of analyte mass transfer to the affinity sensor surface and subsequent association, there is not a straight-forward method to achieve both high and uniform analyte association over the whole sensor patch. The two optimisation goals, high capture fraction and uniform distribution of the bound analyte along the sensor surface, are mutually exclusive in rectangular channels with constant flow rate and constant surface site concentration.
5.5 Design optimisation - rectangular channel

Design concepts and assay protocols for microfluidic affinity sensors are developed such that the analyte mass transfer to the sensor surface and subsequent association is constant along the sensor patch. These design strategies take the depletion of the analyte concentration along the sensor patch into account. Three approaches, which go beyond conventional microfluidic affinity sensors, are considered: (i) the variation of the flow velocity as the analyte plug travels down the channel (section 5.5.1), (ii) the variation of the surface immobilised receptor molecule concentration along the sensor area (section 5.5.2) and (iii) non-rectangular device geometries (section 5.6).

The first two approaches which are presented in this section are based on the modification of the reaction/convection number as the analyte plug is flowed over the sensor area. For integrated affinity sensors which are operated in the 'fully developed' region the analyte mass transfer to the sensor surface and subsequent association is controlled by the analyte concentration $A$ and the reaction/convection number $\zeta$. An increasing reaction/convection number as the analyte plug is flowed over the sensor area will compensate the decreasing analyte concentration and ensure a constant analyte mass transfer to the sensor surface and subsequent association.

From the five parameters which define the reaction/convection number $\zeta$ the fluid flow velocity $U$, the receptor concentration $X_0$ and the channel height $H$ can be adjusted along the channel. Changing the flow velocity as the analyte plug travels through the sensor or creating a gradient in the surface immobilised receptor concentration along the sensor patch are the most feasible options because changes in the channel height are linked to the fluid flow velocity through the flow rate $Q = UHW$. Changing the channel height introduces the opposite effect in the flow velocity in the case of a constant channel width, i.e. halving the channel height doubles the flow velocity. Without an opposing change in the channel width the reaction/convection number stays constant and the system response is similar to the channel with fixed height. Furthermore, the fabrication of microfluidic devices with non-uniform channel height requires 3D fabrication methods which are slower and more expensive than the planar fabrication methods required for the fabrication of devices with a fixed channel height (section 2.3).
5.5 Design optimisation - rectangular channel

5.5.1 Temporal variation of the fluid flow velocity

The first design concept to be considered was where the flow velocity of the analyte plug in the channel was varied as it passed the sensor patch: reducing the flow velocity as the analyte plug travels over the active surface results in an increase in the reaction/convection number and an enhancement of the fraction of analyte that associates with the immobilised receptors along the channel. Here the optimal flow velocity modification is derived which compensates for the depletion of the analyte plug as it moves along the sensor patch. The flow velocity is given by \( u(t)U \) where \( U \) is the initial velocity and \( u(t) \) is the temporal modification (\( u(0) = 1 \)). Introducing this modifies the governing equations 4.11 and 4.12 (chapter 4) to

\[
\frac{\partial A}{\partial t} + u(t) \frac{\partial A}{\partial x} = -\zeta A(1 - B) \tag{5.9}
\]

\[
\frac{\partial B}{\partial t} = \frac{\zeta}{\kappa} A(1 - B) \tag{5.10}
\]

where \( A \) is the analyte concentration and \( B \) is the bound analyte concentration. The equation 5.10 for the bound analyte concentration \( B \) can be solved with the integrating factor \( \exp \left( -\int_0^t \frac{\zeta}{\kappa} A(x, t) \, dt \right) \). The solution is dependent on the analyte concentration \( A \) and given by

\[
B(x, t) = 1 - \exp \left( -\int_0^t \frac{\zeta}{\kappa} A(x, t) \, dt \right) \tag{5.11}
\]

For systems with a large adsorption capacity \( \kappa \), the bound analyte concentration \( B \) is small, i.e. the relative change in bound analyte concentration is small (\( B \ll 1 \)), and thus can be ignored in equation 5.9. In these circumstances the analyte concentration \( A \) is now independent of the concentration of the surface immobilised receptors. In this case the analyte plug behaviour is described by a travelling wave with speed \( u(t) \) which links \( t \) and \( x \) by

\[
\int_0^t u(\tau) \, d\tau = x \tag{5.12}
\]

The height of the wave depends only on the time the analyte spends in the channel before it reaches the point \( x \). This modifies the solution 5.7 for the bulk concentration to

\[
A(x, t) = e^{-\zeta(t-t_0)} \hat{H} \left( \int_0^t u(\tau) \, d\tau - x \right) \hat{H} \left( x - \int_0^t u(\tau) \, d\tau \right) \tag{5.13}
\]
with $t_0(x, t)$ defined by the equation $\int_{t_0}^{t} u(\tau)d\tau = x$. This means that the analyte which is at position $x$ at time $t$ entered the channel at time $t_0$ and thus spent $t - t_0$ time in the sensor channel.

The bound analyte concentration $B$ can be established by inserting the solution 5.13 for the analyte concentration $A$ into equation 5.11. Thus the distribution of the bound analyte concentration $B$ along the sensor is dependent on the modification of the flow velocity $u(t)$. The target of a constant value for the bound analyte concentration $B$ over the affinity sensor active area is equivalent to seeking

$$\int_{0}^{T} A(x, \tau)d\tau = \text{const} \quad (5.14)$$

for all values of $x$ and for $T$ sufficiently large. The upper boundary of the integration has to be large enough so that the analyte plug has left the channel, i.e.

$$\int_{\lambda}^{T} u(\tau)d\tau \geq 1 \quad (5.15)$$

The condition 5.14 ensures that at every point of the surface, the same amount of analyte is available. As the analyte concentration $A$ is independent of the input analyte concentration $A_0$ this condition ensures a uniform binding regardless of the input concentration. However, the optimisation breaks down if $A_0$ is so high that the condition of a high capacity system is breached.

The temporal variation of the flow speed $u(t)$ that makes equation 5.14 valid is sought. Gradually reducing the flow velocity as the analyte plug passes over the affinity sensor gives the analyte more time to bind as the plug concentration depletes along the active area. A natural and very robust ansatz, to compensate for the exponential decrease of the analyte concentration, is given by

$$u(t) = \exp(-at) \quad (5.16)$$

where $a$ is the flow modification parameter. For this ansatz the requirement 5.15 puts a strong restriction on the allowed plug length $\lambda$ which can be approximated for large $T$ to be

$$\lambda \leq -\frac{\log(a)}{a} \quad (5.17)$$

From this equation it can be seen that $a$ has to be smaller than 1 because otherwise the allowed plug length is zero.
5.5 Design optimisation - rectangular channel

The ansatz 5.16 depends only on one parameter for which an approximation can be found. For an arbitrary point $x_i$ along the sensor the time for the front and back of the plug to reach $x_i$ is defined by $t_i$ and $t_i + \lambda_i$, respectively. The time $\lambda_i$ the plug requires to flow past position $x_i$ is defined by

\[ \int_{t_i}^{t_i+\lambda_i} e^{-a\tau} d\tau = \int_0^\lambda e^{-a\tau} d\tau \quad (5.18) \]

The condition 5.14 can be reformulated into the equivalent form

\[ \int_{t_1}^{t_1+\lambda_1} e^{-\zeta(\tau-t_0)} d\tau = \int_{t_2}^{t_2+\lambda_2} e^{-\zeta(\tau-t_0)} d\tau \quad (5.19) \]

for two arbitrary positions $x_1$ and $x_2$. For short plugs the parameter $t_0(x,t)$ approaches zero and can be removed from equation 5.19. This approximation is valid because long plugs can be split up into independent small plugs. For each of the small plugs a solution similar to equation 5.13 exists. The only difference is a constant offset which modifies the exponential term. This offset appears on both sides of equation 5.19 and can be removed. With the approximation $t_0 \to 0$ it becomes apparent by comparing equation 5.18 and 5.19 that $a \approx \zeta$. Numerical computations are performed to verify this approximation. The condition 5.14 is transformed into an equation for the square error between the integral of the analyte concentration and a constant $c$

\[ R(a,c) = \sum_{i=0}^N \left( \int_0^T A(x_i,\tau) d\tau - c \right)^2 \quad (5.20) \]

where $N$ is the number of sample points and $x_i = \frac{i}{N}$. This error function is minimised over the parameters $a$ and $c$ with the Matlab least-square optimisation routine. The results of this least-square optimisation confirm the approximation $a \approx \zeta$.

Numerical simulations for the reduced 1D problem (equations 5.9 and 5.10) and the full 2D problem (equations 3.18-3.20) including axial diffusion and second order kinetics validate the optimisation as shown in figure 5.8. The numerical simulations are performed with the commercial finite element method (FEM) package COMSOL Multiphysics 3.4 (COMSOL AB, Stockholm, Sweden). For details of the implementation see appendix B. Figure 5.8 shows the comparison of the bound analyte concentration for the case of constant flow speed with the case of the optimised flow speed according to equation 5.16. The slight differences in the bound analyte concentration between the
Figure 5.8: Numerical simulation of the bound analyte concentration $B$ for constant flow velocity (const) and for the flow velocity modified by equation 5.16 (optim). Parameters: (left) $a = \zeta = 0.5$, $Gz = 0.05$, $\kappa = 100$, $\lambda = 0.2$ (right) $a = \zeta = 0.7$, $Gz = 0.05$, $\kappa = 100$, $\lambda = 0.1$

1D and the 2D simulations depend on the Graetz number and thus approach zero for $Gz \to 0$. However, the increase in the bound analyte concentration at the end of the sensor patch, as seen in the right-hand side plot of figure 5.8, increases with decreasing Graetz number. This is due to the increasing importance of axial diffusion compared to convection for very small Graetz numbers. The good qualitative and quantitative agreement between the 1D and 2D model shows that the simplifications are reasonable for the case of small Graetz number and high adsorption capacity.

Figure 5.9 shows that the modification of the flow velocity yields a uniform bound analyte concentration which is insensitive to slight variations in the flow parameters. The model is based upon the assumption that any variation in flow velocity starts immediately as the analyte plug reaches the start of the sensor. If the variation in the flow velocity starts before or after the analyte plug reaches the start of the sensor the flow velocity is given by

$$u(t) = \exp \left( -a(t - t_{off}) \hat{H}(t - t_{off}) \right)$$

(5.21)

where $t_{off}$ is the offset between the arrival of the analyte plug and the start of the variation in the flow velocity. A negative offset ($t_{off} < 0$) only has a slight effect on the magnitude of the bound analyte concentration through an increase in the reaction/convection number. On the other hand, for a positive offset the flow velocity is only modified for $t > t_{off}$ so that the bound concentration behaves as in the constant
flow velocity case for $t < t_{off}$. This is shown in the left plot of figure 5.9. The right plot in figure 5.9 shows the bound analyte concentration for variations in the flow modification parameter $a$. The resulting bound concentration profile for a 10% deviation from the optimal flow modification parameter is still much more uniform than the constant flow velocity case. These simulations suggest that a reduction of the flow modification parameter has a less negative effect than an increase.

The modification of the flow velocity is a simple and robust method to increase not only the uniformity of the bound analyte but also the capture fraction defined in equation 5.8. This improvement of the analyte capture fraction of the sensor depends on the reaction/convection number. For $\zeta = 0.7$ about 75% of the analyte is captured at the active surface which is an improvement of about 50% over the constant flow velocity case. For $\zeta = 0.9$ over 90% of the analyte binds to the surface but condition 5.17 allows only short analyte plugs and depending on the value of Gz the uniformity of the bound analyte degrades at the end of the sensor patch. A further benefit of this method is the offered flexibility. The flow modification can be changed dynamically by changing the operational parameters of the pump. This allows the optimisation of the bound analyte concentration for analyte-receptor pairs with different reaction/convection numbers in one system.
The practical implementation of this ansatz requires sophisticated pumps as well as accurate control of the plug position. Many external pumps, e.g. syringe pumps, are computer programmable and allow the modification of the flow rate and thus the flow velocity in the microfluidic channel. However, studies have shown that the change in flow velocity is not instantaneous but lags behind the change in pump rate \[210\]. In addition, the model is based upon the assumption that the analyte plug reaches the sensor patch at exactly the point where the flow velocity parameters change and is only valid for analyte plugs much shorter than the sensor length. These limitations on the plug length given by equation 5.17 and the required positional accuracy of the plug put strong requirements on the sample introduction scheme (see section 2.4.4). Off-chip sample introduction schemes such as 6-port valves require extensive characterisation before they can be employed in this design. This is due to uncertainties in the sample size and the connection between the valve and the microfluidic chip. On the other hand, on-chip sample introduction schemes have been presented which offer the required accuracy, control and sample size \[106; 107\].

### 5.5.2 Spatial variation of the receptor concentration

The second design concept considers the spatial distribution of surface immobilised receptor molecules over the active area of the sensor. More specifically, how an increase in the density of the surface immobilised receptor molecules along the active surface can enhance the analyte mass transfer and subsequent association along the length of the channel. For instance, if the density of surface immobilised receptor molecules along the sensor surface is increased it may be possible to compensate for the depletion of the analyte plug. In effect by tailoring the receptor concentration on the sensor surface it will be possible to achieve a uniform density of associated analyte.

The total receptor concentration is taken to be \(X_s(x)X_0\) where \(X_0\) is the concentration at the outlet and \(X_s(x)\) describes the variation in the receptor concentration along the active area of the sensor \((X_s(1) = 1)\). For these studies the flow velocity of the analyte is constant. Introduction of a variable receptor concentration along the sensor
length modifies the governing equations 4.11 and 4.12 (chapter 4) to

\[
\frac{\partial A}{\partial t} + \frac{\partial A}{\partial x} = -\zeta A(X_s(x) - B) \tag{5.22}
\]

\[
\frac{\partial B}{\partial t} = \frac{\zeta}{\kappa} A(X_s(x) - B) \tag{5.23}
\]

A similar analysis, as in section 5.5.1, results in equations describing the analyte concentration \(A\) and the bound analyte concentration \(B\), as a function of distance along the channel \(x\) and time \(t\).

\[
A(x,t) = \exp \left( -\zeta \int_0^x X_s(x) \, dx \right) \hat{H}(t-x) \hat{H}(x-t+\lambda) \tag{5.24}
\]

\[
B(x,t) = X_s(x) \left( 1 - \exp \left( -\lambda \frac{\zeta}{\kappa} A(x,t) \right) \right) \tag{5.25}
\]

The distribution of the bound analyte concentration is dependent on the variation of the surface immobilised receptor concentration \(X_s(x)\). A model is developed here to provide the optimal spatial distribution of the receptor concentration \(X_s(x)\) on the sensor patch so that the bound analyte concentration \(B\) is constant over the sensor patch which is equivalent to

\[
B(x,t) = \text{const} \tag{5.26}
\]

for all \(x\) and for \(t\) sufficiently large. By analogy with the variation of the flow velocity (section 5.5.1) the following ansatz is made

\[
X_s(x) = \exp(-a(1-x)) \tag{5.27}
\]

where \(a\) is the concentration variation parameter. This is a natural and robust ansatz which compensates the exponential decreasing analyte concentration with an exponential increase in the receptor concentration. Furthermore, it ensures that the maximal receptor concentration is limited because there is a practical limit to the achievable concentration of surface immobilised receptors. A least-squares optimisation is performed in Matlab to find the value of \(a\) for a range of reaction/convection numbers. Briefly, the condition 5.26 is transformed into an equation for the square error between the bound analyte concentration and a constant \(c\)

\[
R(a, c) = \sum_{i=0}^N (B(x_i,t) - c)^2 \tag{5.28}
\]
Table 5.1: Results of the least-squares optimisation over equation 5.28 for the concentration variation parameter $a$ and for different values of the reaction/convection number $\zeta$. Parameters: $\kappa = 100$, $\lambda = 0.1$

<table>
<thead>
<tr>
<th>$\zeta$</th>
<th>$a$</th>
<th>Capture fraction</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>0.409</td>
<td>0.344</td>
</tr>
<tr>
<td>1.0</td>
<td>0.701</td>
<td>0.522</td>
</tr>
<tr>
<td>1.5</td>
<td>0.950</td>
<td>0.630</td>
</tr>
<tr>
<td>2.0</td>
<td>1.155</td>
<td>0.705</td>
</tr>
<tr>
<td>2.5</td>
<td>1.333</td>
<td>0.759</td>
</tr>
<tr>
<td>3.0</td>
<td>1.492</td>
<td>0.799</td>
</tr>
<tr>
<td>3.5</td>
<td>1.636</td>
<td>0.831</td>
</tr>
<tr>
<td>4.0</td>
<td>1.767</td>
<td>0.856</td>
</tr>
<tr>
<td>4.5</td>
<td>1.887</td>
<td>0.877</td>
</tr>
<tr>
<td>5.0</td>
<td>1.999</td>
<td>0.894</td>
</tr>
<tr>
<td>5.5</td>
<td>2.103</td>
<td>0.908</td>
</tr>
</tbody>
</table>

where $N$ is the number of sample points, $x_i = \frac{i}{N}$ and $t$ is sufficiently large. This error function is minimised over the parameters $a$ and $c$ with the Matlab least-square optimisation routine. The results, including the capture fraction, are shown in table 5.1. The capture fraction is lower than for the case of uniform receptor concentration. This is expected because the ansatz 5.27 leads to a reduction in the number of available binding sites compared to the uniform receptor concentration case. A further decrease in the flow speed or a higher maximal receptor concentration $X_0$ can increase the reaction/convection number and accordingly the capture fraction.

Numerical simulations comparing the constant with the modified receptor concentration case are shown in figure 5.10. The numerical simulations are performed with the commercial FEM package COMSOL Multiphysics 3.4 (COMSOL AB, Stockholm, Sweden). For details of the implementation see appendix B. The numerical simulations are performed for the reduced 1D model as well as for the full 2D model including axial diffusion and second order kinetics. The numerical simulations show that the bound analyte concentration is almost constant along the length of the sensor for small reac-
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Figure 5.10: Numerical simulation of the bound concentration $B$ for constant receptor concentration and for the receptor concentration modified by equation 5.27. Parameters: (left) $a = 0.701$, $Gz = 0.05$, $\kappa = 100$, $\lambda = 0.1$, $\zeta = 1$, (right) $a = 2.103$, $Gz = 0.05$, $\kappa = 100$, $\lambda = 0.1$, $\zeta = 5.5$

tion/convection numbers ($\zeta \leq 1$) but that a 'hump' in the middle of the sensor length develops for larger reaction/convection numbers ($\zeta > 1$). The relative deviation from the mean bound analyte concentration increases with the reaction/convection number but even for an analyte capture fraction of 0.9 stays below 20%. This means that the ansatz 5.27 is not sufficient to completely compensate for the depletion of the analyte concentration along the channel but still gives a large improvement compared to the case with constant receptor concentration which was described in section 5.4.

A more flexible approach than ansatz 5.27 is needed to achieve a constant bound concentration along the sensor. The ansatz

$$X_a(x) = 1 + \sum_{i=1}^{n} b_i(x - 1)^i$$  \hspace{1cm} (5.29)

offers more flexibility but depends on more parameters. Furthermore, care has to be taken to ensure that the resulting modification of the receptor concentration is viable, i.e. $0 \leq X_a \leq 1$. Figure 5.11 shows a comparison between the ansatz 5.27 and ansatz 5.29 for $n = 3$. The deviation from the mean bound concentration is greatly reduced while maintaining the high capture fraction.

Figure 5.12 shows the bound concentration for variations in the concentration vari-
Figure 5.11: Numerical simulation of the bound analyte concentration $B$ comparing ansatz 5.27 with ansatz 5.29. Parameters: $a = 2.103$, $b = [2.89, 3.67, 1.64]$, $Gz = 0.05$, $\kappa = 100$, $\lambda = 0.1$, $\zeta = 5.5$

ation parameters $a$ from ansatz 5.27 and $b$ from ansatz 5.29. If it is not practically possible to achieve the desired spatial distribution of receptors on the sensor patch, the results from this study demonstrate that this still yields increased uniformity of the analyte associated to the sensor patch. Furthermore, the optimisation seems to be independent to variations in the adsorption capacity $\kappa$ and the plug length $\lambda$ as long as the requirements of the simplification are fulfilled.

By varying the spatial concentration of the receptor on the sensor surface it is possible to create a robust method for achieving uniformity of the bound analyte. In contrast to the system described in section 5.5.1, where the flow velocity of the analyte plug over the sensor is varied, this method is insensitive to the position of the analyte plug and is also suitable for arbitrary long analyte plugs. On the other hand, this method is less flexible because, once the gradient of the receptor concentration on the sensor surface is fabricated, the system is fixed for one value of the reaction/convection number. The difficulties in the practical implementation of this method lay in the creation of the gradient in the surface immobilised receptor concentration (see section 2.4.1). However, several potential methods for the creation of surface gradients exist [19; 90; 211]; a relatively simple method exploits the fact that the profile of the optimal surface immobilised receptor concentration is similar to the bound concentration for constant parameters. By using microfluidic patterning (section 2.4.1) and flowing the solution containing the
Figure 5.12: Numerical simulation of the bound analyte concentration $B$ for variations in the concentration variation parameters. (left) Variation of the concentration variation parameter $a$ of ansatz 5.27, (right) variation of the concentration variation parameter $b$ of ansatz 5.29. Parameters: (left) $a = 2.103$, $Gz = 0.05$, $\kappa = 100$, $\lambda = 0.1$, $\zeta = 5.5$ (right) $b = [2.89, 3.67, 1.64]$, $Gz = 0.05$, $\kappa = 100$, $\lambda = 0.1$, $\zeta = 5.5$

receptor molecules in the opposite direction the depletion of the receptor plug is transferred to the surface and thus a surface gradient is created [19; 212]. A further flow based method applies microfluidic gradient generators [211] (see chapter 7). The gradient generator creates a concentration gradient in the bulk of the microfluidic channel which is transferred to the surface of the receptor patch. In a modification of microcontact printing [83] where the receptor molecules are incubated on an elastomeric stamp and stamped onto the sensor surface, the receptor molecules are only applied to one side of the stamp and are allowed to diffuse to the other side, thus creating a concentration gradient [213]. A further method is based on photoimmobilisation [90]; the immobilisation yield is proportional to the exposure dose, thus by varying the exposure with different laser scan speeds or grey-scale masks it is possible to fabricate receptor patches with different spatial densities of receptors. The combination of a microfluidic gradient generator and microfluidic photomasks offer the possibility of inexpensive grey-scale masks [26].
5.6 Non-rectangular channel shape and active area

The next design approach is based on non-rectangular device geometries. This approach presents a more practical solution compared to the approaches presented in section 5.5 where a constant analyte mass transfer to the sensor surface and subsequent association was achieved by variations of the flow velocity or surface immobilised receptor concentration as the analyte plug is flowed over the sensor. In the approach presented here the flow velocity and concentration of surface immobilised receptor molecules are kept constant. Instead, a non-rectangular microfluidic channel and sensor patch, are utilised; the channel geometry is varied in the plane of the active sensor area and the shape of the receptor patch is varied independently. This approach takes the depletion of the analyte plug along the sensor length into account and yields a more uniform bound analyte concentration over the sensor patch compared to conventional systems which were described in section 5.4.

5.6.1 Modelling of non-rectangular device geometry

In a tapered channel of constant height, as shown in a top view representation in figure 5.13, streamlines are crossing from the inactive into the active region over the whole length of the sensor area. These streamlines represent the transport of analyte molecules into the active area and thus by variation of the channel/sensor geometry replenishment

![Figure 5.13: Top view diagram of a tapering channel. Streamlines reach the active/inactive interface along the whole sensor length.](image-url)
of the analyte concentration over the sensor patch results. This continuous replenishment of analytes in the active area along the channel results in a reduction of the effects of depletion of the analyte concentration in the bulk as seen in section 5.4. The lower surface of the device is divided into a region with no receptor molecules (shown in white) and a region with a uniform concentration of receptor molecules attached to the active area (shown in grey). Different geometries of the channel wall $W(x)$ and the active/inactive boundary $g(x)$ on the base of the channel are considered.

The system shown in figure 5.13, compared to the previous ones (section 5.5), has the added complexity that the fluid velocity in both the $x$ and $z$ directions must be considered and that the affinity reaction takes place only in parts of the channel. Incorporating this modifies the governing equations 4.11 and 4.12 to

\[
A_t + uA_x + wA_z = -\chi(x, z)\zeta A(1 - B) \tag{5.30}
\]

\[
B_t = \chi(x, z)\frac{\zeta}{\kappa} A(1 - B) \tag{5.31}
\]

with the active region described by $\chi(x, z) = 1$ for $0 \leq z \leq g(x)$ and zero otherwise. The system is assumed to be symmetric with respect to the $x$ axis and hence only the region $0 \leq z \leq W(x)$ has to be considered. In contrast to the rectangular device geometry considered in section 5.5, no analytical solution for the flow velocity exists. However, the governing equations for the flow in microfluidic channels where the height of the channel is much smaller than the width and the length can be significantly simplified. Neglecting the side wall effects and using thin film theory \[123\] it can be seen that the streamlines are only dependent on the gradient of the pressure. Thin film theory which is valid for

\[
\frac{UL}{\nu} \left(\frac{H}{L}\right)^2 \ll 1 \tag{5.32}
\]

gives the following approximation of the flow speed

\[
u(x, y, z) = -\frac{1}{2\mu} p_x y(H - y) \tag{5.33}
\]

\[
w(x, y, z) = -\frac{1}{2\mu} p_z y(H - y) \tag{5.34}
\]

The calculation of the flow speed is thus reduced to the calculation of the pressure field in the microfluidic channel. Inserting equation 5.33 and 5.34 into the mass conservation
equation 3.2 leads to the Laplace equation

$$\Delta p = 0$$  \hspace{1cm} (5.35)

for the pressure field. The boundary conditions are $p = c_1$, $p = c_2$ and $p_n = 0$ at the channel entrance, channel exit and the channel wall, respectively. Here only cases with uniform analyte concentration over the height of the microfluidic channel are considered and thus the equations 5.33 and 5.34 for the flow velocity can be reduced to (see section 4.3.1)

$$u(x, y, z) = -\frac{1}{2\mu} p_x$$  \hspace{1cm} (5.36)

$$w(x, y, z) = -\frac{1}{2\mu} p_z$$  \hspace{1cm} (5.37)

The numerical solution of the Laplace equation is more stable and much faster than the numerical solution of the full Navier-Stokes equations. Nevertheless, it would be beneficial to have analytical solutions of the Laplace equation which describe the flow in tapering microfluidic channels. Two analytical solutions of the Laplace equation define tapering regions. The first solution is given through $p_1 = z^2 - x^2$ which defines a 2D pressure field with a saddle point at the origin. The streamlines for $p_1$ are given by $zx = c$ where $c$ is a constant. The second solution is $p_2 = \log(x^2 + z^2)/2$ which defines a pressure field with a source or sink at the origin. The streamlines for $p_2$ are given by $z = cx$ where $c$ is constant. To fulfil the boundary conditions, the channel side walls are defined by a streamline for a specific constant $c$, and this thus defines the dimensions of the channel entrance and exit. The inlet-to-outlet ratio of these tapering channels varies for different values of $c$. The shape of the channel entrance and exit is given by the pressure isobars. The pressure $p_1$ defines a channel with an algebraic decrease in width, while $p_2$ defines a channel with a linear decrease in width, as shown schematically in figure 5.14. The only differences between these two channel structures, as compared with the originally proposed channel (figure 5.13), are that the shapes of the channel entrance and exit are different and are no longer straight lines. However, the deviations resulting from a difference in a vertical inlet and outlet, compared to the shaped ones in figure 5.14, will only have a small effect on the resulting flow velocity. These two
channel designs, for which an example is given in figure 5.14, provide sufficient flexibility to evaluate the replenishment of the analyte concentration along the length of the active sensor area due to a tapering channel.

To a first approximation, the objective of a uniform distribution of bound analyte along the sensor surface is equivalent to a uniform flux of analyte across the active/inactive interface along the channel. To achieve a uniform flux of analyte across the active/inactive interface the shape of the tapering and of the active/inactive boundary have to be considered simultaneously. However, an optimisation over both the channel and active area shape would require a full numerical approach. This would be computationally expensive and is not likely to provide sufficient insight to be valuable. Thus a simplified approach was taken. Rather than optimising both, the shape of the channel $W(x)$ is fixed and only the optimal shape of the active area $g(x)$ is established numerically. The objective of uniform flux of analyte across the active/inactive interface is equivalent to

$$
\mathbf{u} \cdot \mathbf{n}_g = \text{const}
$$

where $\mathbf{u}$ is the flow velocity at the interface and $\mathbf{n}_g = (g', -1)((g')^2 + 1)^{-1/2}$ is the normal to the interface $g$. With the analytic equations of the flow speed 5.33 and 5.34 determined from the pressure fields, this leads to an ordinary differential equation for
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\[ g(x) \] for each of the two pressure fields

\[
\mathbf{u} \cdot \mathbf{n}_g = \frac{g'x + g}{\sqrt{(g')^2 + 1}} = \text{const} \quad \text{for } p_1 \tag{5.39}
\]

\[
\mathbf{u} \cdot \mathbf{n}_g = \frac{-g'x + g}{(x^2 + g^2)\sqrt{(g')^2 + 1}} = \text{const} \quad \text{for } p_2 \tag{5.40}
\]

with the boundary conditions \( g(0) = 0 \) and \( g(1) = W(1) \). The boundary conditions ensure that the active area extends across the entire channel at the exit. The nonlinear boundary value problem is solved numerically using an inbuilt Matlab solver. The solutions for two tapering channels, i.e. for the pressure fields \( p_1 = z^2 - x^2 \) and \( p_2 = \log(x^2 + z^2)/2 \), define 'boat-shaped' sensor patches which are given in figure 5.14.

5.6.2 Comparison with rectangular channels

The tapering channel and 'boat-shaped' sensor patch are embedded into a sensor element to facilitate better comparability between the two different designs and different inlet-to-outlet ratios. This sensor element consists of a channel where the width increases, a transition region and the tapering channels designed in section 5.6.1. The

![Diagram of the sensor element for the algebraic channel with inlet-to-outlet ratio 6 and the relation to the waveguide chip from the multisensor [21].](image)

sensor elements are designed to fit over the waveguide and sensor windows of the multisensor [21] as indicated in figure 5.15. The inlet and outlet have the same width of 60 \( \mu \)m to enable the sequential configuration of several sensor elements. The length of both the widening and tapering region is 1.5 mm. The sensor element is designed such
that the widening channel occupies the whole space between two sensor windows; this configuration gives the lowest possible distortion of the analyte plug due to the radial flow profile in the widening channel. The tapering region spans not the whole length of the sensor patch. This would lead to a low capture fraction because analyte molecules close to the walls of the channel would only flow over the sensor patch for a very short amount of time. To increase the capture fraction a short straight channel is added at the end of the sensor element. The length of this region is a trade-off between improved capture fraction and reduced uniformity. Here the length is chosen to be 100 µm. For a system with $\zeta = 10$ this length of the straight region ensures that $\sim 50\%$ of the analyte molecules close to the channel wall are associated at the receptor patch.

To assess the uniformity of the bound analyte concentration the following integral is used

$$
\nu = \frac{\int_S (B(x, z) - B_{avg})^2 \, dz \, dx}{B_{avg}^2 \int_S dz \, dx}
$$

where $S$ is the active surface and $B_{avg}$ is the average bound analyte concentration. This measure gives an indication of the deviation of the bound analyte concentration from the average bound analyte concentration so that a uniformity of $\nu = 0$ indicates optimal uniformity and the uniformity decreases with increasing $\nu$. From equations 5.30 and 5.31 it is clear that beside the channel shape only the reaction/convection number $\zeta$ and the adsorption capacity $\kappa$ have an influence on the amount and uniformity of the bound analyte concentration. In the following analysis the adsorption capacity is kept much larger than the analyte plug length ($\kappa \gg \lambda$) which ensures that the free receptor concentration stays almost constant.

To establish whether the simplifications made in the reduction to a 2D model are reasonable, simulations using the 2D model are compared to full 3D simulations. The critical issue in this comparison is the effect of the flow velocity. The 2D model neglects the effects of the side walls on the flow which is a reasonable simplification for systems where the sensor patch is far away from the side walls. However, in the tapering channel design the sensor patch goes up to the side wall so that the reduced flow near the side walls might have an effect on the association of the analyte. The complex shape of the device, combined with the low channel height, poses significant challenges for the numerical simulation of the 3D problem. To achieve the numerical simulation the
complexity of the geometry was reduced; the complex sensor element is replaced by a simple, linear tapering channel and a triangular sensor patch. The comparison of the 2D and 3D simulations showed that both models have a qualitatively similar bound concentration profile. However, the 2D model predicts a higher average bound concentration and better uniformity. This can be explained by the simplified flow profile which improves the association of analyte in the narrower region of the tapering channel. In addition, the uniformity of this tapered channel is compared to a straight channel. The uniformity of the bound analyte concentration for both the 2D and 3D simulations increases about sevenfold from the straight to the tapered channel. Together this shows that the 2D model is not a 100% accurate representation of the full 3D system but a reasonable approximation which provides qualitative information on the uniformity of the bound analyte concentration profile.

Figure 5.16 and 5.17 show the capture fraction and the uniformity against the reaction/convection number for the two channel designs and various inlet-to-outlet ratios. Here 'algebraic\textsubscript{n}' and 'linear\textsubscript{n}' refer to the algebraic and linear channel design with inlet-to-outlet ratio \(n\), respectively, while 'rectangular' refers to the straight channel with rectangular sensor patch. Figures of the sensor elements are shown in appendix C.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5.16}
\caption{Comparison of the performance of the sensor elements with various inlet-to-outlet ratios of the algebraic channel design. (left) Capture fraction against the reaction/convection number \(\zeta\), (right) uniformity measure \(\nu\) against the reaction/convection number \(\zeta\). The uniformity measure \(\nu\) is calculated with equation 5.41 and increases with decreasing uniformity. Parameters: \(\kappa = 100\), \(\lambda = 10\), \(t = 20\).}
\end{figure}
The design 'linear' is a straight channel whose active area is defined through equation 5.38. It can be seen in both figures that for small reaction/convection numbers the capture fraction is dependent on the geometry of the channel and the sensor patch. For the smallest simulated reaction/convection number \( \zeta = 0.5 \) about 1.5 times as much of the analyte associates in the straight channel with a rectangular sensor patch compared to tapering channels with inlet-to-outlet ratio 2. The reason for this is that the time where the bulk solution is not above the active area is 'lost time for binding'. It is therefore not surprising that a large fraction of the analyte is not captured by the receptor molecules over the active area. This loss is particularly high at the edges of the tapered channels. This difference in capture fraction, between straight and tapered channels, decreases with increasing reaction/convection number \( \zeta \) and becomes negligible for \( \zeta > 10 \). The difference in capture fraction for sensor elements with different inlet-to-outlet ratios is due to the different average velocities in the tapering region. The average velocity decreases with an increase in the inlet-to-outlet ratio and this also results in an increase in the capture fraction.

The uniformity of associated analyte at the sensor surface, as defined by equation 5.41, is generally much better for the tapering channels than for the rectangular channels.
lar channel. However, the two different channel shapes behave differently. The right plot of figure 5.16 shows that the uniformity of associated analyte for the algebraic tapering channels increases for all values of the reaction/convection number \( \zeta \) with the inlet-to-outlet ratio; thus the sensor element 'algebraic\(_4\)' has the highest uniformity of associated analyte at the sensor surface. The same is not true for the linear tapering channels as shown in figure 5.17. Here the channel with the highest uniformity of associated analyte at the sensor surface is dependent on both the reaction/convection number and the adsorption capacity. For low values of \( \zeta \) the uniformity increases with decreasing inlet-to-outlet ratios so that 'linear\(_1\)' has the highest uniformity. However, for \( \zeta > 15 \) the design 'linear\(_4\)' has the highest uniformity of associated analyte at the sensor surface. Further simulations with larger values of the adsorption capacity and reaction/convection number have shown that the order of the uniformity of analyte bound to the sensor patch approaches the order of the algebraic channels, i.e. the uniformity of analyte bound to the sensor patch increases with the inlet-to-outlet ratio, for large values of \( \kappa \) and \( \zeta \). Simulations for longer analyte plugs show the same behaviour as long as the number of receptor molecules is much larger than the number of analyte molecules \((\kappa \gg \lambda)\), see figure 5.18. For short analyte plugs the bound analyte concentration is uniform along the active/inactive boundary and along lines which are quasi-parallel to

![Figure 5.18:](image-url)

Figure 5.18: Surface and contour plots of the bound analyte concentration of the sensor element 'algebraic\(_4\)' for different times. (top) \( t = 10 \), (bottom) \( t = 110 \). The left colourbar is for the top plot and the right colourbar is for the bottom plot. The contour lines (white) are equally spaced through the concentration range. Parameters: \( \kappa = 1000 \), \( \lambda = 100 \), \( \zeta = 2 \)
the boundary. For longer plugs the system approaches equilibrium and the taper has less impact on the capture fraction or the uniformity of analyte associated on the sensor patch.

Thus the improvement, in the uniformity of the bound analyte concentration, is mainly dependent on the channel shape and the reaction/convection number. The largest influence is given by the reaction/convection number $\zeta$. The improvement of the uniformity of analyte associated on the sensor patch for tapered channels compared to rectangular channels increases with $\zeta$ while the uniformity decreases. This is due to the faster depletion of the bulk concentration so that the analyte replenishment is more effective while the gradients in the bound concentration become larger. The figures 5.16 and 5.17 show that there is a trade-off between capture fraction and uniformity of the bound analytes: the capture fraction increases with the reaction/convection number $\zeta$ while the uniformity decreases. The left plots of the figures 5.16 and 5.17 show that a value of $\zeta = 10$ is sufficient to achieve a capture fraction of 0.95. A further increase of $\zeta$ would only decrease the uniformity without significant improvements in the capture fraction. Compared to the reaction/convection number $\zeta$, the different inlet-to-outlet ratios of the tapering channels have a much smaller effect on the uniformity of analyte bound to the sensor patch. For $\zeta < 4$ the highest uniformity of analyte bound to the sensor patch is achieved by channel design 'linear1'. For larger values of $\zeta$ the algebraic channel with inlet-to-outlet ratio 8 has the highest uniformity of analyte bound to the sensor patch.

The comparison of the tapered channels with 'boat-shaped' sensor patches with rectangular systems shows that non-rectangular devices have the potential to increase the uniformity of the bound analyte while retaining a high capture fraction. As found for the two approaches described in section 5.5 this design is only of value for analyte plugs which are short compared to the sensor length. The utilisation of tapered channels requires only a simple flow control and a sensor patch with a uniform distribution of receptor molecules. However, the matched shape of the channel and sensor patch require the careful alignment of the immobilisation of the receptors and the assembly of the microfluidic channel to the waveguide chip.
A further advantage for integrating tapered channels in affinity sensors in a serial configuration is that tapers with different inlet-to-outlet ratio can be used. As was seen in figures 5.16 and 5.17, tapers with different inlet-to-outlet ratios have different capture fractions for a fixed reaction/convection number $\zeta$. This opens the possibility to change the inlet-to-outlet ratio in subsequent sensor elements according to the reaction/convection number of the analyte-receptor pair; ensuring the same capture fraction in each sensor element. Thus for a series of sensors for the detection of multiple analytes, the channels can be tailored to suit the binding properties of the analyte-receptor pair in each sensor element.

5.7 Summary

Novel design guidelines for the improved transport of analytes in microfluidic affinity sensors were presented. These design guidelines take the depletion of the analyte plug along the sensor surface into account and generate a constant analyte mass transfer to the active sensor surface and subsequent association while retaining a high capture fraction.

The simple device designs and assay protocols, which reduce the effect of the analyte plug depletion on the bound analyte concentration, were developed based on the analysis of conventional biosensors, i.e. rectangular device geometry and constant device parameters. It was shown that these conventional biosensors can achieve either a high capture fraction or a uniform distribution of bound analyte along the sensor surface but not both; this is due to the depletion of the analyte plug along the sensor surface. This showed that there is a need for new design strategies which compensate for this analyte depletion.

In this chapter three design strategies have been evaluated. The first two theoretical design strategies (section 5.5) evolved from an analysis of the governing equations 5.2-5.4 of the microfluidic affinity system. The local binding of the analyte to the receptor molecules depends on the analyte concentration $A$ and the reaction/convection number $\zeta$ so that an increasing reaction/convection number can compensate the decreasing analyte
concentration. The most practical way to increase the reaction/convection number is (i) a reduction of the flow velocity or (ii) an increase in the surface immobilised receptor concentration as the analyte travels down the channel. Both methods achieve a constant bound analyte concentration along the sensor length as well as a high capture fraction. The former method has the added benefit that the flow velocity can be adjusted dynamically while the latter is fixed after the immobilisation of the receptors. However, the latter method is feasible for arbitrary long analyte plugs while the former has strong restrictions on the allowed sample plug length. A drawback of both methods is the increased complexity of the device operation in the form of complex flow control and non-uniform surface immobilised receptor concentration, respectively.

The third design strategy (section 5.6) is based on a non-rectangular device geometry where the shape of the microfluidic channel and the shape of the sensor patch are modified. By changing the flow cell from a rectangular geometry to a tapering geometry, streamlines are crossing the active/inactive boundary along the whole length of the sensor patch. This continuously replenishes the analyte in the active area and thus improves the uniformity of the bound analytes. However, this replenishment is not uniform along the length of the sensor for rectangular sensor patches. For two different shapes of the taper, linear and algebraic, the shape of the active/inactive boundary is optimised so that the analyte flux across this boundary is uniform over the length of the sensor. The resulting non-rectangular device, i.e tapering channel and 'boat-shaped' sensor patch, has increased uniformity of the distribution of bound analyte at the sensor patch compared to the standard, rectangular sensors. Furthermore, this approach requires only simple flow control and a uniform distribution of receptor molecules which makes it more practical than the approaches considered in section 5.5. The application of the non-rectangular device geometry for a microfluidic biosensor for the detection of low cytokine levels is presented in chapter 6.

Conventional microfluidic affinity sensors with rectangular geometries and constant device parameters can either achieve a high capture fraction or a high uniformity of the associated analyte along the sensor surface. The design strategies presented here overcome this limitation and allow the design of integrated microfluidic affinity sensors which achieve a high capture fraction while retaining a high uniformity of the associated
analyte along the sensor surface.
Chapter 6

Adaptation of integrated microfluidic biosensors for the detection of low cytokine levels

6.1 Introduction

The detection, quantification and monitoring of proteins from small sample volumes requires sophisticated and sensitive immunoassays (section 2.2). In this chapter the results from chapter 5 are applied to the design of a microfluidic affinity sensor system for the sensitive detection and quantification of low levels of cytokines from serum. Cytokines are signaling molecules which are important for intercellular communication and especially for the immune response following infection through a pathogen, i.e. fungus, virus, bacteria or chemical agent [215]. This physiological, metabolic and behavioural immune response can be triggered by pro-inflammatory cytokines [216].

Elevated cytokine levels have an impact on the brain and it has been suggested that even low-grade inflammations and the resulting slightly elevated cytokine levels may contribute to the progression of chronic neurodegenerative diseases like Alzheimer’s and Multiple Sclerosis [6]. For example, Holmes et al. [217] linked systemic infection and raised levels of the cytokine IL-1β to impaired cognitive function in Alzheimer’s patients.
Extensive clinical studies of the cytokine concentration and accompanying behavioural changes will lead to a better understanding of immune-to-brain communication and may lead to the development of therapeutic intervention approaches for neurodegenerative diseases. In addition, cytokine concentrations might also be used as an early indicator for inflammatory injury [218]. Continuous or repeated measurement of the concentration of the cytokine IL-6 in serum can help in the monitoring and treating of inflammatory injury. Furthermore, it has been suggested that the cytokines IL-6 and IL-10 can be used as biomarkers for Systemic Lupus Erythematosus [9]. However, the monitoring of several cytokines poses significant challenges due to the low physiological concentration levels and the large concentration variations. The concentration of some cytokines, e.g. IL-6, are normally in the sub-picomolar range but can increase by 3 orders of magnitude as a result of infection [219; 220]. Furthermore, the required sample and reagent volumes should be kept as low as possible because the available sample volume is often limited [8]. This is especially important for the analysis of blood from neonates and animal models, e.g. mouse models, where the sample volume is limited to the low microlitre range, or for the analysis of difficult to obtain samples such as cerebrospinal fluid [22]. The available detection systems are either not sensitive enough to detect these low cytokine concentrations or require large sample volumes (> 100 µl) so that continuous monitoring is not feasible. Furthermore, the simultaneous measurement of many different cytokines from small sample volumes would greatly increase the reliability and robustness of the diagnosis because cytokines can have overlapping functions [221].

To address these issues the multisensor from Hua et al. [21] is combined with the optimised microfluidic design from section 5.6. The multisensor consists of a waveguide chip onto which a microfluidic flow cell is bonded and uses an indirect competitive assay which was described in section 3.5. Briefly, the target analyte is pre-incubated with a matching capture antibody which is fluorescently labelled. After the mixture reaches the equilibrium it is flowed through the microfluidic flow cell where the unbound capture antibodies interact with the surface immobilised receptors. Finally, the evanescent field of the waveguide which extends about 100 nm into the flow cell excites the fluorescent labels of the surface bound capture antibodies and the emitted light from the fluorophores is detected by a CCD camera (section 2.5). The multisensor
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has 32 sensor windows which can be functionalised with different receptors so that the system can simultaneously detect 32 different analytes. The multisensor has achieved a limit of detection of $1 \text{ng l}^{-1}$ for estrone which is an environmental contaminant in freshwater reservoirs. Estrone has a molecular weight of 270.4 Da so that this detection limit corresponds to a bulk concentration of $3.7 \text{fM}$. This limit of detection would enable the multisensor to detect physiological levels of cytokines without preconcentration or amplification steps. However, drawbacks of the system are the relatively large sample consumption of 1 ml and the low capture fraction of less than 0.01 (see section 5.4). Here the flow cell is redesigned according to the design guidelines from section 5.6. The new design reduces the sample consumption to the low microlitre range which makes more frequent monitoring of the cytokine level feasible.

The combination of the waveguide sensor with the improved fluidics poses a variety of challenges ranging from the detection system over the device fabrication to the modelling and data analysis. The contributions here are in the design, modelling and analysis of the system. However, to present a complete picture of the proposed device a brief description of the other aspects is provided. The combination of all research elements will yield a highly sensitive and easy to use device for the simultaneous detection of multiple analytes at physiological levels.

6.2 Literature review - immunoassays for cytokine detection

Immunoassays which are based on the affinity interaction of antibodies with antigens, chemicals, viruses or cells are used to detect the presence and quantity of target analytes (section 2.2). Immunoassays for the detection and quantification of multiple cytokines from small sample volumes have to fulfil many requirements to be of great value. The main requirement is a low limit of detection so that the physiological concentration levels which are in the picomolar range [219; 220] can be reliably monitored. Furthermore, assay formats which allow for the detection of multiple analytes simultaneously are beneficial because it has been shown that different cytokines have overlapping func-
tions and can regulate the expression levels of other cytokines. For these reasons it is beneficial to monitor several cytokines simultaneously to get a more complete picture of the biological system [221]. Finally the device should be easy to use, fast, cost-effective and amenable for automation. Integrating immunoassays into microfluidic lab-on-a-chip systems has the potential to fulfil many of these requirements [8] (chapter 2). Besides the obvious advantages of reduced sample consumption and decreased analysis time microfluidic systems offer improved repeatability and sensitivity as well as the potential for automation and multiplexing.

One of the most widely used immunoassays is the enzyme-linked immunosorbent assay (ELISA) which is shown schematically in figure 6.1. Commercial ELISA kits containing all required reagents are available from a range of suppliers, e.g. BD Biosciences (San Jose, USA) and R&D Systems (Minneapolis, USA). In an ELISA the target analyte is captured via a capture antibody to the surface of the well plate. After the immobilisation a detection antibody which binds to the target is added. Finally, an enzyme which is linked to this detection antibody transforms a suitable substrate into chromogenic or fluorogenic product. This transformation of the substrate into product is an amplification step which allows the sensitive detection down to physiological levels. ELISA’s have been used to detect different cytokines with a limit of detection below 10 pg ml\(^{-1}\) [223]. However, the high sensitivity comes at the price of high sample consumption (~ 100 µl), long assay times (hours) and a labour-intensive protocol with multiple pipetting steps. The high sample consumption and the lack of multiplexing can

Figure 6.1: (left) ELISA and (right) immuno-PCR detection. Reprinted from [222] with permission from Elsevier.
be partially overcome by an array-based ELISA [224]. Here the patterning of an array of capture antibodies in one sample well allows the simultaneous detection of multiple cytokines. These microarray assays which have been implemented for most assay types allow the detection of the coordinated levels of multiple cytokines while keeping the sample consumption and assay times low [16]. Commercially available microarray systems (Randox Laboratories Ltd., Crumlin, UK) which use chemiluminescence imaging achieve a detection limit between 0.12 pg ml$^{-1}$ and 2.12 pg ml$^{-1}$ for 12 human cytokines in serum [225].

A further commercially available system which achieves almost the same sensitivity as an ELISA but with much reduced sample consumption is the Bio-Plex system from Bio-Rad (Bio-Rad Laboratories Ltd., Hemel Hempstead, UK). This system consists of 100 color-coded beads which can be conjugated with different capture antibodies so that 100 different analytes can be analysed simultaneously. The system employs a sandwich assay where the target analytes are first captured on the beads by the capture antibodies and then labelled through a detector antibody. The color-coded beads are then flowed through a flow cytometer. In the flow cytometer the color-coded beads with the captured analytes are interrogated by two laser beams: a green laser excites the fluorophores attached to the detector antibodies which allows the quantification of the captured analyte, a red laser excites the fluorophores in the beads which allows the identification of the bead and therefore the analyte. A comparative study of 15 human cytokines showed that the Bio-Plex systems achieves a dynamic range between 4 and 5000 pg ml$^{-1}$ for many cytokines [226]. The Bio-Plex system has a slightly lower sensitivity but higher dynamic range than an ELISA.

An approach which uses the polymerase chain reaction (PCR) for the amplification of the signal is immuno-PCR which is shown schematically in figure 6.1. Here the analyte of interest is usually captured by a surface immobilised capture antibody and a second detection antibody, which is tagged with a DNA marker, is used to sandwich the analyte [222]. Once the detection antibody is bound to the target analyte the DNA marker is amplified by PCR. This approach can be multiplexed by providing a distinct DNA marker for every analyte of interest [227]. This method is often called the 'bio-barcode assay' and has been used to detect the cytokine IL-2 with 30 aM
sensitivity [228]. A similar approach of DNA amplification is called rolling-circle amplification (RCA) [229]. This approach is shown schematically in figure 6.2. Here a DNA primer which is attached to the detection antibody hybridises to a circular DNA strand which gets multiplied by PCR. This results in a long DNA strand to which complementary fluorescent oligonucleotides can be hybridised. This technique is compatible with DNA microarray equipment and analysis methods. RCA has been used on multiplexed protein microarrays to enhance the measurement of 75 cytokines expressed by human dendritic cells. For 60% of the cytokines they achieve a sensitivity $\leq 10\, \text{pg}\, \text{ml}^{-1}$ and a dynamic range over 3 orders of magnitude. This high sensitivity is achieved from complex analyte mixtures and simultaneously for 38 cytokines in each subarray. Recent reviews show that immuno-PCR technologies are very sensitive, quantitative and reproducible [222; 230]. However, the long assay times as well as the complex instrumentation and assay protocol prevent its wide spread clinical use.

A further technique which uses PCR amplification is the proximity ligation assay [231]. Here two proximity probes, e.g. antibodies, bind pairwise to the target analyte. Attached to these proximity probes are oligonucleotide sequences which can

**Figure 6.2:** Cytokine detection by rolling-circle amplification. Reprinted by permission from Macmillan Publishers Ltd: Nature Biotechnology [229], copyright 2002.
hybridise through an added connector oligonucleotide. The proximity of the two oligonucleotides increases their local concentration by a factor of $10^6$ and accordingly their ligation. The ligated oligonucleotides are amplified by PCR while unbound oligonucleotides are not amplified. A proximity ligation assay was used to detect cytokines with femtomolar sensitivity ($10\text{ fg}\text{ ml}^{-1}$) in 1 µl samples [232]. The assay is very sensitive due to the dual binding and very robust because no wash or separation steps are needed. However, it has the same drawbacks as the other PCR-type methods including the requirement for complex instrumentation and long assay times.

The commercial Biacore system, where surface plasmon resonance (SPR) (see section 2.5) is the physical sensing approach used, has been applied to the detection of IL-8 in human saliva down to a concentration of 0.25 nM or 2.1 ng ml$^{-1}$ [233]. The system was stable for 150 cycles and each assay time is as low as 13 minutes. A sensor based on fiber-optic SPR, where the surface plasmons propagate along a metal coated fibre, was shown to have a detection limit for IL-1, IL-6 and TNF-α in buffered saline solution and in cell culture medium down to 1 ng ml$^{-1}$ which allows the quantification of the cytokine levels in nonhealing wounds [234]. While the sensitivity of SPR systems is 2 – 3 orders of magnitude lower than the sensitivity for some of the labelled methods, such as immuno-PCR or fluorescence based methods, SPR systems have the advantage of simple, label-free operation and short analysis times.

An approach based on a commercially available waveguide chip was previously reported for the detection of 8 different human cytokines [42]. In this approach a microarray was spotted onto the waveguide chip. After the receptor immobilisation a microfluidic structure is bonded onto this waveguide chip. The microfluidic structure contains 6 flow cells and is compatible with the fluid handling for 96 well plates so that the sample solution and the other reagents can be pipetted either manually or by an automated fluid handling robot. The system uses a sandwich assay where the target analyte is sandwiched between a capture antibody and a fluorescently labelled detection antibody. The fluorophores attached to the detection antibodies are excited by the evanescent field of the waveguide. The resulting fluorescence is detected by a fluorescence reader. This system achieved a detection limit of 15 pg ml$^{-1}$ for all tested cytokines from 20 µl of sample. However, the assay took several hours to complete and
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requires complex instrumentation, i.e. a fluid handling robot.

A different approach for the detection and quantification of cytokines is based on the separation of the analytes by chip-based electrophoresis. In chip-based electrophoresis multiple analytes from a small sample are separated based on their mass-to-charge ratio [22] (section 4.2). The combination of electrophoresis with immunoaffinity capture and laser-induced fluorescence detection allowed the detection of 6 cytokines from less than 1 µl of sample with a detection limit of 2 pg ml$^{-1}$ in less than 2 minutes. The immunoaffinity capture step which is performed before the electrophoresis step separates the target cytokines from the rest of the sample. This reduces the complexity of the sample and enhances the sensitivity of the detection. Advantages of this approach are the fast analysis times, low sample consumption and inherent multi-analyte detection. However, electrokinetic methods require large voltages which increase the complexity of the instrumentation and can lead to adverse effects such as water electrolysis, metallic ion injection and bubble formation [3].

Table 6.1 summaries the different methods for the detection and quantification of cytokines. While a low limit of detection (LOD) and a small sample size of the assay are necessary for the quantification of low levels of cytokines, the other three properties are important for the wide spread applicability of the assay. Methods with ‘inherent’ multiplexing can detect multiple cytokines simultaneously without further instrumentation, i.e. the barcode assay has a different marker for every analyte of interest, while

<table>
<thead>
<tr>
<th>Method</th>
<th>LOD</th>
<th>Sample size</th>
<th>Multiplexing</th>
<th>Complexity</th>
<th>Time</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELISA</td>
<td>10 pg ml$^{-1}$</td>
<td>100 µl</td>
<td>microarray</td>
<td>medium</td>
<td>hours</td>
<td>[223]</td>
</tr>
<tr>
<td>Bio-Plex</td>
<td>5 pg ml$^{-1}$</td>
<td>70 µl</td>
<td>inherent</td>
<td>medium</td>
<td>hour</td>
<td>[226]</td>
</tr>
<tr>
<td>Immuno-PCR</td>
<td>10 pg ml$^{-1}$</td>
<td>10 µl</td>
<td>microarray</td>
<td>high</td>
<td>hours</td>
<td>[229]</td>
</tr>
<tr>
<td>Barcode</td>
<td>1 fg ml$^{-1}$</td>
<td>&lt; 20 µl</td>
<td>inherent</td>
<td>high</td>
<td>hours</td>
<td>[228]</td>
</tr>
<tr>
<td>Proximity</td>
<td>10 fg ml$^{-1}$</td>
<td>1 µl</td>
<td>inherent</td>
<td>high</td>
<td>hours</td>
<td>[232]</td>
</tr>
<tr>
<td>SPR</td>
<td>2 ng ml$^{-1}$</td>
<td>100 µl</td>
<td>microarray</td>
<td>low</td>
<td>minutes</td>
<td>[233]</td>
</tr>
<tr>
<td>Waveguide</td>
<td>15 pg ml$^{-1}$</td>
<td>15 µl</td>
<td>microarray</td>
<td>medium</td>
<td>hours</td>
<td>[42]</td>
</tr>
<tr>
<td>Separation</td>
<td>2 pg ml$^{-1}$</td>
<td>&lt; 1 µl</td>
<td>inherent</td>
<td>medium</td>
<td>minutes</td>
<td>[22]</td>
</tr>
</tbody>
</table>

Table 6.1: Comparison of the characteristics of various techniques for cytokine detection.
the other methods rely on microarray approaches for multiplex detection of different cytokines. The column ‘Complexity’ refers to the complexity of the assay instrumentation and protocol. The method relying on electrophoretic separation fulfills the requirements on sensitivity, sample size, assay time and complexity of the assay instrumentation and protocol but the applied large voltages can make it unsuitable for some applications. None of the remaining methods fulfil all the desired characteristics. All the PCR-type methods have sufficient sensitivity but require complex systems and have long assay times. On the other hand, the widely used ELISA and SPR methods require sample sizes that are larger than practically feasible. The presented waveguide system has a sufficiently low LOD but uses only a simple flow cell so that the sample requirements and assay times are too large. However, the application of the design guidelines from chapter 5 to the flow cell of the waveguide system has the potential to lead to an efficient and sensitive system.

6.3 Device design and modelling

6.3.1 Design of the microfluidic channel

For the sensitive detection of cytokines the microfluidic flow cell has to be designed with the aim of high capture fraction and uniform analyte mass transfer to the sensor surface and subsequent association along the length of the sensor (section 5.4). In this section the results from chapter 5 are applied to the design of the microfluidic flow cell, the corresponding sensor patches and the operating parameters. The aim of this design is the reduction of the sample consumption to the low microlitre level while retaining the excellent sensitivity, ease of use and the short assay time of the original multisensor.

The design of the microfluidic system is constrained by the design of the existing waveguide chip whose schematic is shown in figure 6.3. A single 2.5 µm wide waveguide is split into four branches by three Y splitters and then broadened to a 30 µm or 60 µm wide waveguide. The broadening increases the usable sensor patch area and reduces the optical density which reduces the rate of photobleaching. The separate waveguide branches are 1 mm apart. The whole surface of the waveguide chip except the sensor
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Figure 6.3: Schematic of the waveguide chip adapted from [21] and of one sensor element which consists of a widening channel region and a tapering channel region.

Windows is covered by a 1 \( \mu m \) thick silica isolation layer which prevents the light from leaking out of the waveguide. The sensor windows are 1.5 mm long, 0.3 mm wide and 1.5 mm separated. A microfluidic flow cell is placed on top of the waveguide chip as shown in figure 5.4.

The original flow cell which covered all four waveguides simultaneously was 5 mm wide and was about 35 \( \mu m \) high. In this setup only about 5\% of the analyte molecules are flowed over the sensor patches while the rest passes between the four waveguide branches. One measurement (with the original flow cell) required about 1 ml of sample and less than 1\% of the available analyte molecules can theoretically bind at the sensor patches, see section 5.4 for details. The proposed, redesigned flow cell which mimics the underlaying waveguides is shown in figure 6.4. From a single inlet the flow channel is split up into four separate channels by three Y splitters. The inset of figure 6.4 shows a zoomed in view of the inlet which clearly shows the Y splitters and the first sensor elements. The rounded corners in the Y splitters ensure a more uniform flow compared to channels with sharp turns where the flow velocity goes to zero in the outer corners. After the Y splitters each channel has 8 sensor elements which were described in section 5.6.2. Briefly, each sensor element is 3 mm long and designed to fit over the waveguide and the sensor windows (see figure 6.3). The sensor elements consist of a 1.5 mm long widening region and a 1.5 mm long tapering region. The width of both the inlet and outlet is 60 \( \mu m \) which enables the sequential configuration of several sensor
Figure 6.4: Schematic of the photomask for the microfluidic flow cell. The inset shows a zoomed in view of the channel inlet.

elements. Each channel in this photomask has 2 sensor elements each with inlet-to-outlet ratios, which are the ratios between the width at the widest part of the sensor element and the exit of the sensor element, of 1, 2, 4 and 6, respectively. The order of the different sensor elements varies between the 4 channels. The proposed channel width of 60 µm means that the channels fit exactly over the widest waveguide. In this configuration every analyte molecule is flowed over the sensor patches which increases the capture fraction of the device. After the 8 sensor elements in each channel the four channels are combined to a single outlet channel. Using a single inlet and outlet simplifies the connection between the macro and the micro world. To achieve the same flow rate in each of the four parallel channels the flow resistances in the four channels have to be equal. The easiest way to achieve this is by having sensor elements with the same inlet-to-outlet ratios in each of the four channels, e.g. each channel has two sensor elements with inlet-to-outlet ratio 4 and six sensor elements with inlet-to-outlet ratio 8. However, the sensor elements can be in an arbitrary order because the total
flow resistance of each channel is the sum of the flow resistances of the sensor elements.

Following the redesign of the planar layout of the flow cell, the height of the flow cell and the flow velocity are considered. This redesign of the channel height and flow velocity is based on the Graetz number and the reaction/convection number which were introduced in chapter 3 and are repeated here

\[
G_z = \frac{H^2 U}{LD} \\
\zeta = \frac{k_a L X_0}{HU}
\]

The original flow cell was about 35 \( \mu \)m high and the sample was pumped through the system with an average flow velocity of 14 mm s\(^{-1}\). The resulting system was mass-transfer limited. For an association rate constant \( k_a = 5 \times 10^5 \) M s\(^{-1}\) less than 5% of the analyte which is flowed over the sensor patch will be captured. The main problem of the original design is the high Graetz number (\( G_z \approx 200 \)) which prevents the majority of the analytes from reaching the sensor surface, see figure 5.6. To increase the fraction of analytes that can reach the sensor surface the Graetz number has to be reduced (see section 5.4). The most feasible way to reduce the Graetz number is by decreasing the channel height or the average flow velocity. The results of chapter 5 show that for an efficient system the Graetz number should ideally be below 1 which would allow each analyte molecule to reach the active sensor surface. The second problem is a low value of the reaction/convection number which is related to the capture fraction by equation 5.8. The capture fraction increases with the reaction/convection number and for \( \zeta = 1 \) approximately 60% of the analyte molecules bind to the active sensor surface. The reaction/convection number can be increased by a reduction of the channel height and the average flow velocity. The feasible range of channel heights and flow speeds which guarantee \( G_z < 1 \) and \( \zeta > 1 \) is shown in the left plot of figure 6.5 for one set of the other parameters. The two lines define the boundary at which \( G_z = 1 \) and \( \zeta = 1 \), respectively. A combination of channel height and flow velocity to the left of both lines creates a system where \( G_z < 1 \) and \( \zeta > 1 \).

Figure 6.5 shows that a further reduction of the channel height and flow velocity creates a system with a small Graetz number and high reaction/convection number so that a capture fraction of 1 can be achieved. However, this further reduction would
Figure 6.5: (left) Feasible range of channel heights and flow speeds. The region to the left of both lines guarantees sufficiently fast diffusion to the surface and a large capture fraction. (right) Graetz number and reaction/convection number for various flow rates and channel heights. Parameters: $D = 5 \times 10^{-11} \text{m}^2 \text{s}^{-1}$, $k_a = 5 \times 10^5 \text{M}^{-1} \text{s}^{-1}$, $L = 1.5 \times 10^{-3} \text{m}$, $X_0 = 10^{-8} \text{mol m}^{-2}$

increase the assay time considerably. For example, for the smallest shown channel height of $5 \mu$m and the smallest average flow velocity of $10^{-4} \text{m s}^{-1}$ it takes about 5 hours for a sample plug of $2 \mu$l to be pumped through the microfluidic channel. It is therefore not practical to further reduce the channel height or flow velocity. Because the Graetz number is proportional (i) to the square of the channel height and (ii) to the flow velocity, it is better to reduce the channel height to achieve a smaller Graetz number. Thus the Graetz number is reduced and the assay time is as short as possible. However, there are practical limits for the channel height; the probability of blockage in microfluidic channels increases with decreasing channel height. Here channel heights below $5 \mu$m were not considered.

The right plot in figure 6.5 takes a closer look at the Graetz number and the reaction/convection number for fixed channel heights of $5 \mu$m and $10 \mu$m and flow velocities between $10^{-4}$ and $10^{-3} \text{m s}^{-1}$. A channel height of $10 \mu$m allows the use of a flow velocity up to $7.5 \times 10^{-4} \text{m s}^{-1}$ which would decrease the assay time to about 20 min. The reaction/convection number for this setup is 1. Depending on the actual values of $k_a$ and $X$ the flow velocity could be reduced further to achieve a sufficiently high reaction/convection number though this would increase the assay time.
6.3.2 Assay design

The assay format in the original multisensor is an indirect competitive assay, see section 3.5, which will also be used in the detection and quantification of cytokines. Briefly, the target cytokines (analyte) are mixed with their antibodies (receptor) which are labelled with the fluorophore Cy5.5. The mixture is given time to reach equilibrium. In the second step the mixture is flowed through the integrated microfluidic affinity sensor where the unbound antibodies can bind to the matching cytokines which are immobilised at the sensor surface. The interactions are represented by the following equations

\[ A + X \xrightarrow{k_a} X_b \]
\[ X + A_i \xrightarrow{k_a} B \]

where \( A, X, X_b, A_i \) and \( B \) are the concentrations of the cytokine molecules, antibody molecules, cytokine-antibody complex, surface immobilised cytokine molecules and the surface immobilised cytokine-antibody complex, respectively. The association and dissociation rate constants between the antibody molecules and the surface immobilised cytokines are given by \( k_a \) and \( k_d \), respectively, while the association and dissociation rate constants between the antibody molecules and the free cytokines are given by \( k'_a \) and \( k'_d \), respectively.

The interaction between the cytokines and the antibodies described by equation 6.3 takes place in a closed system without flow and can thus be described by the equations for the stagnant and well-mixed systems from section 3.4.1. Equation 6.3 is translated into a differential equation for the concentrations

\[ \frac{\partial X_b}{\partial t} = k'_a A X - k'_d X_b \]

In a closed system the concentrations of the cytokine and antibody molecules are linked to the concentration of the bound cytokine-antibody complex \( X_b \) by \( A = A_0 - X_b \) and \( X = X_0 - X_b \). This allows the analytical calculation of the equilibrium solution of equation 6.5

\[ X_b = \frac{1}{2}(K_d' + A_0 + X_0) - \sqrt{\frac{1}{4}(K_d' + A_0 + X_0)^2 - A_0 X_0} \]
with the dissociation constant $K_d' = k_d' / k_a'$. The interaction between the free antibodies and the surface immobilised cytokines described by equation 6.4 depends on the transport of the antibodies in the bulk of the channel and on the antibody-cytokine interaction at the active surface. The transport in the bulk of the channel can be described by the convection-diffusion equation 4.1 and the association at the active surface can be described by the differential equation 4.3. In this case the governing equations are given by

$$\frac{\partial X}{\partial t} + (\mathbf{u} \cdot \nabla) X = D \nabla^2 X \quad (6.7)$$

$$\frac{\partial B}{\partial t} = k_a A_i X - k_d B \quad (6.8)$$

Here it is assumed that $X$ only changes due to interactions with the surface immobilised cytokines and that the concentration of the cytokine-antibody complex $X_b$ stays constant. This is a reasonable assumption because the timescale for the dissociation of the cytokine-antibody complex is much larger than the residence time of the cytokine-antibody complex over the sensor patch.

In contrast to the systems considered in chapter 4 and 5 the sample plug in this system is much larger than the sensor length. For a 2 $\mu$l sample volume in the above described geometry ($H = 10 \mu$m, $W = 60 \mu$m, $L = 1.5$ mm) the sample plug is about $L_{plug} = 0.83$ m long. The sample plug is much longer than the sensor area so that even for a high value of the adsorption constant $\kappa$ the number of immobilised cytokine molecules might be on the same order as the number of antibody molecules. In this case the concentration of the free surface immobilised cytokines can not be assumed to be constant. In fact, depending on the antibody concentration and the dissociation constant a large percentage of the surface immobilised cytokine molecules can be occupied. Due to this, the asymptotic solutions presented in section 3.4, which are only valid for systems with a constant concentration of surface immobilised receptors, are not applicable here and the analysis requires full numerical simulations.

The numerical simulations are computationally expensive and give only information about one set of parameter values and thus it is beneficial to calculate the equilibrium solution of equation 6.8 which acts as a boundary case. The system is modelled as a stagnant and well-mixed system where the entire sample plug is above the sensor
surface so that every antibody molecules can associate with the surface immobilised cytokines. In this model the antibody concentration $X$ and the concentration of the surface immobilised cytokine-antibody complex are linked by

$$X = X_0 - X_b - \frac{BL}{HL_{plug}}$$

(6.9)

where $X_0$ is the initial antibody concentration and $X_b$ the concentration of the bulk cytokine-antibody complex. Here the concentration of surface immobilised cytokine-antibody complex $B$ had to be transformed into a bulk concentration and scaled by the ratio of the sensor patch length and the plug length. In this situation, where the entire sample plug is above the sensor surface, this scaling corresponds to a transformation of the channel height $H$ into an effective channel height

$$H_e = H \frac{L_{plug}}{L}$$

(6.10)

For a sample volume of $2 \mu l$ and a channel height of $10 \mu m$ the effective channel height is $H_e = 5.6 \text{mm}$. This adjustment is rather crude and might underestimate the actual surface immobilised cytokine-antibody complex concentration. This is because, in the dynamic case, the antibody solution is continuously replenished at the channel inlet and this will lead to a higher bound concentration at the channel inlet. Despite these shortcomings the equilibrium solution for this effective channel height model gives valuable information about the system behaviour and can be used to find suitable starting parameters for full numerical simulations.

The surface concentration of free, surface immobilised cytokines is given by $A_i = A_{i0} - B$ where $A_{i0}$ is the total surface concentration of surface immobilised cytokines. In this case the equilibrium solution of equation 6.8 is given by

$$B = \frac{1}{2}(H_e(K_d + X_0 - X_b) + A_{i0}) - \sqrt{\frac{1}{4}(H_e(K_d + X_0 - X_b) + A_{i0})^2 - H_eA_{i0}(X_0 - X_b)}$$

(6.11)

with the dissociation constant $K_d = k_d/k_a$. This equation together with equation 6.6 can be used to calculate the sensor response for different antibody and cytokine concentrations. The dose-response curve, which depends on the surface immobilised cytokine concentration as well as on the antibody concentration, is shown in figure 6.6. Physiological cytokine concentrations (see section 6.1) are in the left, almost constant
Figure 6.6: Concentration of surface immobilised cytokine-antibody complex $B$ for cytokine concentrations $A_0$ between 0.1 pM and 100 nM. The surface immobilised cytokine-antibody complex $B$ is calculated in two steps: first, $X_b$ is calculated from equation 6.6; second, $B$ is calculated from equation 6.11. Parameters: $A_{i0} = 10^{-8} \text{mol m}^{-2}$, $H_0 = 5.6 \text{mm}$, $K_{d} = K_{d}' = 0.1 \text{nM}$, $X = 1 \text{nM}$

part of the curve which shows only a small change in the bound concentration compared to the blank sample.

From now on it is assumed that the dissociation constants for the interaction between the cytokine and antibody molecules are the same for free and surface immobilised cytokines. Thus the dissociation constant for both reactions is $K_d$. This assumption simplifies the presentation of the results. Figure 6.7 shows the difference in the surface immobilised cytokine-antibody complex concentration between a blank sample and various cytokine concentrations calculated with equations 6.6 and 6.11 over the antibody concentration $X$. The different plots of figure 6.7 are for three values of the dissociation constant $K_d$ which cover the range of reported dissociation constants for various cytokines with cytokine antibodies [234]. The figure indicates that the optimal antibody concentration, i.e. the antibody concentration which gives the largest change in bound concentration, is independent of the cytokine concentration. On the other hand, the magnitude of the difference between the blank and the various cytokine concentrations depends on the dissociation constant and the cytokine concentration. Furthermore, the optimal antibody concentration depends on the dissociation constant as can be seen in the middle and right plots where the maximal change in bound concentration is given for
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Figure 6.7: Difference in the surface immobilised cytokine-antibody complex concentration between blank and various cytokine concentrations for three different dissociation constants: (left) $K_d = 0.1 \text{nM}$, (middle) $K_d = 1 \text{nM}$, (right) $K_d = 10 \text{nM}$. Parameters: $H_e = 5.6 \text{mm}$, $A_{i0} = 10^{-8} \text{mol m}^{-2}$

$X_0 \approx K_d$. This relationship breaks down for $K_d = 0.1 \text{nM}$ due to depletion of the antibody concentration, see the left plot of figure 6.7. A further decrease of the dissociation constant or an increase in the surface immobilised cytokine concentration has almost no effect on the change of surface immobilised cytokine-antibody complex concentration.

In contrast to label-free detection methods such as SPR where the absolute change in bound concentration is the most important parameter, the relative change in bound concentration is at least as important in fluorescence based assays as discussed in section 2.5. Here the number of fluorophores per antibody molecule can be increased to amplify the signal. Figure 6.8 shows the relative change in immobilised cytokine-antibody complex concentration calculated with the simplified model. It can be seen in figure 6.8 that the

Figure 6.8: Difference in the surface immobilised cytokine-antibody complex concentration between blank and various cytokine concentrations relative to the surface immobilised cytokine-antibody complex concentration for the blank. The plots show the relative difference for different dissociation constants: (left) $K_d = 0.1 \text{nM}$, (middle) $K_d = 1 \text{nM}$, (right) $K_d = 10 \text{nM}$. Parameters: $H_e = 5.6 \text{mm}$, $A_{i0} = 10^{-8} \text{mol m}^{-2}$
relative difference in immobilised cytokine-antibody complex concentration decreases with the antibody concentration and thus a low antibody concentration provides the largest relative change in bound concentration. However, the decrease in the relative difference in the bound concentration is negligible for antibody concentrations below the dissociation constant. In practical applications the antibody concentration should be chosen just below the dissociation constant. This guarantees a large relative and absolute change in bound cytokine-antibody complex concentration. The latter reduces the required number of fluorophores per antibody molecule which decreases the influence of the potentially noisy amplification, i.e. the number $N$ of fluorophores per antibody molecule is not deterministic but rather given by a statistical distribution with a mean of $N$.

The simplified analytical solution given by equations 6.6 and 6.11 is used to pick the antibody concentration with the maximal change in bound cytokine-antibody complex concentration. For example, for $K_d = 0.1 \text{nM}$ an antibody concentration of $\sim 0.7 \text{nM}$ gives the largest change in the bound concentration, i.e. $4.3 \times 10^{-12} \text{mol m}^{-2}$ for a cytokine concentration of $A_0 = 1 \text{pM}$. This is compared with FEM simulations for the rectangular and the tapering channels. These simulations are performed with the top view model which is described in appendix B.2. The difference in bound concentration for a range of antibody concentrations is shown in table 6.2. The difference in the bound concentration for these numerical simulations corresponds very well with the simplified model. However, the antibody concentration which gives the maximal difference in the immobilised cytokine-antibody complex concentration between a blank sample and a 1 pM cytokine concentration is slightly lower than for the simplified model. This is due to the simplifying assumptions of a stagnant and well-mixed system in equilibrium. Nevertheless, the comparison shows that the simplified model gives valuable information about the optimal antibody concentration for the detection of a given cytokine-antibody system.

A further result of the numerical simulations is that the difference in the bound concentration in the tapering channel geometry is about 5% higher than for the rectangular channel. This result was not expected because the tapering channel geometry was originally (see chapter 5) designed for short sample plugs. This shows that the
Table 6.2: Comparison of the difference in the bound concentration between a blank sample $B_{0pM}$ and a sample with a 1 pM cytokine concentration $B_{1pM}$ for the rectangular and the tapering channel geometry. The tapering geometry is given by the sensor element 'algebraic 4' as defined in section 5.6.2 and given in figure C.2. Parameters: $A_0 = 10^{-8} \text{mol m}^{-2}$, $G_z = 0.67$, $H = 10 \mu m$, $k_a = 10^6 M^{-1}s^{-1}$, $k_d = 10^{-4}s^{-1}$, $K_d = 0.1 nM$, $\lambda = 1667 s$, $t = 1700 s$, $U = 5 \times 10^{-4} \text{m s}^{-1}$.

Improved transport of analytes to the sensor patch increases the average bound concentration compared to a rectangular channel as long as the equilibrium is not reached. At equilibrium the average bound concentrations in the rectangular and tapering channels are the same.

### 6.3.3 Design example

While the flow cell given by figure 6.4 and the design of the device parameters is motivated by the multisensor [21], the results presented in this section can be applied to different sensor systems which employ the indirect competitive assay. For different assay types, e.g. direct competitive assay or sandwich assay, the results from section 6.3.2 have to be adapted while the results from section 6.3.1 are still valid. Here a step by step design example is presented.

It is assumed that the sensor shape and the analyte-receptor pair are fixed so that the sensor length $L = 1 \text{mm}$, sensor width $W = 200 \mu m$, the association rate constant $k_a = 5 \times 10^5 M^{-1}s^{-1}$, the dissociation rate constant $k_d = 5 \times 10^{-4}s^{-1}$, the concentration...
of surface immobilised analyte \( A_i = 10^{-8} \text{ mol m}^{-2} \) and the diffusion coefficient \( D = 2 \times 10^{-11} \text{ m}^2 \text{ s}^{-1} \) are given. The design is split into two steps: (i) determination of the necessary flow velocity and channel height and (ii) determination of the required antibody concentration \( X_0 \).

In the first step the flow velocity \( U \) and channel height \( H \) are chosen so that the Graetz number which is given by equation 6.1 is below 1 and the reaction/convection number which is given by equation 6.2 is above 1. These requirements can be translated into the following inequalities

\[
H^2 U < LD \quad (6.12)
\]
\[
HU < k_a L X_0 \quad (6.13)
\]

For a channel height of 5 \( \mu \text{m} \) which is a feasible channel height with current micro-fabrication methods the flow velocity in the example considered here has to be below \( 8 \times 10^{-4} \text{ m s}^{-1} \) where the Graetz number is \( G_z = 1 \) and the reaction/convection number is \( \zeta = 1.25 \). A lower flow velocity will increase the capture fraction of the system but it will also increase the assay time, i.e. the time required for the sample plug to be flowed through the flow cell, which is given by

\[
t_{\text{assay}} = \frac{Q}{U H W} \quad (6.14)
\]

where \( Q \) is the sample volume. For a 1 \( \mu \text{l} \) sample plug and a flow velocity of \( U = 8 \times 10^{-4} \text{ m s}^{-1} \) the assay time is \( t_{\text{assay}} \approx 20 \text{ min} \).

In the second step the antibody concentration \( X_0 \) is determined from equations 6.6 and 6.11. In this example the dissociation constant is \( K_d = 1 \text{ nM} \) so that the optimal antibody concentration can be determined from the middle plots of the figures 6.7 and 6.8. Here the optimal antibody concentration is given by \( X_0 \approx 1 \text{ nM} \).

### 6.4 Device fabrication and assembly

The proposed device consists of two parts: the waveguide chip and the microfluidic flow cell. These two parts are fabricated separately and only combined at the end of
the fabrication process. The reductions in the channel and sensor patch size compared to the original system increase the requirements on the fabrication of the microfluidic affinity sensor and on the assembly of the device. Especially the alignment of the active sensor patch and the flow channel with the waveguide chip are crucial.

The waveguide chip is taken from the multisensor [21] and is shown schematically in figure 6.3. The cytokine molecules for the active sensor patch have to be attached to the waveguide chip before the waveguide chip and the microfluidic flow cell are combined. This surface functionalisation is performed in-house by Dr. Lucy Braddick and Dr. Patrick Garland. The cytokine molecules are attached to the waveguide surface by microcontact printing, see section 2.4.1. Briefly, an elastomeric stamp is incubated with a solution containing streptavidin molecules. The incubated stamp is then pressed against the substrate to transfer the streptavidin molecules to the substrate. In the next step the substrate is incubated with biotinylated cytokine molecules, i.e. cytokine molecules with an attached biotin molecule. Biotin has very high affinity ($K_d = 10^{-15}$ M) for streptavidin and thus the cytokine molecules are immobilised at the substrate surface by the biotin-streptavidin interaction. The elastomeric stamp is fabricated by casting of PDMS on a SU-8 master (section 2.3). The master was fabricated in SU-8 10 (MicroChem Corp., Newton, USA) on glass according to the instructions from the manufacturer. The SU-8 is hardbaked to increase the mechanical stability. Sylgard 184 PDMS (Dow Corning Co., Midland, USA) in the usual mixture, 10 parts base elastomer to 1 part curing agent, is poured onto the SU-8 master, degased and cured at 150°C for 15 min. The PDMS can be peeled of the master straight after the curing. Microcontact printing offers the flexibility for the shape and size of the receptor patch required by the design of the active sensor patches (see figure 5.14).

In contrast to the original system, the sensor patches are smaller than the underlying waveguide and thus have to be aligned to the waveguide. This alignment of the receptor patch as well as the alignment of the microfluidic channel to the waveguide chip are crucial for the efficient and sensitive detection of cytokines. A misalignment in either of the two steps will reduce the capture fraction as well as the uniformity of the association of the antibodies with the surface immobilised cytokine molecules. Here numerical simulations are performed to quantify the effect of misalignment between the receptor
The misalignment can be a translation along the flow direction, a translation across the flow direction, a rotation or a combination of the three. Table 6.3 and figure 6.9 show simulation results for a perfectly aligned channel and misaligned channels under the assumption that the receptor patch is perfectly aligned to the waveguide chip. A translation below 10 µm and a rotation below 1° is well within the achievable alignment accuracy so that the results present a worst-case scenario. From the presented data it is clear that a misalignment across the flow direction or a rotation is worse than a translation along the flow direction. In these cases a part of the receptor patch is not covered by the microfluidic channel which reduces the number as well as the uniformity of the associated antibody molecules. Even in this worst-case scenario the reduction of uniformity and number of associated antibodies is well below 10%.

First the stamp has to be aligned to the waveguide. Figure 6.10 shows a schematic of one PDMS stamp aligned to the waveguide. The alignment marks on the waveguide chip, i.e. the green crosses in the figure, are etched into the glass substrate by ion beam etching, see section 2.3. The alignment marks on the stamp are made from PDMS and thus have the same height as the main part of the stamp. These alignment marks in the PDMS stamp stabilise the stamping onto the glass substrate. This stabilising is important because the stamping has to be performed with uniform force across the

<table>
<thead>
<tr>
<th>Alignment</th>
<th>Amount bound [mol]</th>
<th>uniformity</th>
</tr>
</thead>
<tbody>
<tr>
<td>perfect</td>
<td>$3.4077 \times 10^{-19}$</td>
<td>0.0367</td>
</tr>
<tr>
<td>$+10 \mu m$ x-axis</td>
<td>$3.4133 \times 10^{-19}$</td>
<td>0.0365</td>
</tr>
<tr>
<td>$-10 \mu m$ x-axis</td>
<td>$3.4016 \times 10^{-19}$</td>
<td>0.0370</td>
</tr>
<tr>
<td>$+10 \mu m$ z-axis</td>
<td>$3.2081 \times 10^{-19}$</td>
<td>0.0392</td>
</tr>
<tr>
<td>1° rotation</td>
<td>$3.2468 \times 10^{-19}$</td>
<td>0.0391</td>
</tr>
</tbody>
</table>

Table 6.3: Comparison of the amount of bound antibody molecules and the uniformity of the distribution of associated antibodies at the receptor patch for different alignments. Parameters: $A_0 = 10^{-8} \text{ mol m}^{-2}$, $H = 10 \mu m$, $k_a = 2.4 \times 10^5 \text{ M}^{-1} \text{ s}^{-1}$, $\lambda = 60 \text{ s}$, $t = 100 \text{ s}$, $U = 4 \times 10^{-4} \text{ m s}^{-1}$, $X_0 = 0.1 \text{nM}$, inlet-to-outlet ratio 3.5.
Figure 6.9: Top view of the microfluidic system showing the bound concentration of the antibody on the 'boat-shaped' receptor patch. Comparison of (a) a perfect aligned receptor patch, (b) a 10 µm misalignment across the flow direction and (c) a 1° misalignment around the midpoint of the receptor patch. Parameters: $A_{i0} = 10^{-8} \text{ mol m}^{-2}$, $H = 10 \mu m$, $k_a = 2.4 \times 10^5 \text{ M}^{-1} \text{s}^{-1}$, $\lambda = 60 \text{ s}$, $t = 100 \text{ s}$, $U = 4 \times 10^{-4} \text{ m s}^{-1}$, $X_0 = 0.1 \text{ nM}$, inlet-to-outlet ratio 3.5.

Stamp and a parallel alignment of the stamp surface and the waveguide chip. Two pillars at the front of the stamp are added to stabilise the front of the stamp because there are no alignment marks at the front of the stamp. The alignment of the stamp and the waveguide chip is performed in a homemade alignment system, see figure 6.11. The alignment system which was build in-house by Dr. Matt Praeger consists of motorised stages for the $x - z$ direction, a rotational stage and a goniometer to compensate the rotation around the $x$ and $z$ axis. The $x - z$ and rotational alignment is monitored by a microscope. The rotational alignment around the $x$ and $z$ axis is monitored by

Figure 6.10: Schematic plot of one PDMS stamp (purple) aligned to the alignment marks (green) on the waveguide chip. The waveguide without the silica isolation layer is shown in red, while the silica isolation layer is shown in black.
diffraction patterns; the stamp and substrate are parallel when a circular and centred diffraction pattern appears. After the aligning step the stamp and the waveguide chip are pressed together to transferred the streptavidin molecules from the stamp to the waveguide chip.

The required accuracy for the fabrication of the proposed flow cell is much higher compared to the fabrication of the flow cell for the original multisensor. To achieve the required accuracy the microfluidic flow cell was fabricated by the same method as the PDMS stamp. The photomask shown schematically in figure 6.4 was drawn in L-Edit (Tanner Research, Monrovia, USA) and fabricated by Compugraphics (Compugraphics International Ltd, Glenrothes, Scotland). Microfabrication in PDMS has several advantages compared to other microfabrication methods, see sections 2.3 and 2.4. First, the fabrication is faster and less expensive than traditional silicon or glass fabrication. Second, the sticking properties of PDMS simplify the bonding of the flow cell to the waveguide chip and the fluidic connection to the macro world. The microfabrication produces microfluidic channels with channel dimensions accurate to 1 µm. The channel height can be tuned by a change in the fabrication parameters of the SU-8 master but is very consistent for constant fabrication parameters.

At the inlet and outlet of the channel a hole is punched through the PDMS with a syringe needle, see section 2.4. A capillary is placed in the hole to establish a connection
between the microfluidic channel and the external pump. The punched hole has a diameter roughly equal to the inner diameter of the syringe needle. To achieve a good seal the diameter of the hole should be smaller than the outer diameter of the capillary. A 26 gauge needle which has a nominal inner diameter of 241 µm and a nominal outer diameter of 457 µm is used to punch the holes for the connection of capillaries with outer diameters of 360 µm. Figure 6.12 shows typical microscope images of the entrance and exit of the punched hole. The diameters of the holes are about 250 µm which is in agreement with the inner diameter of the syringe needle. The entrance of the punched hole is almost circular and shows no tears, i.e. small rips. The exit of the punched hole on the other side shows tears which might reduce the quality of the seal. To ensure a good seal, the holes are punched from the channel side which minimises the impact of the tears.

Once the connection holes are punched through the PDMS, the microfluidic channel has to be aligned to the waveguide chip. This alignment of the flow cell and waveguide chip is also performed with the alignment system shown in figure 6.11. The alignment marks shown in figure 6.4 are aligned to the etched alignment marks on the waveguide chip. Figure 6.13 shows the first trial of aligning a microfluidic flow cell to the alignment marks on a waveguide chip. Once the flow cell and the waveguide chip are aligned the two parts are pressed together. The PDMS of the flow cell will stick to the glass waveguide chip and thus form a reversible bond. During the alignment special attention was given

![Microscope images of the connection hole in the PDMS. The punched hole shown from (left) the side the needle is pushed in and (right) the exit side. Images taken with 10x magnification.](image)

**Figure 6.12:** Microscope images of the connection hole in the PDMS. The punched hole shown from (left) the side the needle is pushed in and (right) the exit side. Images taken with 10x magnification.
6.5 Experimental setup and calibration

6.5.1 Experimental setup

The combined flow cell-waveguide chip is mounted in a holder which fixes the position of the device and holds it in front of the CCD camera. A picture and a schematic of the setup is shown in figure 6.14. The inlet capillary of the flow cell is connected to a 6-port valve (Rheodyne, Rohnert Park, USA) which allows the introduction of small sample volumes down to 2 µl, while the outlet capillary is connected to a waste
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Reservoir. The 6-port valve is connected to a syringe pump (KDS200, KD Scientific Inc., Holliston, USA) which provides the buffer flow. This syringe pump is capable of flow rates down to $1 \text{ nl hr}^{-1}$ which translates to a minimum average flow velocity of about $1.16 \times 10^{-7} \text{ m s}^{-1}$ in the proposed flow cell, i.e. 4 channels each $10 \mu\text{m}$ high and $60 \mu\text{m}$ wide. In the 'load' position of the 6-port valve the buffer flow goes straight through the valve and into the microfluidic flow cell. In this position the sample loop is filled with the sample. Switching the valve to the 'inject' position reroutes the buffer flow through the sample loop so that the sample is transported by the buffer stream through the microfluidic flow cell.

The fibre which is connected to a 637 nm diode laser (iFLEX-1000, Point Source, Hamble, UK) is butt-coupled to the waveguide chip. The alignment of the fibre and the waveguide chip is achieved by a $x-y-z$ stage for the fibre and a $x-y$ stage for the waveguide chip. The lens focuses the light exiting the waveguide chip onto a photomètre which is used to monitor the output power of the waveguide. The output power which is a measure of how much light is coupled into the waveguide is used in the alignment of the fibre with the waveguide chip and for the calibration of the experiments. Behind the waveguide chip is a CCD camera (ORCA-R2, HAMAMATSU Photonics K.K., Hamamatsu City, Japan) which is used to capture the light emitted from the fluorophores. The complete system is enclosed to reduce the influence of the ambient light on the experiments.

**Figure 6.14:** Setup of the fluorescence experiments. (left) Picture of the setup, (right) schematic of the optical and fluidic connections. The inset in the right part shows the 'inject' position of the 6-port valve.
During the loading of the sample onto the chip, i.e. while the sample plug is in the flow cell, the laser is switched off to prevent the onset of photobleaching [21]. After the sample plug has left the flow cell the laser is switched on and the emitted fluorescence is detected by the CCD camera. Once the laser is switched on the surface immobilised fluorophores are bleached within about 10 seconds. This photobleaching puts constraints on the sample detection and especially the maximal exposure length. After the detection of the signal, the sensor surface can be regenerated by flowing sodium dodecyl sulphate through the flow cell to remove the associated antibodies [21].

### 6.5.2 Limit of detection

Bulk dye experiments are performed to calibrate the assembled device and to establish the limit of detection (LOD). Here a solution containing dye molecules is flowed through the device. The dye molecules which are close to the sensor surface are excited by the evanescent field of the waveguide and the emitted signal is recorded. These experiments have the advantages that no surface functionalisation and subsequent recognition-binding event is necessary and that the fluorophores are continuously replenished which prevents photobleaching. The concentration of dye in the sample can be related to a surface concentration because the evanescent field which is used to excite the fluorophores penetrates only about 100 nm into the flow cell. The surface concentration is calculated by multiplying the dye concentration with the height of the evanescent field. For example, for an evanescent field, which penetrates about 100 nm into the flow cell, a bulk concentration of $10^{-7}$ M is approximately equal to a surface concentration of $10^{-11}$ mol m$^{-2}$.

In the bulk dye experiments a 2 $\mu$l sample plug containing fluorophores is flowed through the flow cell with an average flow speed $U \approx 5$ mm s$^{-1}$. The CCD camera captures the emitted light before, during and after the dye plug is in the microfluidic flow cell. Figure 6.15 shows the CCD image of one sensor window while the dye Cy5.5 is flowed through the channel. The yellow colour in the sensor window, which is bounded by the white rectangle, indicates a high pixel count compared to the blue colour in the rest of the frame. The pixel count is a measure for the amount of light which falls onto
6.5 Experimental setup and calibration

![Figure 6.15:](image)

**Figure 6.15:** (left) Zoomed in view of a CCD frame showing two branches of the waveguide chip and one sensor window. The pixel count is indicated by the colour, i.e. the pixel count increases from blue to yellow. (right) Average pixel count in the sensor window over time.

Parameters: $C_{\text{dye}} = 1 \mu\text{M}, \ t_{\text{ex}} = 10 \text{s}$

a single pixel in the CCD camera. The images are stored and subsequently analysed in Matlab. First, the background noise is subtracted from the pixel count. Second, the average pixel count in the sensor windows is calculated for each detection frame. The mean pixel count and the standard deviation of the pixel count for the buffer and the dye sample are given in table 6.4. The temporal mean and standard deviation is calculated over several subsequent frames. The values for the buffer are calculated over 40 frames, while the values for the sample are calculated over 23 frames. The output power for these experiments which is monitored by the photometre was $16 \mu\text{W}$. The pixel count for the dye sample is decreased if the laser power is decreased. The signal-to-noise ratio (SNR) is calculated as the ratio of the signal for the sample divided by the standard deviation of the buffer signal.

<table>
<thead>
<tr>
<th>Concentration</th>
<th>Buffer</th>
<th>Dye sample</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std</td>
</tr>
<tr>
<td>$1 \mu\text{M}$</td>
<td>1.5</td>
<td>18.7</td>
</tr>
<tr>
<td>$0.1 \mu\text{M}$</td>
<td>0.9</td>
<td>15.2</td>
</tr>
</tbody>
</table>

**Table 6.4:** Temporal mean and standard deviation (Std) for the buffer and the sample in the detection window. Parameters: $t_{\text{ex}} = 10 \text{s}$
From the bulk dye experiments the limit of detection (LOD), which is the smallest analyte concentration which can be distinguished from a blank sample, is calculated through the following formula

\[ \text{LOD} = \frac{3 C_{\text{dye}}}{\text{SNR}} \]  

(6.15)

With the results from table 6.4 this gives a \( \text{LOD} = 85.7 \text{nM} \). With a 100 nm high evanescent field this bulk concentration corresponds to a surface concentration of \( 8.57 \times 10^{-12} \text{ mol m}^{-2} \). This value is about twice the maximal change in bound concentration for a cytokine concentration of 1 pM. To achieve the required sensitivity for the detection of cytokine molecules from serum each antibody molecule has to be labelled with at least two fluorophores. The achieved LOD agrees with the LOD of the original multisensor where depending on the target analyte the number of fluorophores per antibody molecule varied between 2 and 6.

### 6.6 Proof of concept experiment

The proof of concept experiments for the presented designs have to establish whether the system with the redesigned flow cell is capable of detecting and quantifying low levels of cytokine from limited sample volumes. A second objective is the verification of the mathematical models and simplifications employed in the design of the tapering channels. The design of the proof of concept experiment has to be as simple and robust as possible but still offer some flexibility to fulfil the objectives.

The analysis of the tapering channels and 'boat-shaped' patches in chapter 5 showed that the behaviour of the system depends only on the reaction/convection number \( \zeta \), the adsorption capacity \( \kappa \) and the inlet-to-outlet ratio of the channel designs. Most of the parameters, which define \( \zeta \) and \( \kappa \), are given by the cytokine-antibody pair and the device geometry. The only free parameters are (i) the antibody concentration \( X_0 \) and (ii) the flow velocity \( U \). The antibody concentration can be used to tune the adsorption capacity and thus indirectly the concentration of the surface bound cytokine-antibody complex. However, the antibody concentration has to be low enough so that \( \kappa \gg 1 \) and high enough so that the interaction is detectable. The flow velocity can be used
to change the reaction/convection number and therefore the capture fraction of the system. The only limitations are given by the capabilities of the syringe pump and the requirement of $Gz \ll 1$. These two parameters can be used to vary the experimental conditions and allow the verification of many different system configurations without changing the device geometry or the cytokine-antibody pair.

Numerical simulations for sensor elements with different inlet-to-outlet ratios showed that the largest difference in the uniformity of the associated analyte along the sensor is given between the standard, rectangular channel and the algebraic channel with the largest inlet-to-outlet ratio (section 5.6.2). Therefore, the comparison between the rectangular channel and an algebraic channel with a high inlet-to-outlet ratio offers the best chance to detect the difference in uniformity of the associated analyte along the sensor for the two channel geometries.

In the proof of concept experiments the flow velocity and antibody concentration are used to change the values of the reaction/convection number and the adsorption capacity. A first experiment has to be performed to approximate the unknown surface immobilised cytokine concentration and the dissociation constant. In this experiment a low flow velocity ($U = 10^{-4} \text{ m s}^{-1}$) and an antibody concentration close to a typical dissociation constant ($X_0 = 1 \text{ nM}$) are chosen. This choice has the greatest chance to fulfil the prerequisite on the reaction/convection number ($\zeta > 1$) regardless of the surface immobilised cytokine concentration and the dissociation constant. For this flow speed and the available sample loop the assay time is about 3 hours. Once the surface immobilised cytokine concentration and the dissociation constant are estimated, the results from section 6.3.2 are used to optimise the immunoassay. This means the flow velocity and antibody concentration are adjusted to increase the difference in surface immobilised cytokine-antibody complex concentration and to reduce the assay time while still fulfilling the requirements on the adsorption capacity $\kappa$ and the reaction/convection number $\zeta$. 
6.7 Summary

For the quantification of low levels of cytokines from small quantities of sample it is important to ensure that all analyte molecules can reach the active surface of the affinity sensor and subsequently associate to the surface immobilised receptor molecules. In this chapter the flow cell of the sensitive waveguide sensor from Hua et al. [21] was redesigned according to the design strategies for the optimisation of microfluidic affinity sensors from chapter 5. The resulting microfluidic affinity sensor is theoretically capable of detecting low concentrations (1 pM) of cytokines from small quantities of sample (2 µl).

While the quantification of cytokines offers many possibilities for the monitoring of neurodegenerative diseases [6], no currently available affinity sensor fulfils the requirements on sensitivity, sample size and assay complexity. However, the waveguide sensor, which was originally developed for river water monitoring and achieved a limit of detection of 1 ng l$^{-1}$ for estrone, has the potential to fulfil these requirements. Here the fluidic structures and operation parameters are redesigned with the aim of low sample consumption and efficient analyte transport to the active sensor surface. This is achieved in a two step process: (i) variation of the flow cell shape and the flow velocity and (ii) optimisation of the antibody concentration for a given cytokine-antibody pair.

First the flow cell shape and the flow velocity were redesigned according to the design guidelines derived in chapter 5. The low capture fraction of the original system was increased by splitting the flow cell which covered all four waveguides in the original setup into four parallel branches which mimic the design of the waveguide chip and reduce the dead volume of the microfluidic flow cell. This has the effect that every analyte molecule is flowed directly over the sensor patches which increases the capture fraction. Furthermore, the channel height and flow velocity were adjusted with the aim that every analyte molecule can reach the active surface, i.e. $Gz < 1$, and that a large percentage of the analyte molecules associates to the surface immobilised receptors, i.e. $\zeta > 1$. Together these three measures increase the capture fraction from about 0.01 to at least 0.6. However, with this setup the distribution of bound analyte along the sensor surface is not uniform. To increase the uniformity of the associated analyte the non-rectangular device geometry derived in section 5.6.1 is incorporated into the individual
flow cell branches. These tapering channels will increase the uniformity of the associated antibodies along the active sensor surface.

In the second step a simple analytical model and numerical simulations were used to analyse the device performance and to evaluate the optimal operating parameters. The simple, equilibrium model which agrees with full, numerical simulations gives guidelines for the choice of the optimal antibody concentration to achieve the maximal difference in the bound cytokine-antibody complex concentration between a blank sample and a sample with a low cytokine concentration. Furthermore, the numerical simulations showed that the tapering channels from section 5.6.1 have a 5% higher difference in the bound cytokine-antibody complex concentration compared to the standard, rectangular device geometry.

The theoretical investigations suggest that the new flow cell design will reduce the required amount of analyte from about 1 ml to the low microlitre regime while retaining the excellent limit of detection of the waveguide sensor. To validate these theoretical results the proposed flow cell was designed, fabricated and combined with the waveguide chip. Compared to the original flow cell this required higher accuracy in the fabrication and especially in the alignment of the flow cell to the waveguide chip. This accuracy was achieved by microfabrication in PDMS and the incorporation of alignment marks in both the waveguide chip and in the flow cell. Unfortunately, the immobilisation of cytokine molecules to the waveguide chip by microcontact printing was not completed within the timescale of this thesis. For this reason only bulk dye experiments could be performed with the assembled flow cell-waveguide system. However, the bulk dye experiments suggest that a LOD which is sufficient for the detection of low concentrations (1 pM) of cytokines from small sample volumes (2 µl) can be achieved.
Chapter 7

Design of a grooved gradient generator for the delivery of concentration gradients across microfluidic channels

7.1 Introduction

Microfluidic concentration gradient generators are receiving much attention for lab-on-a-chip applications [27; 235]. These concentration gradient generators yield a well-defined gradient in analyte concentration across one or more device dimensions, e.g. the analyte concentration decreases in a controlled manner across the width of a microfluidic channel. The resulting concentration gradients have important applications for the study of cell proliferation, differentiation and migration [236; 237]; for example, chemotaxis, i.e. the directed movement of cells along concentration gradients of signalling molecules such as cytokines (see chapter 6), plays an important role in wound healing [237] and the immune response following inflammatory infection [238]. The study of these gradient signalling processes requires devices for the generation of concentration gradients which are well-defined over physiological relevant length scales, i.e. tens to hundreds of micrometres [27], and stable for extended periods of time, i.e. hours to days [239].
Further requirements for gradient generators are the generation of concentration gradients which are controllable and quantifiable; this allows the reliable and repeatable performance of lab-on-a-chip devices for the study of gradient signalling processes. In addition, the concentration gradient generator design should be flexible enough to be adaptable for different predefined concentration gradients, e.g. linear or exponential concentration gradients. Exponential concentration gradients which span 3 – 5 orders of magnitude are especially important for bioanalysis applications because they offer a wider range of concentrations compared to the linear concentration gradient. Furthermore, for the integration of several functions into multiplexed microfluidic lab-on-a-chip systems (chapter 2) it is increasingly important that the concentration gradient generator has a small footprint and requires only a small number of connecting channels, e.g. the ideal concentration gradient generator will require only two inlets, an analyte and a buffer inlet.

In recent years the generation of concentration gradients has moved from macro-scale systems, i.e. Boyden and Zigmund chamber, to microfluidic systems (see chapters 2 and 3) which offer improved spatial and temporal control of the soluble microenvironment as well as potential for high levels of automation and integration [240]. The increased control of the soluble microenvironment facilitates repeatable and quantitative studies of gradient signalling processes. The improved long term stability of the concentration gradient is especially important for studies of the proliferation and differentiation of cells [239] where the concentration gradient has to be stable for several days. For these applications the ‘split and recombine’ gradient generator [30] is the most widely used device [239; 241]. This device generates a concentration gradient perpendicular to the direction of the flow in the microfluidic channel. Due to the slow diffusive transport microfluidic channels for the ‘split and recombine’ gradient generators have to be several millimetres long and thus use much space on lab-on-a-chip devices [242].

Here a gradient generator, which is based on surface groove induced secondary flow [24] to transport analyte from the source stream to the sink stream in a controlled manner, is presented. A schematic of the proposed design is shown in figure 7.1. Several studies showed that the size of the surface groove has a significant influence on the secondary flow profile [28; 29]. This is employed in the grooved gradient generator
where the shape and size of the surface groove is modified so that the analyte molecules are transported from a source stream across the width of the channel in a controlled manner. Here it is proposed that a linear or exponential concentration gradient across the width of the channel can be created by numerical optimisations over the size and, for the first time, shape of the surface groove with the aim of matching the output concentration profile with a predefined concentration profile. This has the potential to reduce the required length of the concentration gradient generator compared to approaches which rely on diffusion alone.

7.2 Literature review

7.2.1 Microfluidic concentration gradient generators

In traditional, macro-scale gradient generators, like the Boyden and Zigmond chamber, the concentration gradient is created by diffusion of analyte molecules from a source reservoir to a sink reservoir across a porous membrane or through a small connection.
channel, respectively [240]. The resulting concentration gradients are almost stable for a short period of time but are averaged out through diffusion in a few hours. A further conventional method is micropipette gradient generation. Here the tip of a micropipette is positioned in the sink reservoir and the source solution is pneumatically ejected out of the pipette [240]. This yields a radial concentration gradient around the pipette tip. These traditional systems are easy to configure but lack the spatial control and temporal stability required for quantitative assays [239]. In recent years, the stable and controllable flow profile in microfluidic systems (section 3.2) has led to the development of microfluidic concentration gradient generators which give much better spatial and temporal control and are thus important for repeatable and quantitative studies. These microfluidic concentration gradient generators can be divided into two types. The first type creates concentration gradients in stagnant solutions, i.e. without convective flow, while the second type employs flowing solutions.

Gradient generators in stagnant solutions

Most of the microfluidic devices which utilise diffusion in stagnant solutions can be seen as miniaturisations of the traditional systems, i.e. Boyden and Zigmond chamber and micropipette-generated gradients. In a miniaturisation of the Zigmund chamber the source and sink reservoir are replaced by two parallel microfluidic channels which are connected through much smaller perpendicular channels [27] as shown in figure 7.2. The analyte molecules are transported through the connecting channels by diffusion only because the flow resistance in these channels is much higher than in the source and sink channel. Miniaturisation provides the potential for exact control of the flow resistance in the channels so that the solution in the source and sink channel can be continuously replenished while the solution in the connecting channel stays stagnant. This continuous replenishment to the source and sink channel is the reason why the concentration gradient in the microfluidic version of the Zigmund chamber is temporally stable. A further benefit is the improved control over the shape and length of the connecting channels which allows the creation of various different concentration profiles [243; 244], e.g. the connecting channel in figure 7.2 (C) generates a concave, nonlinear concentration profile, while the connecting channel in figure 7.2 (D) generates a linear concentration...
profile. Micropipette gradient generation is miniaturised by integrating an injection nozzle into a microfluidic channel [245]. The pulsatile injection of minute amounts of analyte can create a stable concentration gradient with minimal convective flow. This steady state results from the superposition of the concentration profiles of the individual injections. The integration into a microfluidic system allows the precise fabrication and positioning of the injection nozzle which significantly increases the reproducibility and controllability of the concentration gradients.

An interesting approach which utilises diffusion through a hydrogel layer allows the generation of arbitrary, stable concentration gradients [246]. A schematic of this design is shown in figure 7.3. The system consists of a microfluidic channel which is capped by a hydrogel layer. The sides of the hydrogel layer are connected to source and sink reservoirs which are periodically replenished so that a stable concentration gradient is created across the hydrogel. The analytes diffuse from the hydrogel into the much smaller microfluidic channel below and thus eventually create a concentration gradient in the microfluidic channel that is at equilibrium between the hydrogel and the microfluidic channel. The equilibrium concentration between the microfluidic channel and the hydrogel depends on the distance between the source and sink reservoir, i.e. the equilibrium concentration decreases from the source to the sink reservoir. By changing the path of the microfluidic channel under the hydrogel different concentration profiles

Figure 7.2: Diagram of a miniaturisation of the Zigmund chamber. Reprinted with permission from [243]. Copyright 2007 American Chemical Society.
(linear, exponential, alternating) along the channel can be created, e.g. a channel perpendicular, i.e. running along the $x$ axis in figure 7.3, to the source and sink reservoir has a linear concentration gradient.

All the approaches developed so far to generate concentration gradients in stagnant solutions rely solely on diffusion. This has the advantage that cells, which are often the subject of concentration gradient studies [27], are not exposed to shear forces. However, some applications, such as microfluidic affinity sensors [247] or cell culture [239], benefit from the continuous replenishment of the analyte molecules which requires non-stagnant solutions.

**Gradient generators in non-stagnant solutions**

For the second type of concentration gradient generators the concentration gradient is created by balancing the effects of diffusion and convection. This type of concentration gradient generators is only feasible in microfluidic systems which offer very stable and
highly controllable flows (see section 3.2). An example is where the effects of diffusion and convection are exploited in a counter-flow configuration [248]. In this configuration

\[\text{Figure 7.4: Microfluidic gradient generator with a counter-flow configuration from [248] - Reproduced by permission of The Royal Society of Chemistry. Inset in (b): the source stream is flowing in from the left and the sink stream from the right.}\]

shown in figure 7.4 the slow flowing streams from the source and sink channel meet at a channel crossing with two small, perpendicular outlet channels. At this interface the two streams mix by diffusion and create a stable concentration gradient. The slope of this concentration gradient depends on the relative magnitude of diffusion and convection. This provides a way to dynamically control the concentration gradient by a change in the flow velocities of the source and sink stream, i.e. the slope increases with increasing flow velocities.

A widely used and flexible method for the generation of concentration gradients utilises the diffusion of analytes across parallel flowing source and sink streams. In the simplest setup the analytes from two inlet streams diffuse unhindered across the width of a single microfluidic channel [249]. The resulting concentration profile has a sigmoidal shape whose slope depends on the relative magnitude of diffusion and convection. For a fixed flow rate the concentration gradient across the width of the microfluidic channel at a fixed position along the channel is temporally stable. A more powerful approach is the widely used ‘split and recombine’ gradient generator [30]. These devices consist of a network of microfluidic channels with several branches and stages as shown in fig-
Figure 7.5: Microfluidic 'split and recombine' gradient generator. Reprinted with permission from [242]. Copyright 2001 American Chemical Society.

Figure 7.5. Different solutions are pumped simultaneously into different inlet branches. In each stage of the network the branches are split, combined with a neighbouring branch and the fluid streams from the two branches are mixed. As a result of this splitting and recombining the solution in the branches in stage $n$ is different from the branches in stage $n - 1$. Recombining the branches into one, wide channel establishes a concentration gradient across the width of the channel. The gradient in this combined channel has a step profile which gets smoothed out by diffusion. The generated gradients can extend over channels a few millimetres wide and are spatially and temporally constant. Channel cross section concentrations of different shapes (linear, exponential, parabolic, periodic) can be achieved by changing the microfluidic channel network and the flow velocity of the individual inlet branches [242; 250]. It has been shown that a logarithmically small number of stages, i.e. $\log_2(N - 1)$, is required to generate a complex concentration gradient across $N$ outlet branches [251]. For a similar approach where dividing walls restrict cross channel diffusion it has been shown that any monotonic concentration gradient can be created [252]. A further advantage is the potential to create overlapping concentration gradients of different analytes by pumping different analytes into different inlet branches. However, a drawback of these systems is the re-
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Required length of the channels to achieve complete mixing between subsequent stages. Most mixing channels [239; 242] are several millimeters long so that the system requires a large device and thus large sample volumes.

Microfluidic concentration gradient generators, especially the ‘split and recombine’ concentration gradient generators, are widely used in bioanalytical applications, for example, for high content screening of cellular responses to several drugs [241] and for the analysis of stem cell growth and differentiation [235; 239]. Furthermore, stable concentration gradients can be exploited in the microfabrication of lab-on-a-chip systems (see section 2.3); concentration gradients can be utilised in the patterning of gradients of surface immobilised receptors [211] (see section 2.4.1). Wet etching with a concentration gradient in the etchant results in spatially controlled etch rates [30]. A direct use is the utilisation of a crosslinker concentration gradient and subsequent photopolymerisation for the generation of gradients in the mechanical properties of hydrogels [253]. However, the large size and large sample volumes of the ‘split and recombine’ concentration gradient generators offer much room for improvement.

7.2.2 Surface groove induced secondary flow

The flow in straight microfluidic channels is one dimensional along the length of the channel so that the transport of analytes across the width and height of the channel is diffusion dominated (see section 3.2). The slow diffusion of analytes in a direction perpendicular to the direction of the flow is the reason why the large sizes of the ‘split and recombine’ concentration gradient generators are necessary. One possible approach to increase the transport of analytes across the width of the microfluidic channel is by surface groove induced secondary flow as shown in figure 7.6. The surface grooves induce a secondary flow because in shallow channels the flow resistance is inversely proportional to the cube of the channel height (see section 3.2) so that flow parallel to the grooves is easier than across the grooves [24]. The main axial flow and the transverse secondary flow combine to a helical flow profile along the channel which was shown in figure 5.1. These structures were originally developed to improve the mixing in microfluidic systems; the staggered herringbone mixer (SHM) which is shown
in figure 7.6 reduces the mixing length to the order of $\log(\text{Pe})$ compared to straight microfluidic channels where the mixing length scales linearly with the Péclet number $\text{Pe}$. The SHM performs effectively for devices with a Reynolds numbers $\text{Re} < 100$. Furthermore, these mixers have relatively simple structures, a low pressure drop and achieve good mixing. Further improvements in the magnitude of the secondary flow and the mixing efficiency have been achieved by incorporating grooves on more than one channel wall which removes the dead mixing zones, i.e. zones with no secondary flow, in the top corners [254; 255].

Analytical studies of the 3D flow profile in microfluidic channels with surface grooves showed that the angle of the helical trajectories depends on the depth and spacing of the surface grooves [197; 256]. Several numerical studies which investigated the effect of various geometric parameters, such as groove angle, groove length and groove depth, on the secondary flow profile showed that the groove depth has the largest impact on the magnitude of the secondary flow [28; 257; 258]. Furthermore, these studies showed that the number of grooves has only a small effect on the magnitude of the secondary flow [258]. A systematic study over the channel width and height as well as the groove depth, width and spacing showed that a 50% increase of the transverse velocity compared to the original SHM is possible [29]. The results of this study allow the optimisation of the groove shape for a given channel aspect ratio $W/H$.

Surface groove induced secondary flow has been used to remove depleted fluid layers
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away from the active surface in integrated microfluidic affinity sensors [25]. In a further application the secondary flow is used to hydrodynamically focus a sample stream in the middle of a microfluidic channel surrounded by buffer [259]. This design, shown in figure 7.7, requires only one buffer inlet while conventional designs require multiple buffer inlets whose flow rates have to be balanced. This application demonstrates that surface groove induced secondary flows can be applied to manipulate sample streams in a microfluidic system in a controlled manner.

Figure 7.7: Hydrodynamic focusing by surface groove induced secondary flow from [259] - Reproduced by permission of The Royal Society of Chemistry

All studies performed so far, use either the slanted groove design shown in figure 5.1 or the herringbone design shown in figure 7.6. The only deviations from these designs include a change in the asymmetry ratio, i.e. the ratio between the long and short arms of the herringbone groove, along the channel from the fixed ratio of the SHM to a varying ratio [260; 261]. However, the secondary flow profile is directly dependent on the shape and size of the surface grooves. Thus a more flexible approach, which changes the shape of the grooves, might have the potential to tailor the secondary flow for the improved mixing of analytes or for the generation of concentration gradients.
7.3 Design of the grooved gradient generator

The design of the proposed grooved gradient generator is based on parallel flowing source and sink streams and controlled analyte transport across the width of the microfluidic channel by surface groove induced secondary flow. This transverse flow generated by the surface grooves offers the possibility to transport the analyte across the width of the channel much faster than by diffusion alone and thus reduces the size of the device. However, conventional grooves, i.e. uniform depth and parallel side walls, create non-monotonous concentration gradients so that more flexible groove shapes are required. In the first groove design, called the simple groove design, described in this section the requirement of parallel side walls is removed, i.e. the groove can get shorter or longer across the width of the channel. Previous studies [262] as well as preliminary simulations with a single groove in the bottom of the channel (the simulated channel and groove geometry as well as the concentration profile are shown in figure 7.1) showed that a single groove is sufficient to transport the analyte from one side of the channel to the other side; this suggests that optimisation over the size and shape of a single groove is sufficient for the generation of a concentration gradient across the width of a microfluidic channel.

A schematic for the proposed concentration gradient generator is shown in figure 7.8. The microfluidic channel consists of two inlet streams, a groove in the bottom of the channel and 10 outlet channels. The two inlet streams, analyte inlet stream and buffer inlet stream, are modelled as a concentration profile across the width of the channel: the concentration is one for the analyte inlet stream and zero for the buffer inlet stream. The analyte inlet stream has width $W_i$ while the buffer inlet stream has width $W - W_i$. These widths correspond to the flow rates of the analyte and buffer inlet streams. The ratio of the width of the two inlet streams has to be adjusted depending on the required cross sectional concentration profile, i.e. the width of the analyte inlet stream has to be reduced with increasing slope of the concentration gradient. The outlet channels are equivalent to the branches in the 'split and recombine' concentration gradient generator and are required to homogenise the analyte concentration over the height of the microfluidic channel. This is necessary because at the end of the channel the analyte
molecules are mainly located in the bottom of the channel as shown in figure 7.1. The length of the outlet channels which has to be long enough to allow for the thorough mixing of the analytes could be reduced by incorporating a micromixer into the design [23]. However, the mixing in the outlet channels is not included in the numerical simulations. Once the outlet channels are homogenised they are combined to establish a defined concentration gradient spatially across the width of a microfluidic channel. Initially, i.e. at the beginning of the wide channel, this concentration gradient has a step profile which gets smoothed out to a continuous concentration gradient by diffusion along the length of the wide channel. The surface groove in the bottom of the channel is defined by four parameters: groove depth $H_g$, groove length near side $L_n$, groove length far side $L_f$ and groove offset $L_a$ which is proportional to the angle between the groove and the microfluidic channel. The numerical optimisations are performed over the parameters defining the surface groove in the bottom of the channel while the general channel shape stays constant and is given by the design in figure 7.8.
The numerical optimisations over the parameters defining the groove are performed separately for two target concentration gradients: (i) a linear concentration gradient from the input concentration to zero and (ii) an exponential concentration gradient, i.e. the concentration decreases exponentially across the width of the microfluidic channel. The numerical optimisations are performed with the aim of fitting the concentration profile at the channel exit with one of the two target concentration profiles, i.e. linear or exponential. The quality of the fit is defined as the square error between the target concentration profile and the simulated concentration profile through

\[ E_l = \sum_{i=1}^{n} \left( \frac{n-i}{n-1} - c_i \right)^2 \]  \hspace{1cm} (7.1)

for the linear concentration profile and

\[ E_e = \sum_{i=1}^{n} \left( 1 - \frac{c_i}{\omega^{1-i}} \right)^2 \]  \hspace{1cm} (7.2)

for the exponential concentration profile where \( n \) is the number of outlet channels, \( \omega \) the coefficient for the exponential decay and \( c_i \) is the simulated average outlet concentration in outlet \( i \). The average outlet concentration \( c_i \) in outlet \( i \) is calculated by the velocity-weighted area integral of the analyte concentration at the exit of the outlet and normalised with the area of the exit of the outlet channel. The square error \( E_e \) for the exponential concentration gradient is given by the relative error, i.e. the error is scaled with the target concentration profile, while the square error \( E_l \) for the linear concentration gradient is given by the absolute error. This scaling of the square error for the exponential concentration gradient gives every outlet channel the same weight in the error function regardless of the magnitude of the target concentration. This is important for the exponential concentration gradient where the concentration in the outlet channels varies by 3 orders of magnitude. However, for the linear concentration gradient the absolute error function was chosen because it provided better optimisation results than the relative error function.

The flow profile in the microfluidic channel shown in figure 7.8 is described by the Navier-Stokes equations 3.1 and 3.2 (see section 3.2). At the channel entrance and exit the pressure is set to a constant value, i.e. \( p_1 \) and \( p_2 \), respectively, and it is required that the viscous stress is zero. This leads to a pressure driven flow. At the channel side walls
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no-slip boundary conditions are applied. This condition implies that the fluid velocity at the side walls is zero. The channel height and flow velocity in systems employing gradient generators, are typically up to 100 µm and 1 mm s\(^{-1}\) [235; 239], respectively. However, the Reynolds numbers for these examples are still below 1: the devices operate in the stable, laminar flow regime and the flow can be described by the linear Stokes equations 3.4 and 3.5. A consequence of this is that the flow profile depends only on the ratios of the channel and groove geometry, i.e. the flow profile for one set of channel and groove geometry ratios is independent of the actual size of the channel. The transport of the analyte through the microfluidic channel is described by the convection-diffusion equation 3.12. The generated concentration profile at the channel outlet depends on the relative magnitude of the convective and diffusive terms which is indicated by the Graetz number \(G_z\) (section 3.3). Ideally the Graetz number is kept large so that diffusion plays only a small role compared to convection. In the proof-of-concept simulations the Graetz number is fixed at \(G_z = 50\) which corresponds to a flow velocity of \(\sim 3 \times 10^{-4}\) m s\(^{-1}\) for analytes with a diffusion coefficient of \(D = 5 \times 10^{-11}\) m\(^2\) s\(^{-1}\).

The proof-of-concept simulations are performed with the microfluidic channel shown in figure 7.8. In these simulations the microfluidic channel has a channel height of \(H = 75\) µm, a channel width of \(W = 300\) µm and a channel length of \(L = 700\) µm. This setup corresponds to the ratios \(H = \frac{1}{4}W = \frac{3}{28}L\). The height is chosen to be in accordance with typical microfluidic gradient generators [30], while the width is chosen so that the channel has an aspect ratio well above one which is required to achieve a sufficiently strong transverse flow [29]. The starting groove geometry for the following numerical optimisation is chosen so that the transverse flow is maximal for this channel height and width. The strongest transverse flow, according to the work of Lynn and Dandy [29], is given for a groove length of \(L_n = L_f = 150\) µm and a groove depth of \(H_g = 90\) µm. The groove offset is chosen to be \(L_a = 300\) µm, which is equivalent to an angle of 45° between the upstream groove edge and the channel side wall, and the groove is anchored 100 µm away from the inlet. This ensures that the parabolic flow profile is fully developed before it reaches the groove. This choice of groove requires a channel length of at least 550 µm. The chosen channel length of \(L = 700\) µm allows room for an increase in the groove angle and groove length. The length of the outlet
channels is $L_o = 100 \mu m$ and their exit width is $26 \mu m$.

# 7.4 Optimisation over the groove parameters

Numerical optimisations over the parameters defining the groove shape are performed with the aim of matching the simulated concentration profile across the exit of the microfluidic channel with a predefined concentration profile. These numerical optimisations are performed in a two stage process: (i) a random search over the complete parameter range and (ii) a local optimisation starting from the resulting parameter set of the random search.

In the random search stage of the optimisation the groove parameters are chosen randomly from the allowed parameter range which is given in table 7.1 for the simple groove design [263]. For this randomly chosen groove the numerical simulation is performed. The error between the target concentration profile and the simulated concentration profile is calculated and stored. The random search over the complete parameter range is used to identify the most promising parameter sets, i.e. parameter sets where the error given by equation 7.1 or 7.2 is below a certain threshold. The random search is a global optimisation routine which makes the complete optimisation more robust by sampling the error over the whole parameter range. However, the random search is not very efficient: at least 100 times the number of parameters, e.g. 500 for the simple groove design with five parameters, parameter sets have to be evaluated to identify promising parameter sets for the subsequent local optimisation routine. This is feasible in the problem studied here where each function evaluation requires about 8 minutes. Furthermore the random search compared favourably against the more sophisticated simulated annealing routine [264] inbuilt in Matlab. An example script for the random search routine is given in appendix D.1.

In the second stage the Nelder-Mead algorithm [265] is used to find the local optimum starting from the most promising parameter sets identified by the random search. The Nelder-Mead algorithm is a direct optimisation routine which uses only the error values in the attempt to minimise this error. In the first step of the Nelder-Mead algorithm the
error values for \( n + 1 \) parameter sets, where \( n \) is the number of parameters, is calculated and stored. These \( n + 1 \) parameter sets generate a nondegenerate simplex in the \( n \) dimensional parameter space, e.g. for \( n = 2 \) the 3 parameter sets define a triangle. In subsequent iteration steps of the algorithm, the error value for a new parameter set is calculated. This parameter set is generated from the original simplex; for example, the parameter set with the largest error can be replaced by its reflection through the centroid of the remaining \( n \) parameter sets. Once a parameter set with a lower error is identified the original simplex is updated with this parameter set and the next iteration step starts. The Nelder-Mead algorithm is a local optimisation routine which is very robust and effective. The combination of the global random search with the local Nelder-Mead algorithm results in a robust optimisation routine. Both stages are performed in the Matlab environment which has an inbuilt Nelder-Mead algorithm. Sample scripts for the optimisation routine are given in appendix D.1.

The optimisation routine calls a COMSOL script which solves the fluid dynamics and transport problem (see section 7.3) and returns an error value. This script takes the groove parameters, i.e. \( H_g, L_n, L_f \) and \( L_a \), and the analyte inlet stream width \( W_i \) as input variables while the channel size is specified in the script. The inclusion of the analyte inlet stream width into the numerical optimisation increases the flexibility of the design; a variable analyte inlet stream width can improve the quality of the fit if the groove shape is not flexible enough to guarantee an exact fit of the simulated outlet concentration with the target concentration. However, the analyte inlet stream width is defined by the target concentration gradient for an exact fit of the simulated outlet concentration with the target concentration. The partial differential equations are solved on the defined geometry (figure 7.8) and the script calculates the square error between the target concentration profile and the simulated concentration profile; this error is calculated according to equation 7.1 for the linear concentration profile or equation 7.2 for the exponential concentration profile. More details about the numerical implementation and a sample script can be found in appendix D.2.

In the first optimisation the simple groove design with a constant depth and straight sides is considered. Here only the depth, the angle and the length at the near and far side are the free parameters of the groove. Together with the variable inlet width
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<table>
<thead>
<tr>
<th>Description</th>
<th>Parameter</th>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyte inlet width</td>
<td>$W_i$</td>
<td>20 µm</td>
<td>200 µm</td>
</tr>
<tr>
<td>Groove depth</td>
<td>$H_g$</td>
<td>20 µm</td>
<td>100 µm</td>
</tr>
<tr>
<td>Groove length far side</td>
<td>$L_f$</td>
<td>10 µm</td>
<td>220 µm</td>
</tr>
<tr>
<td>Groove length near side</td>
<td>$L_n$</td>
<td>100 µm</td>
<td>450 µm</td>
</tr>
<tr>
<td>Groove offset</td>
<td>$L_o$</td>
<td>100 µm</td>
<td>370 µm</td>
</tr>
</tbody>
</table>

Table 7.1: Lower and upper limit of the parameters for the random search for the simple groove design.

this gives five parameters. In the first stage of the optimisation 1000 iterations of the random search are performed. The lower and upper limit for the five parameters used in the random search are given in table 7.1. This range of parameters encompasses the groove with the maximal transverse flow and provides room for variation from this case. The three parameter sets of the random search with the lowest error are used as the starting points for Nelder-Mead optimisations with 400 iterations. Following this, the three resulting parameter sets of the Nelder-Mead optimisations are compared and the parameter set with the lowest error is used as a starting parameter set for another Nelder-Mead optimisation with 500 iterations. In the case of the exponential concentration gradient a further Nelder-Mead optimisation has to be performed with a finer mesh because the accuracy of the simulations with the coarse mesh, see appendix D.2.3, is not sufficient to resolve the small concentrations at the far side of the channel, i.e. the low concentrations in the outlets 9 and 10. Each simulation with the finer mesh requires about 15 minutes so that it is not feasible to use the fine mesh for the whole optimisation. However, the optimisation results with the coarse mesh provide very good initial values for the optimisation with the fine mesh so that the optimisation converges in less than 150 iterations.

The best simulated concentration gradients both for the linear concentration gradient and the exponential concentration gradient with $\omega = 2$ are shown in figure 7.9. The simulated concentration gradient is defined by the velocity-averaged outlet concentrations $c_i$. It can be seen that the simulated concentration gradient deviates significantly from the target concentration gradient. This suggests that the groove shape is not
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Figure 7.9: Comparison of the target concentration gradient and the simulated concentration gradient for the simple groove design. (left) Linear concentration gradient, (right) semi-log plot for the exponential concentration gradient. The dotted lines are a guide for the eye. Parameters: \( G_z = 50, \omega = 2 \)

Two approaches for a more complex groove shape were considered: (i) a groove with non-uniform groove depth and (ii) a groove with a non-straight groove edge. The first approach (i) considers a linear gradient in the groove depth, i.e. the groove depth changes linearly across the width of the microfluidic channel. Preliminary numerical optimisations with this complex groove shape showed an improved fit as shown in figure 7.10 for the exponential concentration gradient. However, the fabrication of a surface groove with non-uniform depth requires 3D fabrication methods which are considerably more complex and expensive than 2D fabrication methods (see section 2.3). The second approach (ii) considers grooves with uniform depth where the downstream side of the groove is non-straight, see figure 7.11. This complex groove shape can be fabricated with the same methods as the simple groove which makes it more feasible compared to the groove design with non-uniform depth. In addition to the parameters defining the simple groove, this complex groove shape has two additional parameters: width of the midpoint \( W_m \) and groove length at the midpoint \( L_m \).

In the first stage of the optimisation for the complex groove design (ii) with uniform depth the number of iterations was increased to 1400 to account for the increase in parameters from 5 to 7. The lower and upper limit for the seven parameters used
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**Figure 7.10:** Comparison of the target concentration gradient and the simulated concentration gradient for the complex groove design (i) with a variable depth. The dotted lines are a guide to the eye. Parameters: $G_z = 50, \omega = 2$

In the random search are given in table 7.2. The three parameter sets of the random search with the lowest error are used as the starting parameter sets for Nelder-Mead optimisations with 400 iterations. Following this, the three resulting parameter sets are compared and the parameter set with the lowest error is used as the starting parameter set for another Nelder-Mead optimisation with 500 iterations. For the exponential concentration gradient a further Nelder-Mead optimisation with a finer mesh is performed, see appendix D.2.3. The resulting concentration gradients for the linear and exponential case are shown in figure 7.12. The simulated concentration profiles agree in both cases much better with the target concentration profiles than the simulated concentration profiles of the simple groove shape which were shown in figure 7.9. The remaining deviation from the target concentration profile is below 10% for most outlets for the linear concentration gradient and below 20% for most outlets for the exponential concentration gradient. The resulting parameter values of the optimisation as well as the errors are shown in table 7.3. The resulting errors for the linear and exponential concentration gradients are not directly comparable because the numerical optimisation for the exponential concentration gradient uses the relative error, while the numerical optimisation for the linear concentration gradient uses the absolute error.
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<table>
<thead>
<tr>
<th>Description</th>
<th>Parameter</th>
<th>Lower limit</th>
<th>Upper limit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyte inlet width</td>
<td>$W_i$</td>
<td>20 $\mu$m</td>
<td>200 $\mu$m</td>
</tr>
<tr>
<td>Groove depth</td>
<td>$H_g$</td>
<td>20 $\mu$m</td>
<td>110 $\mu$m</td>
</tr>
<tr>
<td>Groove length far side</td>
<td>$L_f$</td>
<td>10 $\mu$m</td>
<td>200 $\mu$m</td>
</tr>
<tr>
<td>Groove length near side</td>
<td>$L_n$</td>
<td>100 $\mu$m</td>
<td>450 $\mu$m</td>
</tr>
<tr>
<td>Groove offset</td>
<td>$L_a$</td>
<td>150 $\mu$m</td>
<td>340 $\mu$m</td>
</tr>
<tr>
<td>Groove midpoint</td>
<td>$W_m$</td>
<td>50 $\mu$m</td>
<td>210 $\mu$m</td>
</tr>
<tr>
<td>Groove length at the midpoint</td>
<td>$L_m$</td>
<td>50 $\mu$m</td>
<td>360 $\mu$m</td>
</tr>
</tbody>
</table>

Table 7.2: Lower and upper limit of the parameters for the random search for the complex groove design (ii) with uniform depth.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Simple Linear</th>
<th>Simple Exponential</th>
<th>Complex Linear</th>
<th>Complex Exponential</th>
</tr>
</thead>
<tbody>
<tr>
<td>$W_i$</td>
<td>152.9 $\mu$m</td>
<td>65.6 $\mu$m</td>
<td>143.9 $\mu$m</td>
<td>66.9 $\mu$m</td>
</tr>
<tr>
<td>$H_g$</td>
<td>71.6 $\mu$m</td>
<td>32.4 $\mu$m</td>
<td>98.5 $\mu$m</td>
<td>51.7 $\mu$m</td>
</tr>
<tr>
<td>$L_f$</td>
<td>217.7 $\mu$m</td>
<td>168.0 $\mu$m</td>
<td>195.0 $\mu$m</td>
<td>38.8 $\mu$m</td>
</tr>
<tr>
<td>$L_n$</td>
<td>394.5 $\mu$m</td>
<td>268.0 $\mu$m</td>
<td>149.5 $\mu$m</td>
<td>371.2 $\mu$m</td>
</tr>
<tr>
<td>$L_a$</td>
<td>360.4 $\mu$m</td>
<td>302.0 $\mu$m</td>
<td>249.8 $\mu$m</td>
<td>301.2 $\mu$m</td>
</tr>
<tr>
<td>$W_m$</td>
<td>na</td>
<td>na</td>
<td>141.2 $\mu$m</td>
<td>142.8 $\mu$m</td>
</tr>
<tr>
<td>$L_m$</td>
<td>na</td>
<td>na</td>
<td>377.8 $\mu$m</td>
<td>322.8 $\mu$m</td>
</tr>
<tr>
<td>$Error$</td>
<td>0.142</td>
<td>1.544</td>
<td>0.014</td>
<td>0.296</td>
</tr>
</tbody>
</table>

Table 7.3: Results of the optimisation for the simple and complex groove shape (ii) with uniform depth and for the linear and exponential concentration gradient. Parameters: $Gz = 50$, $\omega = 2$
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Figure 7.11: Top view schematic of the groove and channel shape for the complex groove design (ii) with uniform depth. The groove design is extruded in the y direction, i.e. perpendicular to the plane of the paper. The dotted line is a guide to the eye.

The optimisation results from section 7.4 show that a microfluidic channel with one surface groove can create linear and exponential concentration gradients across the width of the microfluidic channel. However, the optimisation produces groove geometries with sub-micrometre precision and is only valid for a fixed value of the Graetz number. It is therefore important to check how robust the generated concentration gradients are to variations in the groove geometry and Graetz number.

The optimisation results from the last section are achieved with sub-micrometre precision groove geometries while the fabrication of the grooved gradient generator is limited by the accuracy of present day fabrication methods which is in the low micrometre range (see section 2.3). It is therefore necessary to check how robust the grooved gradient generator is to variations in the groove geometry. Here a simple sensitivity analysis where every groove parameter is either rounded up or down to the nearest micrometre is performed. All combinations where the 7 groove parameters given in table 7.3 are either rounded up or down result in $2^7 = 128$ combinations. For each of these 128 parameter sets the concentration profile is calculated; the resulting error is compared with the error generated by the groove which is defined by the exact optimisation result. The left plot of figure 7.13 shows the concentration profiles for the parameter sets with the smallest and the largest error as well as the concentration profile calcu-
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Figure 7.12: Comparison of the target concentration gradient and the simulated concentration gradient for the complex groove design (ii) with uniform depth. (left) Linear concentration gradient, (right) semi-log plot for the exponential concentration gradient. The dotted lines are a guide to the eye. Parameters: $G_z = 50$, $\omega = 2$

lated from the exact optimisation results. It can be seen that the three concentration profiles almost coincide and indeed the minimal and maximal error are 0.304 and 0.362, respectively, which is close to the optimal value of 0.296. This suggests that the gradient generator design is robust enough to provide a well-defined concentration gradient in a microfluidic system fabricated with current microfabrication technologies (section 2.3).

The right plot of figure 7.13 shows the simulated concentration gradient for different values of the Graetz number. While the optimisation was performed with $G_z = 50$, the right plot of figure 7.13 shows that the concentration profile stays almost constant for $25 \leq G_z \leq 100$. For smaller values of the Graetz number the effect of diffusion increases and the generated concentration profile becomes uniform across the width of the channel for $G_z < 1$. For larger values of the Graetz number ($G_z > 100$) the concentration at the far side of the channel, i.e. at the outlets 8, 9 and 10, decreases which is due to negligible diffusive transport in this case.

The literature about surface groove micromixers [28; 29] and the above sensitivity analysis suggested that not all groove parameters have the same influence on the secondary flow profile: the values of the groove offset $L_a$ and of the midpoint $W_m$ stayed close to the initial values in all performed optimisations. Furthermore, slight variations in these two parameters had a negligible effect on the concentration profile. This sug-
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Figure 7.13: (left) Concentration profiles for varied groove geometries: the concentration profiles for the groove geometries which produce the smallest and largest deviation from the minimal error are shown. (right) Simulated concentration gradients for different values of the Graetz number $G_z$. The dotted lines are a guide to the eye. Parameters: (left) $G_z = 50$, $\omega = 2$, (right) $\omega = 2$

suggests that the complexity of the design (ii) could be reduced with little impact on the outlet concentration profile. Here the groove offset and the midpoint are set to fixed values: the groove offset is set to $L_a = 300 \mu m$ and the midpoint to exactly the middle of the channel ($W_m = 150 \mu m$). Thus the number of parameters is reduced from seven to five. This reduction in the number of parameters simplifies the model which reduces the complexity and computational cost of the numerical optimisation. Figure 7.14 shows the concentration profile resulting from the numerical optimisation. The error $E_e = 0.394$ compares well with the error $E_e = 0.296$ for the full complex model. This suggests that the simplified groove design can generate the target concentration profile with similar accuracy compared to the full complex groove design (ii) with uniform depth.

The flow profile in the microfluidic channel depends only on the ratios of the channel and groove geometries so that the results from section 7.4 can be applied to smaller or larger channels as long as the flow is stable, laminar flow, all aspect ratios stay the same and the Graetz number is $G_z \approx 50$. This scaled grooved gradient generator produces the same concentration profile if all three prerequisites are fulfilled and the groove parameters are scaled by the same factor as the channel parameters. This means that the optimisation results from section 7.4 can be directly applied to channels with different
Figure 7.14: Optimisation result with the simplified groove geometry for the exponential concentration gradient. The dotted lines are a guide to the eye. Parameters: Gz = 50, \( L_a = 300 \mu m \), \( \omega = 2 \), \( W_m = 150 \mu m \)

channel heights and are thus useful for applications which require different microfluidic channel heights. On the other hand, the optimisation results are not applicable for channels with different aspect ratios. While all numerical optimisation results shown here are for the channel geometry introduced in section 7.3, preliminary simulations for channels with a different aspect ratio showed the same behaviour (data not shown).

The generation of the concentration gradient is dependent on the number and size of the outlet channels and each optimisation is tailored to one channel design. Figure 7.15 shows the analyte concentration profile in the \( y - z \) plane inside the 10 outlet channels. The height of the interface between the analyte (red) and the buffer (blue), i.e. the

Figure 7.15: Plot of the analyte concentration in the outlet channels of a gradient generator generating a linear concentration gradient. The analyte concentration decreases from red to blue. Parameters: Gz = 50
green area in figure 7.15 where the analyte concentration is 0.5, is a good indicator for the concentration gradient across the width of the microfluidic channel. It can be seen that the interface between the analyte and buffer decreases non-linearly across the width of the microfluidic channel. This shows that the splitting of the main channel into a finite number of outlet channels averages the analyte concentration in the outlet channels and is thus vital for the generation of the concentration gradient. Thus the numerical optimisations are only valid for one channel design and have to be repeated if the number of outlet channels is changed.

Microfluidic channels with surface grooves with uniform depth have been fabricated in a number of different ways. In the most widely used process a channel master is fabricated by two-step photolithography in SU-8 [24; 266] (section 2.3). Microfluidic channels with grooves in more than one surface can be fabricated by multi-directional 3D inclined photolithography in SU-8 [255] or by bonding of two substrates which each have surface grooves [259]. Alternative methods such as milling or laser ablation have been used to fabricate channels with surface grooves with uniform depth [259]. All these methods can be applied to the simple geometry and to the complex geometry (ii) with a non-straight groove edge. The fabrication for the complex geometry (i) with non-uniform groove depth requires full 3D fabrication methods. However, these methods are more time consuming and expensive compared to the wafer scale fabrication methods for the geometries with uniform groove depth (section 2.3).

7.6 Summary

A novel design strategy for the generation of concentration gradients across microfluidic channels based on surface groove induced secondary flow was presented. This chapter contains the design concept and numerical optimisations which show that the new design strategy can generate linear or exponential concentration gradients.

The proposed gradient generator is based on the surface groove induced secondary flow which was originally developed for the mixing of analyte streams. Here the transverse flow is utilised to transport analyte molecules from the source to the sink stream
with the aim of generating a predefined concentration gradient at the exit of the microfluidic channel. While it is well known that the secondary flow profile is dependent on the size of the surface groove, here, for the first time, the size of the surface groove is modified to achieve a controlled transport of analyte molecules across the width of the microfluidic channel. Numerical optimisations over the size of a conventional surface groove, i.e. a groove with uniform depth and straight side walls (figure 7.8), with the aim of matching the concentration profile at the exit of the microfluidic channel with a predefined concentration profile, i.e. a linear or exponential concentration gradient, across the width of the microfluidic channel suggested that this groove shape is not flexible enough to generate a predefined concentration gradient. This motivated the move to more complex groove shapes: (i) a groove with non-uniform groove depth and (ii) a groove with a non-straight groove edge but uniform depth which is shown in figure 7.11.

Numerical optimisations over the size of these complex groove shapes, with the aim of matching the concentration profile at the exit of the microfluidic channel with a predefined concentration profile showed that these two shapes, are flexible enough to generate predefined concentration gradients with sufficient accuracy. This is especially true for complex design (ii) with the non-straight groove edge but uniform depth. This design is promising because it can be fabricated with the same methods as the conventional surface grooves (see section 2.3). A simple sensitivity analysis suggested that the design is insensitive against slight variations in the device geometry that may result during the device fabrication. Furthermore, the device is also insensitive to slight variations in the device operation parameters such as flow rate and diffusion coefficient of the analytes. While the numerical models and simulations were compared to results from the literature, only a practical implementation of the proposed design can validate its applicability in lab-on-a-chip devices.

The presented design has a few drawbacks compared to the 'split and recombine' gradient generator [30]. First, the fabrication tolerances for the grooved gradient generator are lower because the shape and size of the grooves are crucial for the generation of the concentration gradient. Second, each optimisation is only valid for one Graetz number which is defined by the channel geometry, flow rate and diffusion coefficient of the analyte. However, the results from section 7.5 show that a variation of the Graetz
number by a factor of 2 produces results which are close to the results for the original Graetz number. Furthermore, the fabrication of the grooved gradient generator requires two-step photolithography which makes it slightly more complex than the fabrication of the ‘split and recombine’ gradient generator. On the other hand, this fabrication allows the direct integration of surface grooves into the mixing channels without any further costs. This would reduce the required mixing length and has already been applied to the ‘split and recombine’ gradient generator [211].

The presented design strategy for microfluidic gradient generators offers an interesting alternative to the widely used ‘split and recombine’ gradient generators. The grooved gradient generator requires only one mixing stage, while the ‘split and recombine’ gradient generator [30] requires at least \( \log_2(n - 1) \) mixing stages to create \( n \) different outlet channels. Thus the resulting gradient generator is much shorter and consequently requires less chip real-estate. Furthermore, the numerical optimisation depends only on the ratios of the channel and groove geometries so that the results can be applied to microfluidic system which are scaled versions of the presented device.
Chapter 8

Conclusion and suggestions for future work

8.1 Thesis conclusion

The aim of this thesis was to optimise the transport of analytes in integrated microfluidic systems and to generate guidelines for the design of more efficient microfluidic systems. The efficient transport of analytes, through the bulk of the microfluidic channel and to active components of the system, i.e. surface immobilised receptors, is becoming more important and challenging with the ever-decreasing size of integrated microfluidic systems. This thesis presents novel, theoretical approaches and design guidelines for three distinct but overlapping projects. First, the modelling and design of microfluidic affinity separation systems for the separation of proteins in chapter 4, second, the optimisation of the transport of analytes to the active surface in affinity biosensors in chapters 5 and 6, and third, the design of a microfluidic grooved gradient generator in chapter 7.

Modelling approach

The modelling in all three projects is based on the governing equations introduced in chapter 3. In the first step of the analysis these governing equations are nondimensionalised. This reveals five nondimensional parameters, i.e. the Reynolds number Re, the
Graetz number $G_z$, the Damköhler number $D_a$, the nondimensional dissociation constant $\bar{K}_d$ and the adsorption capacity $\kappa$; these link the physical effects and characterise the behaviour of the microfluidic affinity system. Especially the values of the Graetz number and the Damköhler number have a large influence on the device behaviour. This work is mainly concerned with microfluidic affinity systems for the separation and detection of low copy number analytes which leads to small values of the Reynolds number ($\text{Re} < 1$) and large values of the nondimensional dissociation constant ($\bar{K}_d > 1$) and adsorption capacity ($\kappa \gg 1$). However, the Graetz and Damköhler numbers can vary considerably between different systems. In the asymptotic limits of the Graetz and Damköhler number, i.e. each of the two numbers goes to zero or infinity, the governing equations can be simplified and analysed to derive analytical solutions. These analytical solutions provide insights into the relationship between different parameters and the behaviour of the device without the need for extensive and computationally expensive numerical simulations. Furthermore, the asymptotic solutions represent the boundary for the device behaviour and are thus important for the analysis and optimisation of microfluidic affinity systems. However, the majority of these solution are for the case of continuous analyte input ($\lambda \gg 1$), see section 3.4, while this work is mainly concerned with short analyte plugs.

In the second step the solutions in the asymptotic limits are supported by numerical simulations. In contrast to the analytical solutions which provide guidelines for the device behaviour, numerical simulations provide solutions for a specific device configuration. The combination of analytical and numerical methods, which is employed in this work, brings together the respective strength of both methods: the insight into the device behaviour of the analytical solutions and the specific solution of the numerical simulations. The numerical simulations in this work are performed with the commercial FEM package COMSOL Multiphysics 3.4 (COMSOL AB, Stockholm, Sweden).

Separation of proteins

In the first project of this research an investigation was carried out on the modelling of microfluidic affinity separation systems for the separation of proteins from complex
samples, see chapter 4. The idea is that analyte molecules which specifically interact with surface immobilised receptor molecules are 'slowed down' and thus separated from non-interacting analytes. This concept is viable for systems with fast diffusion across the height of the channel ($Gz \gg 1$) and high adsorption capacity ($\kappa \gg 1$) so that every analyte molecule has the same opportunity to interact with the receptor molecules immobilised at the channel wall. Under these assumptions the governing transport-reaction equations for microfluidic affinity systems, which were introduced in chapter 3, are simplified to a linear problem. This simplified, linear problem is solved analytically with the Laplace transform method.

For an efficient separation system the rate of association of the analyte molecules with the surface immobilised receptors has to be sufficiently fast, i.e. the reaction/convection number $\zeta = Da / Gz$ has to be large. Analysing the analytical solution for large values of the reaction/convection number revealed two simple, analytical expressions for the analyte plug velocity and dispersion in microfluidic affinity chromatography systems. Numerical simulations with the full model, i.e. 2D model with diffusion and second order kinetics, are in good agreement with the analytical solution and the analytical expressions for the plug velocity 4.36 and the plug dispersion 4.44. Furthermore, the analytical expressions agree with the established theory for column chromatography and can thus be seamlessly integrated into the design process for microfluidic affinity separation systems.

In the second part of chapter 4 the two analytical expressions which only depend on global device parameters are used to design microfluidic affinity separation systems for the efficient separation of target analytes from sample mixtures. The simple nature of the expressions allows the design of complex, multiplexed separation systems which consist of several parallel microfluidic channels which each have multiple, different receptor patches. Conventionally the design of such multiplexed separation systems requires computationally expensive numerical simulations. Here a complete, theoretical framework, which requires no computationally expensive simulations, for such a design is created. This framework consists of analytical expressions defining the channel and detection region as well as expressions specifying the separation between different analyte plugs. Microfluidic affinity separation devices designed according to this framework
have the potential to separate low-abundance proteins ($A_0 < 1 \text{nM}$) from small sample volumes ($V < 1 \mu l$).

**Optimisation of biosensors**

In the second project the transport of analytes to the active surface of microfluidic affinity sensors was investigated, see chapter 5. The continuous reduction of the size of microfluidic affinity sensors pushes these systems into the 'convection limited' regime where the diffusion of the analytes to the active surface and the interaction of the analytes with the surface immobilised receptors is faster than the convection of the analytes through the microfluidic channel. This leads to a depletion of the analyte plug as it moves along the sensor; thus in conventional microfluidic systems, i.e. rectangular channel geometry and constant device parameters, a high capture fraction and a uniform association of the analyte along the active sensor surface are mutually exclusive. Here three design strategies, which go beyond the design of conventional microfluidic systems and can achieve a high capture fraction of the analyte as well as a high uniformity of the bound analyte-receptor complex, were developed.

The first two design strategies depend on the modification of one device parameter while the analyte plug is flowed through the microfluidic channel. These designs which evolved from an analysis of the governing equations are based on the idea that an increasing reaction/convection number can compensate the decreasing analyte concentration and ensure a constant analyte mass transfer to the active surface and subsequent association. A reduction of the flow velocity as the analyte plug travels down the channel or an increase in the receptor concentration along the length of the active surface are the most practical approaches to increase the reaction/convection number as the analyte plug travels down the channel. Both approaches can achieve a uniform concentration of associated analyte along the sensor as well as a capture fraction up to 0.9. Each of the two approaches has its strengths and weaknesses. The variation of the flow velocity is more flexible because it can be adjusted dynamically by changing the operational parameters of the pump. On the other hand, this approach puts strong limitations on the allowed sample plug length. The variation of the receptor concentration is fixed
at the time of the device fabrication but it has the benefit of allowing arbitrarily long analyte plugs. Both approaches can improve the sensitivity of the microfluidic affinity sensor at the cost of a more complex device operation.

The third design strategy is based on a non-rectangular device geometry but constant device parameters. Here the rectangular microfluidic channel is replaced with a tapering channel. This tapering of the channel changes the flow profile so that streamlines are crossing the active/inactive boundary along the whole length of the sensor patch; this replenishes the analyte concentration over the active sensor patch of the device. In the next step, the shape of the active/inactive boundary is optimised so that the replenishment of the analyte is uniform over the length of the sensor patch. This optimisation was performed for two different shapes of the taper: linear and algebraic tapering. The resulting, optimised non-rectangular device geometry increases the uniformity of the bound analyte-receptor complex compared to the conventional systems while retaining the high capture fraction. While the resulting uniformity of the bound analyte-receptor complex along the sensor surface is lower than for the first two strategies, this strategy presents a more practical approach which requires only simple flow control and a uniform distribution of surface immobilised receptor molecules.

**Adaptation of the multisensor**

The design guidelines for the optimisation of analyte transport in microfluidic biosensors were applied to the redesign of the flow cell of the multisensor [21] for the sensitive detection and quantification of low levels ($A_0 \leq 1 \text{nM}$) of cytokines from small sample volumes ($V = 2 \mu\text{l}$), see chapter 6. The original multisensor has an excellent limit of detection of $1 \text{ng l}^{-1}$ but the sensor requires relatively large sample volumes ($1 \text{ml}$) and the capture fraction is below 0.01. Here the flow cell was redesigned with the aim of a reduction of the sample volume to the low microlitre range while retaining the excellent limit of detection.

The redesign is based on two steps. First, the Graetz number of the device is reduced below 1 by a decrease in the channel height and the flow velocity. This allows every analyte molecule to diffuse to the active surface and thus increases the capture fraction
of the device. In the second step the shape of the flow cell is changed from one wide channel where only 5% of the analytes are flowed directly over the sensor windows to 4 narrow channels. The shape of these narrow channels mimics the underlying waveguide so that every analyte molecule is flowed directly over the sensor windows. Together the two steps increase the capture fraction from less than 0.01 up to 0.9. However, the high capture fraction comes at the price of non-uniform association of the analyte along the sensor surface. The tapering channels which were introduced in chapter 5 were employed to increase the uniformity along the sensor surface, while retaining the high capture fraction, and thus increase the sensitivity of the detection. While the improvement in the uniformity for this approach, i.e. tapering channel geometry, is lower than for the other two approaches presented in chapter 5, the tapering channels are much easier to integrate into the device and do not require additional instrumentation.

For an optimal sensor response not only the flow cell but also the assay parameters have to be optimised. While the dissociation constant and the concentration of surface immobilised receptor molecules are defined by the cytokine-antibody pair, the antibody concentration and the number of fluorophores per antibody molecule can be varied. A simple, analytical model which describes the surface immobilised cytokine-antibody complex concentration depending on the antibody concentration was derived. This model which agrees with numerical simulations can be used to optimise the device parameters to achieve a maximal change in the concentration of the surface immobilised cytokine-antibody complex concentration for a given cytokine-antibody pair, i.e. the optimum depends on the concentration of surface immobilised cytokines and the dissociation constant. Furthermore, the numerical simulations showed that the change in the surface immobilised cytokine-antibody complex concentration is about 5% larger for the tapering channel geometry compared to a rectangular channel which is due to the improved transport of analytes to the active sensor surface.

The redesigned flow cell was fabricated in PDMS and combined with the waveguide chip. Due to the fact that the immobilisation of the cytokines to the sensor surface was incomplete before the end of the thesis, only bulk dye experiments could be performed. However, these suggest that the limit of detection of the redesigned system is sufficient for the detection of low concentrations (1 pM) of cytokines from small sample volumes.
A drawback of the proposed design is the increased complexity of the fabrication and assembly compared to the original system.

**Grooved gradient generator**

In the last project a microfluidic gradient generator which has a smaller size than the available systems was designed, see chapter 7. The proposed design is based on the convection of analyte molecules across the width of the microfluidic channel by surface groove induced secondary flow. This is in contrast to the available systems which rely on diffusion to transport the analytes across the microfluidic channel.

Conventionally surface groove induced secondary flow has been employed in micromixers to improve the mixing between a source and sink stream [24]. In this application regular grooves with uniform depth and parallel side walls are used. However, the secondary flow depends directly on the shape of the surface groove and thus a modification of the groove shape will modify the secondary flow profile. In the proposed design the shape and size of the surface groove is modified with the aim to transport analyte molecules across the width of the microfluidic channel in a controlled manner; thus generating a predefined concentration gradient. Numerical optimisations over the groove size were performed for various target concentration profiles and groove designs. These optimisations showed that the conventional groove shape, i.e. uniform depth and straight side walls, is not flexible enough to create the desired concentration profiles. However, a groove design where the downstream edge consists of two straight section is flexible enough to generate a linear as well as an exponential concentration gradient.

The presented design strategy for microfluidic gradient generators offers an interesting alternative to the widely used ‘split and recombine’ gradient generators. Compared to these conventional gradient generators this design requires only one mixing stage which significantly reduces the requirements on size. This advantage is balanced by a slightly more complex fabrication process which requires two-step photolithography. A further drawback is the dependence on specific operational parameters, i.e. each groove shape is only valid for one Graetz number which is defined by the channel geometry, flow rate and diffusion coefficient of the analyte.
Summary

In summary, in the three projects mathematical modelling and optimisation, both analytically and numerically, were used to evaluate and improve the transport of analytes in microfluidic channels. The derived guidelines and designs can be used to understand and improve the transport of analytes in integrated microfluidic systems for bioanalysis applications.

8.2 Future work

While there has been significant progress in the development of lab-on-a-chip systems for the automated and fast analysis of proteins from small samples, significant challenges spanning many disciplines remain. One of the main challenges is the integration of working subsystems, such as pumps, separation channels and detectors, into a highly integrated and automated lab-on-a-chip system. This integration requires the concerted effort of experimentalists and theoreticians; with the latter modelling and designing these integrated systems.

While the theoretical models and design guidelines presented in this thesis were compared to existing systems, an experimental verification is missing. Ideally the experimental verification of the analytical expressions for the separation of analytes in microfluidic affinity separation systems (chapter 4) and of the optimisation of microfluidic biosensors (chapter 5) will verify the mathematical models, the simplifications and the derived design guidelines. However, even if the theoretical work is not immediately verified the experiments will give valuable insight into the device behaviour and might allow the improvement and extension of the theoretical models. For example, the theoretical models could be extended for different reaction kinetics, e.g. Michaelis-Menten kinetics [267], or by incorporating more physical effects such as steric hindrance [268] between bound analyte molecules, rough sensor surfaces [269] or the incorporation of multiple, different surface immobilised receptors in one receptor patch [141].

Beside the experimental verification there are other areas where the presented work
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can be improved or extended. So far the design of the flow cell for the sensitive detection of low levels of cytokines (chapter 6) consists of 8 arbitrary sensor elements, i.e. sensor elements with arbitrary inlet-to-outlet ratios, in each of the 4 flow channels. After the proof of concept experiment, which should verify the theory developed in section 5.6 and establish the limit of detection of the system, the flow cell can be adjusted to accommodate different cytokines. If the association rate constants and surface immobilised receptor concentrations for the different cytokines are known the inlet-to-outlet ratios of the sensor elements can be chosen so that each sensor element produces a signal of similar strength, see section 5.6.2. Furthermore, the design of the waveguide chip could be revised to incorporate more sensor windows in the same space. This would allow the monitoring of more different analytes without an increase in the footprint of the device.

Further room for improvement of the multisensor (chapter 6) lays in the analysis of the CCD images. At the moment the analysis of the cytokine experiments uses the average immobilised cytokine-antibody complex concentration over the whole sensor window. However, the CCD camera provides spatial resolved information of the immobilised cytokine-antibody complex concentration. Improved image analysis which incorporates this spatially resolved information has the potential to increase the dynamic range of the sensor as well as to increase the reliability of the sensor response [247; 270]. Furthermore, the additional information in the spatially resolved information could be used to reduce the number of experiments required for the determination of rate constants from biosensor data. While current systems for the determination of rate constants, e.g. Biacore, average over the whole sensor area and require the binding data at different time steps, spatially resolved binding data can be analysed with analytical and numerical methods to potentially derive binding rate constants as well as surface immobilised receptor concentrations and diffusion coefficients from one measurement. This could prove beneficial for the analysis of fluorescence data, where only a limited number of frames can be recorded due to photobleaching.

The optimisation of biosensors in chapter 5 neglected ways to increase the analyte mass transport either through mechanical, electrical or acoustical means. One of the most interesting ways to improve the analyte mass transfer to the active surface and subsequent association is based on the effect of surface groove induced secondary flow [25;
However, the existing models and systems all work in the ‘entrance region’ (Gz ≫ 1) and thus the capture fraction is low. Operating these systems closer to Gz = 1 and modifying the surface grooves along the length of the sensor has the potential to achieve a high capture fraction and uniform distribution of associated analyte along the sensor surface. However, the evaluation and design of such systems most likely has to rely on large-scale numerical simulations.

While the presented design strategy for the generation of concentration gradients (chapter 7) is flexible enough to generate linear or exponential concentration gradients, it has not been employed for the generation of more complex, non-monotonous concentration gradients. Such more complex concentration gradients might require groove shapes with more degrees of freedom or the serial combination of several grooves. The numerical simulations for the latter, i.e. multiple grooves, would benefit from an approach similar to the microfluidic toolbox from Mott et al. [262]. This microfluidic toolbox is based on advection maps, i.e. a map which links each point of the inlet to the corresponding point at the outlet. The microfluidic toolbox has already been applied to improve the mixing by surface groove induced secondary flow [271]. An approach similar to the microfluidic toolbox would allow the fast calculation of the resulting concentration profile for serial combinations of surface grooves. Furthermore, in this work the number of outlet channels was limited to 10 but similar optimisations can be performed for a larger number of outlet channels. However, these optimisations might also require more complex groove shapes because in the current setup the outlet channels play an important role in the gradient formation, as shown in figure 7.15. Grooved gradient generators with more degrees of freedom for the shape of the groove might offer the possibility of a better fit between the target concentration gradient and the simulated concentration gradient but increase the complexity of the optimisation.
Appendix A

Asymptotic expansion

The left and ride side of the convection-diffusion equation 4.1 are linked by the nondimensional Graetz number $G_z$. In the asymptotic limit $G_z \ll 1$ the following ansatz is made

\begin{equation}
A = A^{(0)} + G_z A^{(1)} + G_z^2 A^{(2)} + \ldots \tag{A.1}
\end{equation}

\begin{equation}
X = X^{(0)} + G_z X^{(1)} + G_z^2 X^{(2)} + \ldots \tag{A.2}
\end{equation}

These asymptotic expansions are inserted into the simplified equation 4.10 in the bulk of the channel

\begin{equation}
G_z \left( \frac{\partial A^{(0)}}{\partial t} + G_z \frac{\partial A^{(1)}}{\partial t} + G_z^2 \frac{\partial A^{(2)}}{\partial t} + \ldots \right) \\
+ G_z \left( \frac{\partial}{\partial x} (6y(1-y)A^{(0)}) + G_z \frac{\partial}{\partial x} (6y(1-y)A^{(1)}) + G_z^2 \frac{\partial}{\partial x} (6y(1-y)A^{(2)}) + \ldots \right) \\
= \frac{\partial^2 A^{(0)}}{\partial y^2} + G_z \frac{\partial^2 A^{(1)}}{\partial y^2} + G_z^2 \frac{\partial^2 A^{(2)}}{\partial y^2} + \ldots \tag{A.3}
\end{equation}

and the boundary conditions 4.2 and 4.3

\begin{equation}
\frac{\partial A^{(0)}}{\partial y} + G_z \frac{\partial A^{(1)}}{\partial y} + G_z^2 \frac{\partial A^{(2)}}{\partial y} + \ldots = \zeta G_z \sum_{i=0}^{\infty} G_z^i \left( \sum_{j=0}^{i} A^{(j)} X^{(i-j)} - K_d B^{(i)} \right) \tag{A.4}
\end{equation}

\begin{equation}
\frac{\partial X^{(0)}}{\partial t} + G_z \frac{\partial X^{(1)}}{\partial t} + G_z^2 \frac{\partial X^{(2)}}{\partial t} + \ldots = -\frac{1}{G_z \kappa} \left( \frac{\partial A^{(0)}}{\partial y} + G_z \frac{\partial A^{(1)}}{\partial y} + G_z^2 \frac{\partial A^{(2)}}{\partial y} + \ldots \right) \tag{A.5}
\end{equation}
Comparing the coefficients in equation A.3 results in

\[
Gz^0 : \quad 0 = \frac{\partial^2 A^{(0)}}{\partial y^2} \quad (A.6)
\]

\[
Gz^1 : \quad \frac{\partial A^{(0)}}{\partial t} + \frac{\partial}{\partial x} \left( 6y(1 - y)A^{(0)} \right) = \frac{\partial^2 A^{(1)}}{\partial y^2} \quad (A.7)
\]

\[
Gz^2 : \quad \frac{\partial A^{(1)}}{\partial t} + \frac{\partial}{\partial x} \left( 6y(1 - y)A^{(1)} \right) = \frac{\partial^2 A^{(2)}}{\partial y^2} \quad (A.8)
\]

and so on.

The solution for equation A.6 can be calculated by integrating twice with respect to \(y\) and is given by

\[
A^{(0)}(x, y, t) = f^{(0)}(x, t) + g^{(0)}(x, t) \quad (A.9)
\]

The upper boundary condition \(A_y^{(0)} = 0\) implies that \(g^{(0)}(x, t) = 0\). From this it follows that \(A^{(0)}(x, t) = f^{(0)}(x, t)\) depends only on \(x\) and \(t\) and is independent of \(y\). With this \(A^{(0)}\) the solution of equation A.7 can be found by direct integration with respect to \(y\)

\[
A^{(1)}(x, y, t) = f^{(1)}(x, t) + g^{(1)}(x, t) + f^{(0)}_t \frac{y^2}{2} + A^{(0)}_x y^3 - A^{(0)}_x \frac{y^4}{2} \quad (A.10)
\]

With the convention \(B^{(i)} = 1 - X^{(i)}\) the boundary condition at the active surface is given by

\[
\frac{\partial A^{(1)}}{\partial y} \bigg|_{y=0} = g^{(1)} = \zeta \left( A^{(0)} X^{(0)} - \bar{K}_d (1 - X^{(0)}) \right) \quad (A.11)
\]

and the boundary condition at \(y = 1\) is given by

\[
\frac{\partial A^{(1)}}{\partial y} \bigg|_{y=1} = g^{(1)} + A^{(0)}_t + A^{(0)}_x = 0 \quad (A.12)
\]

Combining these two boundary conditions gives an equation for \(A^{(0)}\)

\[
A^{(0)}_t + A^{(0)}_x = -\zeta \left( A^{(0)} X^{(0)} - \bar{K}_d (1 - X^{(0)}) \right) \quad (A.13)
\]

which describes a travelling wave with speed 1 and varying amplitude.

The reaction equation A.5 for the first order of Gz is given by

\[
\frac{\partial X^{(0)}}{\partial t} = X^{(0)} \left( -\frac{\zeta}{\kappa} A^{(0)}(x, t) - \frac{\bar{K}_d \zeta}{\kappa} \right) + \frac{\bar{K}_d \zeta}{\kappa} \quad (A.14)
\]

With the integrating factor \(h(t) = e^{\kappa \int_{-\infty}^{t} (-\zeta A^{(0)}(x, t) - \frac{\bar{K}_d \zeta}{\kappa}) dt}\) the solution is given by

\[
X^{(0)}(x, t) = \frac{1}{e^{\kappa \int_{-\infty}^{t} (-\zeta A^{(0)}(x, t) - \frac{\bar{K}_d \zeta}{\kappa}) dt}} \left( \int_{-\infty}^{t} \frac{\bar{K}_d \zeta}{\kappa} e^{\kappa \int_{0}^{t} (-\zeta A^{(0)}(x, t) - \frac{\bar{K}_d \zeta}{\kappa}) dt} dt + K \right) \quad (A.15)
\]
For the simple case with no detachment this reduces to

\[ X^{(0)}(x, t) = e^{-\int_{0}^{t} \zeta A^{(0)}(x, t) dt} \]  \hspace{1cm} (A.16)

For \( \kappa \gg 1 \) the receptor concentration \( X^{(0)} \) stays almost constant. With this and the boundary condition

\[ A^{(0)}(0, t) = \hat{H}(t) \hat{H}(\lambda - t) \]  \hspace{1cm} (A.17)

equation A.13 can be solved

\[ A^{(0)}(x, t) = \exp(-\zeta x) \hat{H}(t - x) \hat{H}(x - t + \lambda) \]  \hspace{1cm} (A.18)

This is a travelling wave with speed 1 where the amplitude is damped by the factor \( \exp(-\zeta x) \).
Appendix B

Implementation of the transport-reaction model

The numerical simulations of the transport-reaction problems were performed with the commercial finite element package COMSOL Multiphysics 3.4 (COMSOL AB, Stockholm, Sweden). This software package allows the combined simulation of various physical effects in a uniform environment which is beneficial in the here studied case of a combined fluid dynamics, transport and reaction problem. Furthermore, COMSOL Multiphysics is seamlessly integrated into the Matlab environment (The Mathworks, Natick, MA, USA). This facilitates the use of the extensive Matlab library of analysis and plotting tools.

During the course of this thesis numerical simulations were performed for the full 3D problem as well as for simplified problems. Here the implementation of these models is presented. The implementation follows a two step process. In the first step the flow profile is calculated. In the second step which requires the solution of the first step the concentrations of the analyte and the surface immobilised receptor are simulated. All numerical simulations are performed with the nondimensionalised system unless otherwise stated. All simulations are performed on a computer with a Dual Core AMD Opteron Processor 880 2.4 GHz and 8 GB of main memory.
B.1 Side view model

In the side view model the analyte concentration is assumed to be uniform over the width of the microfluidic channel so that it is sufficient to simulate the solution in the $x - y$ plane. This assumption is used in chapter 4 and for the design optimisation in rectangular channels in chapter 5. The geometry and the system of equations are setup in the graphical user interface (GUI) of COMSOL and then exported to Matlab. This allows the control of the numerical simulations from Matlab which is beneficial for the subsequent analysis.

The nondimensional channel geometry is given by a rectangle with height 1 and length 1.2. The active area of the affinity system is at the bottom of the channel between $x = 0.1$ and $x = 1.1$. The increase of the channel length removes the edges of the active area from the channel inlet and outlet which reduces potential adverse effects on the numerical simulation and allows the formation of the analyte plug before it reaches the active area. The flow profile in this geometry is parabolic over the height of the channel and given by equation 3.7.

The convection-diffusion equation 3.18 in the bulk of the microfluidic channel is defined through the transient 'Convection and Diffusion' model. In the 'Subdomain Settings' dialog box the $x$-velocity is defined as the parabolic flow profile. The diffusion coefficient for the $x$ coordinate is given by $D_x = \frac{D}{UL}$ and the diffusion coefficient for the $y$ coordinate is given by $D_y = \frac{LD}{H^2U}$. The boundary conditions are given by 'Concentration' at the channel inlet, 'Convective flux' at the channel outlet, 'Insulation/Symmetry' at non-active channel walls and 'Flux' at the active channel wall. This flux which is defined through a boundary expression links the model for the bulk analyte concentration and the bound analyte concentration. The concentration at the channel inlet is defined by a step function which is 1 for $t < \lambda$ and zero otherwise. The differential equation 3.20 for the bound analyte expression at the active interface, i.e. between $x = 0.1$ and $x = 1.1$, is defined through the transient 'Weak Form, Boundary' model. See the example script in section B.1.1 for details about the implementation of the 'Weak Form, Boundary' model and the 'Flux' at the active channel wall.
B.1 Side view model

In the first instance the geometry is meshed with the default values. The two coupled
differential equations are then solved with the transient 'Spooles' solver.

B.1.1 Example script

```matlab
% Variables
tu=5;       % upper timelimit for the solver
H = 10e-6;  % height [m]
L = 0.2e-2; % length [m]
Umean = 1e-4; % mean velocity [m s^{-1}]
D = 1e-10;  % Diffusion coefficient [ m^2 s^{-1}]
A0 = 1e-5;  % initial analyte concentration [mol m^{-3}]
X0 = 1e-8;  % surface receptor concentration [mol m^{-2}]
ka = 250;   % on rate constant [m^3 mol^{-1} s^{-1}]
kD =0.1;    % off rate constant [s^{-1}]

% Nondimensional numbers
Zeta = ka*L*X0/(Umean*H); % reaction/convection number
Kd = kD/(A0*ka); % nondimensional dissociation constant
Kappa = X0/(A0*H); % adsorption capacity
Gz = H^2*Umean/(L*D); % Graetz number
Alpha = L/H; % channel aspect ratio
Lambda = 1; % nondimensional plug length

% COMSOL version
flclear fem
clear vrsn
vrsn.name = 'COMSOL 3.4';
vrsn.ext = 'a';
vrsn.major = 0;
vrsn.build = 603;
vrsn.rcs = '$Name: $';
vrsn.date = '$Date: 2008/12/03 17:02:19 $';
fem.version = vrsn;

% Geometry
g1=rect2(1.2,1,'base','corner','pos',[-0.1,0]);
parr={point2(0,0)};
g2=geomcoerce('point',parr);
parr={point2(1,0)};
g3=geomcoerce('point',parr);

% Analyzed geometry
clear p s
```
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p.objs={g2,g3};
p.name={'PT1','PT2'};
p.tags={'g2','g3'};

s.objs={g1};
s.name={'R1'};
s.tags={'g1'};

fem.draw=struct('p',p,'s',s);
fem.geom=geomcsg(fem);

% Constants
fem.const = {'zeta',Zeta, ...
    'kd',Kd, ...
    'kappa',Kappa, ...
    'Dx',1/(Gz*Alpha^2), ...
    'Dy',1/Gz, ...
    'lambda',Lambda};

scaling = sqrt(Alpha);

% Initialize mesh
fem.mesh=meshinit(fem, ...
    'hauto',3, ...
    'xscale',scaling);

% Application mode 1
% Convection/Diffusion problem
clear appl
appl.mode.class = 'FlConvDiff';
appl.shape = 2;
appl.assignsuffix = '_cd';
clear bnd
bnd.c0 = {0,'(t<lambda)',0,0};
bnd.N = {0,0,'-react_surf',0};
bnd.type = {'N0','C','N','Nc'};
bnd.ind = [2,1,1,3,1,4];
appl.bnd = bnd;
clear equ
equ.dtensor = {{'Dx','Dy'}};
equ.u = 'y*(1-y)*6';
equ.dtype = 'aniso';
equ.ind = [1];
appl.equ = equ;
fem.appl{1} = appl;

% Application mode 2
% Reaction at the active boundary
clear appl
appl.mode.class = 'FlPDEWBoundary';
appl.dim = { 'cs', 'cs_t' };
appl.sshape = 2;
appl.assignsuffix = '_wb';
clear prop
clear weakconstr
weakconstr.value = 'off';
weakconstr.dim = { 'lm2', 'lm3' };
prop.weakconstr = weakconstr;
appl.prop = prop;
clear bnd
bnd.dweak = {0,'cs_test*cs_time'};
bnd.usage = {0,1};
bnd.weak = {0,'cs_test*react_surf_cs'};
bnd.ind = [1,1,1,2,1,1];
appl.bnd = bnd;
fem.appl{2} = appl;
fem.frame = { 'ref' };
fem.border = 1;
fem.outform = 'general';
clear units;
units.basesystem = 'SI';
fem.units = units;

% Boundary settings
clear bnd
bnd.ind = [1,1,1,2,1,1];
bnd.dim = { 'c', 'cs' };

% Boundary expressions
bnd.expr = { 'react_surf', '{'',''zeta*(c*(1-cs)-kd*cs)''}', ...
            'react_surf_cs', '{'',''zeta*(c*(1-cs)-kd*cs)/kappa''}' };
fem.bnd = bnd;

% ODE Settings
clear ode
clear units;
units.basesystem = 'SI';
ode.units = units;
fem.ode=ode;

% Solve the system of equations
% Multiphysics
fem=multiphysics(fem);
% Extend mesh
fem.xmesh=meshextend(fem);

% Solve problem
fem.sol=femtime(fem,
    'solcomp',{'c','cs'},...
    'outcomp',{'c','cs'},...
    'blocksize','auto',...
    'tlist',[colon(0,0.05,tu)],...
    'tout','tlist',...
    'linsolver','spooles');

\section*{B.2 Top view model}

In the top view model the analyte concentration is assumed to be constant over the
height of the channel so that it is sufficient to simulate the device in the $x-z$ plane.
This assumption is used for the non-rectangular channel designs in chapter 5 and 6.

The nondimensionalisation in this case is performed with $L = W = H$ so that
the sensor element, see figure 5.15, can be directly imported into COMSOL. The flow
profile in this geometry is calculated through the Laplace equation which is defined by
the 'Laplace’s Equation' model with a pressure drop between the inlet and outlet. The
flow profile in the channel is related to the pressure field $p$ by $\mathbf{u} = (-p_x, -p_z)$. The
pressure drop between the inlet and outlet is chosen so that $-p_x = 1$ at the channel
outlet.

The governing equations including diffusion are given by

\begin{align}
    A_t + u A_x + w A_z &= -\chi(x,z)\zeta(A(1-B) - \bar{K}_d B) + \frac{D}{L U} \nabla^2 A \quad \text{(B.1)}
    \\
    B_t &= \chi(x,z)\frac{\zeta}{\kappa}(A(1-B) - \bar{K}_d B) \quad \text{(B.2)}
\end{align}

where $\chi(x,z) = 1$ if $(x,z)$ is in the active area and zero otherwise. Equation B.1 is
defined as a 'Convection and Diffusion' model. The boundary conditions are given
by 'Concentration' at the channel inlet, 'Convective flux' at the channel outlet and
'Insulation/Symmetry' at the channel walls. The concentration at the channel inlet is
defined by a step function which is 1 for $t < \lambda$ and zero otherwise. In the 'Subdomain
Settings’ dialog box the diffusion coefficient is set to \( \frac{D}{UL} \), the flow velocity in the \( x \) direction to \(-p_x \) and the flow velocity in the \( z \) direction to \(-p_z \). In the active area of the channel the ‘Reaction rate’ is defined by the flux

\[
\text{flux} = \zeta (A(1 - B) - \bar{K}_d B) \quad (\text{B.3})
\]

which links equation B.1 with equation B.2 and is defined as a ‘Subdomain Expressions’. The equation B.2 for the bound analyte is defined through the ‘Diffusion’ model. Here all boundary conditions are set to ‘Insulation/Symmetry’. In the ‘Subdomain Settings’ dialog box the diffusion coefficient is set to zero and the ‘Reaction rate’ is defined by the flux B.3 divided by \( \kappa \).

The first simulation is performed with the default mesh. The simulation is performed in a two step process. First, the stationary ‘Spoools’ solver is used to calculate the pressure field \( p \). Second, the transient ‘Spoools’ solver is used to calculate the unbound analyte concentration \( A \) and the bound analyte concentration \( B \).

### B.3 3D model

The full 3D model of the transport-reaction problem is given by the Navier-Stokes equations 3.1-3.2 and the nondimensional convection-reaction equations 3.18-3.20 with suitable boundary conditions. The nondimensionalisation in this case is performed with \( L = W = H \).

The main difference between the side view model and the 3D model is the calculation of the flow profile. In the 3D model the flow profile is calculated from the complete Navier-Stokes equations. The fluid properties are defined by choosing the ‘Library material: Water, liquid’. The boundary conditions are a defined pressure and no viscous stress at the inlet and outlet, and the no slip boundary condition at the channel walls.

The convection-diffusion equation 3.18 in the bulk of the microfluidic channel is defined through the transient ‘Convection and Diffusion’ model. In the ‘Subdomain Settings’ dialog box the flow velocity is defined as the solution of the Navier-Stokes equations. The diffusion coefficient is given by \( \frac{D}{UL} \). The boundary conditions are given
by 'Concentration' at the channel inlet, 'Convective flux' at the channel outlet, 'Insulation/Symmetry' at non active channel walls and 'Flux' at the active channel wall. The concentration at the channel inlet is defined by a step function which is 1 for $t < \lambda$ and zero otherwise. The boundary flux which is defined through a boundary expression links the model for the bulk analyte concentration and the bound analyte concentration. The differential equation 3.20 for the bound analyte concentration at the active interface is defined through the transient 'Weak Form, Boundary' model. See the implementation of the side view model in section B.1 for details.

In the first instance the geometry is meshed with the default values. The simulation is performed in a two step process. First, the Navier-Stokes equations are solved with the default static solver ('gmres') and then the coupled convection-diffusion-reaction problem is solved with the transient 'spooles' solver.

B.4 Meshing and validation of the implementation

The default mesh generated by COMSOL is a good starting point for the simulations but it is often too coarse to achieve sufficiently accurate solutions. A mesh convergence study was performed to deduce the necessary mesh size. First, the numerical simulation was performed on a coarse mesh. Second, the mesh is refined and the simulation is repeated on the finer mesh. The two simulation results are compared. If the two simulations agree with sufficient accuracy the coarse mesh is chosen for the simulations. If the two simulation results are different the process is repeated with the finer mesh as the new coarse mesh. Figure B.1 shows the results for the side view model.
Figure B.1: Plot comparing the numerical simulations for a coarse and fine mesh. (left) Bulk analyte concentration $A$ and (left) bound analyte concentration $B$. Parameters: $Gz = 0.05$, $\kappa = 250$, $\bar{K}_d = 250$, $\lambda = 0.05$, $t = 0.8$, $\zeta = 25$
Appendix C

Sensor elements

Figure C.1: Top view of the sensor elements for the linear tapering from section 5.6. The sensor elements are designed to fit over the waveguide chip from the multisensor as shown in figure 5.15. Each sensor element consists of a widening section, a tapering section and the active area. From top to bottom: 'linear1', 'linear2', 'linear4', 'linear6', 'linear8'
Figure C.2: Top view of the sensor elements for the algebraic tapering from section 5.6. The sensor elements are designed to fit over the waveguide chip from the multisensor as shown in figure 5.15. Each sensor element consists of a widening section, a tapering section and the active area. From top to bottom: 'algebraic$_2$', 'algebraic$_4$', 'algebraic$_6$', 'algebraic$_8$'
Appendix D

Numerical optimisation for the grooved gradient generator

D.1 Optimisation routine

In this section the Matlab scripts for the random search and the Nelder-Mead optimisation are presented. All simulations are performed on a computer with a Dual Core AMD Opteron Processor 880 2.4 GHz and 8 GB of main memory.

D.1.1 Random search

% Grooved gradient generator
% Random search of the parameter space
clear;

%%% initialize lower and upper bounds of the parameters
% a=[inlet_width g_depth g_length_far g_length_near g_angle
% m_width m_length];
lb=[40 20 10 100 150 50 50];
ub=[200 110 200 450 340 210 360];

%%% loop to call random points
for indux = 1:1400,
    % generate random groove shape
    a = lb + (ub-lb).*rand(1,7);
D.2 COMSOL model

% calculate the square error between target and simulated concentration
tic;
error = comsol_complex_lin(a);
zeit=toc;
% save the parameters, error and computation time
Asave_lin(indux,:)= [a error zeit];
save('random_lin_31072009.mat','Asave_lin','-ascii');
end;

D.1.2 Nelder-Mead optimisation

% Grooved gradient generator
% Nelder-Mead optimisation starting from the best points of the random search of the parameter space
clear;

%% initialise starting points from the random search
data_lin=load('random_start_lin_31072009.mat','-ascii')

%% First Nelder-Mead optimisation
for ii=1:3,
a1=data_lin(ii,1:7)
options = struct('Display','iter','MaxFunEvals',400);
[x,fval,exitflag,output]=fminsearch('comsol_complex_lin',a1,options)
x_pre(ii,:)=x;
fval_pre(ii)=fval;
end;
save('best_lin.mat','x_pre','fval_pre','-ascii');

%% Second Nelder-Mead starting from the best point of the first
[val, indix]=min(fval_pre);
opt = struct('Display','iter','MaxFunEvals',500);
[x,fval,exitflag,output]=fminsearch('comsol_complex_lin',x_pre(indix,:),opt)
save('winner_lin.mat','x','fval','-ascii');

D.2 COMSOL model

The COMSOL script which is called by the optimisation routine, e.g. the script 'comsol_complex_lin' in the example in section D.1, is created in a two stage process. In the first stage the GUI of COMSOL is used to create the geometry, physics model, mesh and solver setup. This COMSOL model is then exported as a Matlab script which is
modified by hand in the second stage. The main steps in this second stage are the insertion of variables defining the device geometry and the calculation of the square error between the target concentration profile and the simulated concentration profile.

D.2.1 GUI model

The COMSOL GUI provides a simple and easy to learn interface for the setup of complex multiphysics problems in a step by step manner. First, the 3D geometry is defined through a simple computer-aided design tool. For the system considered here, see figure 7.8, the geometry is uniform in the $y$ direction. Using this the outline of the device in the $x-z$ plane is drawn (see figure 7.11) and extruded in the $y$ direction.

In the second step, the physics models for the incompressible Navier-Stokes equations 3.1 and 3.2 and the convection-diffusion equation 3.12 are defined. Both are available from the 'Model Navigator' in the basic COMSOL module. The simulations are performed for aqueous solutions at room temperature ($T = 25^\circ C$) so the density and dynamic viscosity of water are given by: $\rho = 997.13 \, \text{kg m}^{-3}$, $\mu = 0.891 \times 10^{-3} \, \text{kg m}^{-1} \text{s}^{-1}$.

The boundary conditions are set to a constant pressure at the inlet ('Pressure, no viscous stress'), atmospheric pressure at the outlet ('Pressure, no viscous stress') and the no-slip condition at the channel walls. The solution of the Navier-Stokes equations is used as the velocity vector in the convection-diffusion equation. The boundary conditions for the convection-diffusion equation are set to 'Insulation/Symmetry' at the channel walls, 'Convective flux' at the outlets and 'Concentration' at the channel inlet. The concentration profile at the channel inlet defines the width of the analyte and buffer stream, i.e. the concentration in the analyte stream is set to 1 while the concentration in the buffer stream is set to 0. The step in the inlet concentration boundary condition poses problems for the numerical solution of the convection-diffusion equation. By replacing the discontinuous step function with a smooth step function the numerical properties of the system are improved. The resulting system is more stable and the convergence properties are enhanced. Furthermore, in the physical system the discontinuous step in the input concentration is smoothed to a continuous step immediately after the two streams merge. Here the inbuilt function 'flc1hs' which is a smoothed Heaviside function
without overshoot is used. The distance over which the smoothing occurs is set to 3 µm. This is a reasonable choice because for a diffusion coefficient $D = 5 \times 10^{-11} \text{m}^2 \text{s}^{-1}$ the analytes diffuse this distance in less than 0.2 s.

The meshing of the geometry is performed with the default values provided by COMSOL. Later, this default mesh is analysed and improved to achieve the desired accuracy in the solution. The last step, the solving of the physics model is performed sequentially. First, the Navier-Stokes equations are solved with the default static solver (‘gmres’) and then the convection-diffusion equation is solved with the static ’spooles’ solver. The completed GUI model is then exported as a Matlab script.

### D.2.2 Modification of the GUI model

The Matlab script containing the GUI model is modified by hand. The numerical values defining the channel and groove geometry are replaced by the variables given in Table D.1. This simplifies the modification of the channel and groove dimensions and allows the optimisation over the groove parameters. The additional variables ‘inlet_mesh’,
'wall_mesh_fine' and 'wall_mesh' which define the maximal mesh size at the channel inlet, the channel outlets and the channel wall, respectively, are introduced.

Furthermore, the area integral of the velocity weighted analyte concentration at the channel outlets is calculated and normalised with the size of the channel outlets. In the last step, the square error between the target concentration profile and the simulated concentration profile is calculated and returned to the optimisation routine.

**D.2.3 Meshing and model validation**

Meshing is very important for the accuracy and convergence of FEM simulations. This is especially true for 3D simulations. However, the problem considered here is numerically more stable than the problems considered in chapters 4 and 5 because the only concentration gradient is across streamlines and not along streamlines.

Here two strategies for the mesh generation are used to ensure an accurate solution of the problem. First, the maximal size of the mesh elements at the boundaries of the microfluidic channel, especially at the inlet and the outlet channels, is restricted. This is necessary because the flow velocity changes considerably close to the channel walls and the interface between the analyte and buffer is most important at the inlet and outlets. The second strategy uses the adaptive mesh refinement from COMSOL. Using this in the calculation of the convection-diffusion problem refines the mesh at the interface between the two input streams where the largest gradient in the concentration occurs.

A mesh convergence study which compares the simulated concentration gradient for different mesh sizes was performed. A preliminary mesh convergence study was performed with a non-optimised surface groove. This study suggested that $1.3 \times 10^5$ mesh elements are sufficient for an accuracy of $10^{-3}$ in the normalised outlet concentration $c_i$. The optimisations for the linear and exponential concentration gradients were performed with this mesh. A further mesh convergence study was performed for the optimised surface grooves. Here, the mesh size was increased from about $10^5$ elements to $6 \times 10^5$ elements which increases the simulation time from about 6 minutes to almost 4
Mesh size | Mean error | Standard deviation | Computation time
---|---|---|---
$10^5$ | $3.8 \times 10^{-3}$ | $2.6 \times 10^{-3}$ | 6 min
$1.3 \times 10^5$ | $2.3 \times 10^{-3}$ | $1.5 \times 10^{-3}$ | 8 min
$2 \times 10^5$ | $2.0 \times 10^{-3}$ | $1.7 \times 10^{-3}$ | 13 min
$3 \times 10^5$ | $1.1 \times 10^{-3}$ | $1.2 \times 10^{-3}$ | 29 min

Table D.2: Comparison of the simulation results for the coarse meshes with the fine mesh for the linear concentration gradient.

hours. The solution at the finest mesh is assumed to be the most accurate solution against which the solutions from the coarser meshes are compared. The mean error and standard deviation of the solutions of the coarse mesh simulations compared to the fine mesh simulation are shown in table D.2. This mesh convergence study shows that for the linear concentration gradient a mesh with $1.3 \times 10^5$ elements produces a result with sufficient accuracy. However, for the exponential concentration gradient which requires an accuracy to 3 significant figures a finer mesh is required. The results from table D.2 suggest that a mesh with about $2 \times 10^5$ elements is sufficient for the exponential concentration gradient. Thus for the exponential concentration gradient a further Nelder-Mead optimisation with this finer mesh and the results of the first optimisation as initial values is performed. This optimisation converges in less than 150 iterations. The results of this optimisation were compared to the results of the finest mesh with $6 \times 10^5$ elements. The mean error over the 10 outlet channels is $4.3 \times 10^{-4}$ with a standard deviation of $4.3 \times 10^{-4}$ so that the mesh with $2 \times 10^5$ elements is sufficient for this exponential concentration gradient.

The calculated flow profile corresponds qualitatively with the flow profile presented in previous publications [272]. Furthermore, the magnitude of the transverse flow matches the magnitude of the transverse flow calculated by Lynn and Dandy [29]. This suggests that the simulation results are a valid representation of the actual device behaviour.

D.2.4 Example COMSOL script

% COMSOL Multiphysics Model M-file
% Generated by COMSOL 3.5a (COMSOL 3.5.0.606, $Date: 2009/04/29 09:11:29 $)

% generates the channel and groove geometry, solves the two partial
% differential equations and calculates the error between the target and
% simulated concentration profile

function error_I = comsol_complex_lin(b)

% scaling parameter
scal = 1;

%b=[45.6467 48.7000 42.4467 222.9467 130.3333 ]

% scale the geometry
a=1e-6*b*scal;
flclear fem

%% constants
wall_mesh = 30e-6;
wall_mesh_fine = 17e-6;
inlet_mesh = 15e-6;

%% initialise the geometry parameters
c_width = 300e-6*scal;
c_height = 75e-6*scal;
c_length = 700e-6*scal;
g_start = c_length/7;

inlet_width = a(1);
g_depth = a(2);
f_length = a(3);
n_length = a(4);
angle = a(5);
m_width = a(6);
m_length = a(7);

%% Initialise COMSOL version 3.4
clear vrsn
vrsn.name = 'COMSOL 3.4';
vrsn.ext = '';
vrsn.major = 0;
vrsn.build = 248;
vrsn.rcs = '$Name: $';
vrsn.date = '$Date: 2007/10/10 16:07:51 $';
fem.version = vrsn;

% Geometry 2
% bulk of the channel
carr={curve2([0,c_length],[0,0],[1,1]), ...
curve2([c_length,c_length],[0,0],[1,1]), ...
D.2 COMSOL model

curve2([c_length,0],[c_width,c_width],[1,1]), ...
curve2([0,0],[c_width,0],[1,1]);
g1=geomcoerce('solid',carr);

% outlet channels
carr={curve2([c_length,c_length+c_length/7],[c_width,c_width-c_width/100],...[1,1]),curve2([c_length+c_length/7,c_length+c_length/7],...[c_width-c_width/100,c_width-c_width*9/100],[1,1]), ...
curve2([c_length+c_length/7,c_length],[c_width-c_width*9/100,c_width-c_width/10],[1,1]), ...
curve2([c_length,c_length],[c_width-c_width/10,c_width],[1,1])};
g2=geomcoerce('solid',carr);
garr=geomarrayr(g2,0,-c_width/10,1,10);
[g3,g4,g5,g6,g7,g8,g9,g10,g11,g12]=deal(garr{:});
g13=geomcomp({g1,g2,g4,g5,g6,g7,g8,g9,g10,g11,g12},'ns',{"g1","g2","g4", ...
'g5','g6','g7','g8','g9','g10','g11','g12},'sf', ...
'g1+g2+g4+g5+g6+g7+g8+g9+g10+g11+g12','edge','none');
g14=geomdel(g13);

% extrude to channel height
g15=extrude(g14,'distance',[c_height],'scale',[1,1],'displ',[0,0], ...
'twist',[0],'face','none','wrkpln',[0 1 0;0 0 1;0 0 0]);

% groove geometry
carr={curve2([g_start,g_start+angle],[0,c_width],[1,1]), ...
curve2([g_start+angle,g_start+angle+f_length],[c_width,c_width],[1,1]),...
curve2([g_start+angle+f_length,g_start+m_width/c_width*angle+m_length],...[c_width,m_width],[1,1]), ...
curve2([g_start+m_width/c_width*angle+m_length,g_start+n_length],...[m_width,0],[1,1]), curve2([g_start+n_length,g_start],[0,0],[1,1])};
g16=geomcoerce('solid',carr);
g17=extrude(g16,'distance',[-g_depth],'scale',[1,1],'displ',[0,0], ...
'twist',[0],'face','none','wrkpln',[0 1 0;0 0 1;0 0 0]);

% Geometry 3
carr={curve2([inlet_width,inlet_width],[0,c_height],[1,1])};
g20=geomcoerce('curve',carr);
g21=embed(g20,'Wrkpln',[0 0 0;0 1 0;0 0 1]);

% Geometry 1
flclear fem

% Analyzed geometry
clear c s
c.objs={g21};
c.name={'EMB1'};
c.tags={'g21'};
s.objs={g15,g17};
s.name={'EXT1','EXT2'};
s.tags={'g15','g17'};

fem.draw=struct('c',c,'s',s);
fem.geom=geomcsg(fem);

% Constants
D_help=1e-10*scal*scal;
fem.const = {'T','298', ... 
'D',D_help};

% Scalar expressions
fem.expr = {'inlet_width',a(1)};

% Initialize mesh
fem.mesh=meshinit(fem, ...
'hauto',2, ... 
'hmaxfac',[1,inlet_mesh,35,inlet_mesh,36,inlet_mesh, ... 
37,inlet_mesh,38,inlet_mesh,39,inlet_mesh,40, ... 
inlet_mesh,41,inlet_mesh,42,inlet_mesh, ... 
inlet_mesh,44,inlet_mesh,2,wall_mesh, ... 
3,wall_mesh,4,wall_mesh,6,wall_mesh, ... 
7,15e-6,8,wall_mesh,9,wall_mesh,10,wall_mesh, ... 
11,wall_mesh,12,wall_mesh,13,wall_mesh,14, ... 
wall_mesh,15,wall_mesh_fine,16,wall_mesh_fine, ... 
17,wall_mesh_fine,18,wall_mesh_fine,19, ... 
wall_mesh_fine,20,wall_mesh_fine,21, ... 
wall_mesh_fine,22,wall_mesh_fine,23, ... 
wall_mesh_fine,24,wall_mesh_fine,25, ... 
wall_mesh_fine,26,wall_mesh_fine,27, ... 
wall_mesh_fine,28,wall_mesh_fine, ... 
29,wall_mesh_fine,30,wall_mesh_fine, ... 
31,wall_mesh_fine,32,wall_mesh_fine, ... 
33,wall_mesh_fine,34,wall_mesh_fine]);

% Application mode 1
clear appl
appl.mode.class = 'FIkNavierStokes';
appl.gporder = {4,2};
appl.cporder = {2,1};
appl.assignsuffix = '_ns';
clear prop
prop.analysis='static';
appl.prop = prop;
clear bnd
bnd.type = {'walltype','int','inlet','outlet'};
bnd.p0 = {0,0,2,0};
bnd.intype = {'uv','uv','p','uv'};
bnd.ind = [3,1,1,1,3,1,1,1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
1,1,1,1,1,1,1,4,4,4,4,4,4,4,4,4,4,4, ... 
1,1,1,1,1,1,1,4,4,4,4,4,4,4,4,4,4,4, ... ];
appl.bnd = bnd;
D.2 COMSOL model

clear equ
equ.rho = 'mat1_rho(T[1/K])[kg/m^3]';
equ.eta = 'mat1_eta(T[1/K])[Pa*s]';
equ.cporder = {{1;1;1;2}};
equ.gporder = {{1;1;1;2}};
equ.sdon = 0;
equ.ind = [1,1];
appl.equ = equ;
fem.appl{1} = appl;

% Application mode 2
clear appl
appl.mode.class = 'FlConvDiff';
appl.assignsuffix = '_cd';
clear prop
prop.analysis='static';
clear weakconstr
weakconstr.value = 'off';
weakconstr.dim = {'lm5'};
prop.weakconstr = weakconstr;
appl.prop = prop;
clear bnd
bnd.type = {'N0','cont','Nc','C'};
bnd.b0 = [0,0,0,'1*flc1hs(inlet_width-y,4e-6)'];
bnd.ind = [4,1,1,1,4,1,1,1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ...
1,1,1,1,1,1,1,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3,3];
appl.bnd = bnd;
clear equ
equ.D = 'D';
equ.w = 'w';
equ.v = 'v';
equ.u = 'u';
equ.ind = [1,1];
appl.equ = equ;
fem.appl{2} = appl;
fem.border = 1;

% Library materials
clear lib
lib.mat{1}.name='Water, liquid';
lib.mat{1}.varname='mat1';
lib.mat{1}.variables.sigma='5.5e-6[S/m]';
lib.mat{1}.variables.nu0='nu0(T[1/K])[m^2/s]';
lib.mat{1}.variables.k='k(T[1/K])[W/(m*K)]';
lib.mat{1}.variables.gamma='1.0';
lib.mat{1}.variables.rho='rho(T[1/K])[kg/m^3]';
lib.mat{1}.variables.cs='cs(T[1/K])[m/s]';
lib.mat{1}.variables.C='Cp(T[1/K])[J/(kg*K)]';
lib.mat{1}.variables.eta='eta(T[1/K])[Pa*s]';
clear fcns
D.2 COMSOL model

```matlab
fcns{1}.type='inline';
fcns{1}.name='k(T)';
fccns{1}.expr='0.0015*T+0.1689';
fccns{1}.dexpr={'diff(0.0015*T+0.1689,T)'};
fccns{2}.type='inline';
fccns{2}.name='Cp(T)';
fccns{2}.expr='4200';
fccns{2}.dexpr={'diff(4200,T)'};
fccns{3}.type='interp';
fccns{3}.name='rho';
fccns{3}.method='cubic';
fccns{3}.extmethod='const';
fccns{3}.x={'273.15','275.15','277.15','279.15','281.15','283.15',
    '293.15','313.15','353.15','373.15'};
fccns{3}.data={'999.841','999.941','999.973','999.941','999.85','999.7',
    '998.2','992.3','971.8','958.4'};
fccns{4}.type='interp';
fccns{4}.name='nu0';
fccns{4}.method='cubic';
fccns{4}.extmethod='const';
fccns{4}.x={'273','275','293','300','320','325','340','360','375'};
fccns{4}.data={'1.79E-06','1.67E-06','8.57E-07','5.84E-07',
    '5.38E-07','4.32E-07','3.99E-07','2.91E-07'};
fccns{5}.type='interp';
fccns{5}.name='eta';
fccns{5}.method='cubic';
fccns{5}.extmethod='const';
fccns{5}.x={'273','275','293','300','320','325','340','360','375'};
fccns{5}.data={'1.79E-03','1.67E-03','8.54E-04','5.78E-04',
    '5.31E-04','4.23E-04','3.28E-04','2.78E-04'};
fccns{6}.type='interp';
fccns{6}.name='cs';
fccns{6}.method='cubic';
fccns{6}.extmethod='const';
fccns{6}.x={'273','278','283','293','303','313','323','333','343',
    '353','363','373'};
fccns{6}.data={'1403','1427','1447','1481','1507','1526','1541','1552',
    '1555','1555','1550','1543'};
lib.mat{1}.functions = fcns;
lib.mat{1}.functions = fcns;

fem.lib = lib;

% Multiphysics
fem=multiphysics(fem);

% Extend mesh
fem.xmesh=meshextend(fem);

% Solve problem
fem.sol=femstatic(fem, ...
'u',0, ...
'solcomp',{"w','u','p','v'},{}, ...
'outcomp',{"w','c','u','p','v'},{}, ...
'ntol',1.0E-7, ...
'lin solver','gmres');

% Save current fem structure for restart purposes
fem0=fem;

% Calculate the average flow velocity
area1=postint(fem,'1', ...
'uunit',{mol/m}, ...  
'dl',1, ...           
'edim',2);            

area5=postint(fem,'1', ...) 
'unit',{mol/m}, ...     
'dl',5, ...             
'edim',2);             

flow1=postint(fem,'u', ...) 
'unit',{mol/m}, ...     
'dl',1, ...             
'edim',2);             

flow5=postint(fem,'u', ...) 
'unit',{mol/m}, ...     
'dl',5, ...             
'edim',2);             

flow_speed=(flow1+flow5)/(area1+area5);

% Modify the diffusion coefficient to have a constant Graetz number
graetz=50;

% Constants
D_help=c_height*c_height*flow_speed/c_length/graetz;

fem.const = {'T','298', ...               
'D',D_help};                           

% (Default values are not included)

% Application mode 1
clear appl  
appl.mode.class = 'FlNavierStokes';     
appl.gporder = {4,2};                   
appl.cporder = {2,1};                   
appl.assignsuffix = '_ns';             
clear prop  
prop.analysis='static';
appl.prop = prop;
clear bnd
bnd.type = {'inlet','walltype','int','outlet'};
bnd.p0 = [2,0,0,0];
bnd.intype = {'p','uv','uv','uv'};
bnd.ind = [1,2,2,2,1,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2,2, ... 
2,2,2,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4,4];
appl.bnd = bnd;
clear equ
equ.rho = 'mat1_rho(T[1/K])[kg/m^3]';
equ.eta = 'mat1_eta(T[1/K])[Pa*s]';
equ.cporder = {{1;1;1;2}};
equ.gporder = {{1;1;1;2}};
equ.sdon = 0;
equ.ind = [1,1];
appl.equ = equ;
fem.appl{1} = appl;

% Application mode 2
clear appl
appl.mode.class = 'FlConvDiff';
appl.assignsuffix = '_cd';
clear prop
prop.analysis='static';
clear weakconstr
weakconstr.value = 'off';
weakconstr.dim = {'lm5'};
prop.weakconstr = weakconstr;
appl.prop = prop;
clear bnd
bnd.type = {'N0','cont','Nc','C'};
bnd.c0 = [0,0,0,'1*flchs(inlet_width-y,4e-6)'];
bnd.ind = [4,1,1,1,4,1,1,1,2,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1, ... 
1,1,1,3,3,3,3,3,3,3,3,3,3,3,3,3];
appl.bnd = bnd;
clear equ
equ.D = 'D';
equ.w = 'w';
equ.v = 'v';
equ.u = 'u';
equ.ind = [1,1];
appl.equ = equ;
fem.appl{2} = appl;
fem.border = 1;

% Library materials
clear lib
lib.mat{1}.name='Water, liquid';
lib.mat{1}.varname='mat1';
lib.mat{1}.variables.sigma='5.5e-6[S/m]';
lib.mat{1}.variables.nu0='nu0(T[1/K])[m^2/s]';
lib.mat{1}.variables.k='k(T[1/K])[W/(m*K)]';
lib.mat{1}.variables.gamma='1.0';
lib.mat{1}.variables.rho='rho(T[1/K])[kg/m^3]';
lib.mat{1}.variables.cs='cs(T[1/K])[m/s]';
lib.mat{1}.variables.C='Cp(T[1/K])[J/(kg*K)]';
lib.mat{1}.variables.eta='eta(T[1/K])[Pa*s]';
clear fcns
fcns{1}.type='inline';
fcns{1}.name='k(T)';
fcns{1}.expr='0.0015*T+0.1689';
fcns{1}.dexpr={'diff(0.0015*T+0.1689,T)'};
fcns{2}.type='inline';
fcns{2}.name='Cp(T)';
fcns{2}.expr='4200';
fcns{2}.dexpr={'diff(4200,T)'};
fcns{3}.type='interp';
fcns{3}.name='rho';
fcns{3}.method='cubic';
fcns{3}.extmethod='const';
fcns{3}.x={'273.15','275.15','277.15','279.15','281.15','283.15','293.15','313.15','353.15','373.15'};
fcns{3}.data={'999.841','999.941','999.973','999.941','999.851','999.7','998.2','992.3','971.8','958.4'};
fcns{4}.type='interp';
fcns{4}.name='nu0';
fcns{4}.method='cubic';
fcns{4}.extmethod='const';
fcns{4}.x={'273','275','293','300','320','325','340','360','375'};
fcns{4}.data={'1.79E-06','1.67E-06','1.01E-06','8.57E-07','5.84E-07','5.38E-07','4.32E-07','3.39E-07','2.31E-07'};
fcns{5}.type='interp';
fcns{5}.name='eta';
fcns{5}.method='cubic';
fcns{5}.extmethod='const';
fcns{5}.x={'273','275','293','300','320','325','340','360','375'};
fcns{5}.data={'1.79E-03','1.67E-03','1.01E-03','8.54E-04','5.78E-04','5.38E-04','4.32E-04','3.28E-04','2.78E-04'};
fcns{6}.type='interp';
fcns{6}.name='cs';
fcns{6}.method='cubic';
fcns{6}.extmethod='const';
fcns{6}.x={'273','278','293','303','313','323','333','343','353','363','373'};
fcns{6}.data={'1403','1427','1447','1481','1507','1526','1541','1552','1555','1555','1550','1543'};
lib.mat{1}.functions = fcns;
fem.lib = lib;
% Multiphysics
fem=multiphysics(fem);

% Extend mesh
fem.xmesh=meshextend(fem);

% Mapping current solution to current extended mesh
u = asseminit(fem,'init',fem0.sol,'xmesh',fem0.xmesh);

% Solve problem
fem=adaption(fem, ...
'\text{\texttt{u}}','u', ...
'solcomp',\textquoteleft\texttt{c}\textquoteleft, ... 
'outcomp',\{\textquoteleft\texttt{w}\textquoteleft,\textquoteleft\texttt{c}\textquoteleft,\textquoteleft\texttt{u}\textquoteleft,\textquoteleft\texttt{p}\textquoteleft,\textquoteleft\texttt{v}\textquoteleft\}, ... 
'ntol',1.0E-7, ... 
'solver','stationary', ... 
'12scale',[1], ... 
'12staborder',[2], ... 
'eigselect',[1], ... 
'maxt',10000000, ... 
'ngen',1, ... 
'reorder',[0], ... 
'rmethod','longest', ... 
'tppar',1.15, ... 
'lin_solver','spoorles', ... 
'geomnum',1);

% Save current fem structure for restart purposes
fem0=fem;

%% Calculate the outlet concentrations
for \texttt{indix}=35:44,
% velocity averaged concentration
I1(indix-34) = postint(fem,'\texttt{c*u}', ... 
'unit','mol/m', ... 
'dl',indix, ... 
'edim',2);
% outlet area
exit_area(indix-34) = postint(fem,'u', ... 
'unit','mol/m', ... 
'dl',indix, ... 
'edim',2);
end;
% normalise the outlet concentration
I1_norm=I1./exit_area;

%% Calculate the error
% number of outlet channels
xdata=1:10;
% exponential (1) or linear (0) gradient
expo_lin = 0;

if (expo_lin == 1)
    % exponential gradient
    c = 2; % coefficient of the exponential
    % error function
    error_I=sum(((1-(c.*(xdata-1).*I1_norm)).^2)
else
    % linear gradient
    c=0.0; % coefficient linear gradient
    % error function
    error_I=sum(((1 + (xdata-1)./(size(xdata,2)-1)*(c-1))-I1_norm).^2)
end;
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