Abstract—Errors-in-variables system identification can be posed and solved as a Hankel structured low-rank approximation problem. In this paper different estimates based on suboptimal low-rank approximations are proposed. The estimates are shown to have almost the same efficiency and lead to the same minimum when supplied as an initial approximation for local optimization in the structured low-rank approximation problem. In this paper it is shown that increasing Hankel matrix window length improves initial approximation for autonomous systems and does not improve it in general for systems with inputs.

I. INTRODUCTION

The problem of system identification for linear time-invariant systems where both inputs and outputs are subject to measurements errors has recently received much attention. For a survey of methods see, for example [12].

One of possible approaches to errors-in-variables system identification is to formulate it as a Hankel structured low-rank approximation problem (SLRA, [13], [17]). SLRA solution can be interpreted as a maximum likelihood estimator of the true trajectory under assumption of Gaussian errors. Moreover, SLRA provides a consistent estimator of the system under weaker assumptions of zero-mean errors with covariance structure known up to a scalar factor [10].

SLRA is a nonconvex optimization problem and has no unique solution. There are two main ways of solving SLRA problem: local optimization methods and heuristics, which are based on relaxations of the problem. It was shown previously for scalar autonomous systems that the accuracy of suboptimal subspace methods can be improved if one takes bigger window length of the Hankel matrix [14]. In this paper compare different subspace-based methods as initial approximations for SLRA local optimization.

In Section II we formulate the Hankel structured low-rank approximation problem, establish links to the errors-in-variables identification. In Section III we propose different initial approximations based on suboptimal solutions of the SLRA problem for the autonomous case and the case of systems with inputs. In Section IV we perform numerical experiments for different initial approximations.

II. HANKEL STRUCTURED LOW-RANK APPROXIMATION

A. Problem formulation and kernel parametrisation

Let \( w = [w(1), \ldots, w(T)] \in (\mathbb{R}^q)^T \) be a finite time series. A \( qL \times (T - L + 1) \) block Hankel matrix, parametrised by the time series and a window length \( L \), is defined as

\[
\mathcal{H}_L(w) = \begin{bmatrix}
w(1) & w(2) & \cdots & w(T - L + 1) \\
w(2) & w(3) & \cdots & w(T - L + 2) \\
\vdots & \vdots & \ddots & \vdots \\
w(L) & \cdots & \cdots & w(T)
\end{bmatrix}.
\]

The Hankel structured low-rank approximation problem is defined as follows.

Problem 1: Given \( w_d \in (\mathbb{R}^q)^T \), \( L \), and \( r < qL \) minimize \( \|\hat{w} - w_d\|_2 \) subject to rank \( \mathcal{H}_L(\hat{w}) \leq r \). (1)

For a time series \( w \) the rank constraint \( \mathcal{H}_L(w) \leq r \) is equivalent to

\[
R \mathcal{H}_L(w) = 0,
\]

where \( R \in \mathbb{R}^{p \times qL} \) is a full rank row matrix and \( p := qL - r \) is the rank reduction. We can rewrite (2) as a recurrent relation

\[
R_0 w(t) + R_1 w(t + 1) + \cdots + R_{\ell} w(t + \ell) = 0,
\]

where \( \ell = L - 1 \), \( R = [R_0 \ldots R_{\ell}] \), \( R_k \in \mathbb{R}^{p \times q} \) and \( 1 \leq t \leq T - \ell \).

B. Linear-time-invariant systems

We use behavioural system-theoretic terminology (see [2] or [11, Ch. 7]) as it is more convenient for formulation of errors-in-variables identification problem, where inputs and outputs are treated on an equal footing.

A discrete-time dynamical system \( \mathcal{B} \) with \( q \) variables is a subset of \( (\mathbb{R}^q)^N \). A dynamical system \( \mathcal{B} \) is linear-time-invariant (LTI) if there exists a nontrivial sequence \( R_0, \ldots, R_{\ell} \in \mathbb{R}^{p \times q} \) (a kernel representation of the system) such that \( \mathcal{B} \) is characterised by (3), i.e.

\[
w(t) \iff (3) \text{ holds } \forall t \in \mathbb{N}.
\]

An LTI system can possess many kernel representations. The minimal among kernel representations \( \ell(\mathcal{B}) := \ell_{\text{min}} \) and \( p(\mathcal{B}) = p_{\text{min}} \) are called the lag and the output cardinality of the system respectively. The latter has the usual meaning in classical systems theory, i.e. there exists a partition

\[
w(t) = \Pi(u(t), y(t)), \quad y(t) \in \mathbb{R}^{p(\mathcal{B})}, y(t) \in \mathbb{R}^{m(\mathcal{B})},
\]

where \( m(\mathcal{B}) := q - p(\mathcal{B}) \) is the input cardinality, such that the system admits an input/state/output representation

\[
x(t + 1) = Ax(t) + Bu(t),
\]

\[
y(t) = Cx(t) + Du(t),
\]

where \( x(t) \in (\mathbb{R}^n)^N \) is the state variable and \( A, B, C, D \) are real matrices of appropriate dimensions. The system is
called autonomous if \( m(\mathcal{B}) = q \) (or all the variables are outputs). The \emph{minimal state dimension} \( n(\mathcal{B}) \) does not depend on input/output partition and is bounded \( p(\mathcal{B}) \ell(\mathcal{B}) \). For more details see, for example, [11, Ch. 7].

C. Errors-in-variables system identification

Let \( \mathcal{L}_{m,\ell}^q \) denote the model class of LTI systems with \( q \) variables, at most \( m \) inputs and lag at most \( \ell \). Let \((\mathcal{B}) \times [1, T] \subset (\mathbb{R}^q)^T\) denote the set of finite trajectories of \( \mathcal{B} \). The errors-in-variables system identification problem may be formulated as an approximation problem or estimation problem [13].

**Problem 2:** Given a finite trajectory \( w_d = (\mathbb{R}^q)^T \) generated as

\[
\hat{w} = w_0 + \hat{w}, \quad w_0 \in \mathcal{L}_{m,\ell}^q, \quad [1, T]
\]

- (approximation problem)
  - find the best approximation \( \hat{w} \in \mathcal{L}_{m,\ell}^q \) of \( w_d \).
- (estimation problem)
  - find an estimate \( \hat{w} \in \mathcal{L}_{m,\ell}^q \) of \( w_0 \) in the model (6) with additional assumptions on distribution of \( \hat{w} \).

The next proposition is a corollary of [11, Theorem 11.4].

**Proposition 1:** Let \((3)\) be a kernel representation of \( \mathcal{B} \in \mathcal{L}_{m,\ell}^q \), and rank \( R_\ell = q - m \). Then for any \( w \in (\mathbb{R}^m)^T \)

\[
w \in \mathcal{B} \iff [R_0 \ldots R] \mathcal{H}_{\ell+1}(w) = 0.
\]

Proposition 1 establishes a link between Hankel low-rank approximation and errors-in-variables system identification.

**Corollary 1:** Problem 2 with 2-norm approximation criterion is equivalent to Problem 1 with \( L = \ell + 1 \), rank reduction equal to the number of outputs \( p = q - m \) and additional constraints on the kernel of the Hankel matrix.

Corollary 1 shows that structured low-rank approximation provides a natural way of errors-in-variables system identification in behavioural setting, without choosing a specific input/output partition.

D. Variable projection solution of the SLRA problem

Application of the variable projection principle [16], [17] to Problem 1 leads to the following optimization problem.

**Problem 3:**

\[
\text{minimize } f(R), \quad \text{where} \quad R : \text{rank } R = p
\]

\[
f(R) = \min_{\hat{w}} \| \hat{w} - w \|_2 \quad \text{subject to} \quad R \mathcal{H}_L(\hat{w}) = 0.
\]

Variable projection has the following features that make it attractive in context of errors-in-variables identification:

- the inner minimisation problem (7) is a least-norm problem, and can be solved efficiently due to the structure of the problem;
- number of optimization parameters is small compared to the original problem;
- the optimization variable \( R \), by Proposition 1, is related to kernel representation, and the minimum gives an estimate of the kernel representation of the true system.

We will consider even more restricted problem

\[
\text{minimize } f \left( [X \ -I_p] \right),
\]

which is a \emph{structured total-least squares} (STLS) problem [11, Ch. 4].

Since \( f(R) \) is a function of row subspace of the matrix \( R \) [16], the problem (8) is a restriction of Problem 3 to the set of matrices of form \( R = S [X \ -I_p] \) (\( S \) is a nonsingular \( p \times p \) matrix), which is a generic subset of the set the matrices \( R \) satisfying conditions of Proposition 1 ([11, Ch.11]). This restriction is also equivalent to existence of input/output partition with \( \Pi = I \).

We use restricted problem (8) its solution is a consistent estimator [10] of \( w_0 \) Problem 2 under assumption of zero-mean errors with covariance structure known up to a scalar factor (and some additional technical assumptions). This type of estimator is also related to Markov estimator for semilinear models [6].

III. SUBOPTIMAL SUBSPACE METHODS

The base of all subspace methods considered in this section is the following relaxation of the structured low-rank approximation problem.

**Problem 4:** Given \( w_d \), \( L \) and \( r < qL \)

\[
\text{minimize } \| \hat{H} - \mathcal{H}_L(w_d) \|_F \quad \text{subject to} \quad \text{rank } \hat{H} \leq r.
\]

The solution of this problem is a truncated singular value decomposition (SVD)

\[
\hat{H}_{L,\hat{R}}(w_d) = \sum_{k=1}^r \sigma_k U_k V_k^T,
\]

where \( (\sigma_k, U_k, V_k) \) are singular triplets of \( \mathcal{H}_L(w_d) \) [17].

A. Default (TLS) initial approximation

If one takes \( L = \ell + 1 \) in (9), then one obtains the default initial approximation for SLRA local optimization.

**Algorithm 1 (LRA initial approximation for SLRA):**

1) Compute the SVD \( \mathcal{H}_{\ell+1}(w_d) = \sum_{k=1}^{(\ell+1)q} \sigma_k U_k V_k^T \).

2) Set

\[
\hat{R}^{(0)}_{m,\ell}(w_d) = \hat{R}^{(0)}_{m,\ell}(\mathcal{H}_{\ell+1}(w_d)) :=
\]

\[
[U_{\ell q+m+1} \ldots U_{(\ell+1)q}]^T.
\]

**Remark 1:** Initial approximation for STLS problem is computed as

\[
\hat{X}(\hat{R}) := Q^{-1} P,
\]

where \( [P \ Q]^T := \hat{R} \).

It is known that in subspace methods \( L \) is often taken to be larger than the system lag \( \ell \), in order to achieve better signal/noise separation. For example, in [7] it is shown for scalar autonomous systems that increasing \( L \) leads to better estimates of the parameters of the system. In what follows, we will consider different subspace-based methods in view of initial approximation for Hankel structured low-rank approximation.
B. Diagonal averaging and Cadzow iterations

Suppose one aims to estimate the original signal \( w_0 \) in the sum (6). The matrix \( \hat{H}_{r,L}^{(LRA)}(w_d) \) obtained by low-rank approximation is not a block Hankel matrix, but one could enforce the block-Hankel structure by computing a diagonal averaged time series \( \tilde{G}^{(diag)}(t) = \tilde{G}^{(diag)}(\hat{H}) \):

\[
(\tilde{G}^{(diag)}(t))_j := \sum_{l+k-1=t}^{l+k-1=t} \hat{H}_{q(t-1)+j,k} \min\{t, L, N - t + 1\}.
\]

Diagonal averaging is nothing more but orthogonal projection on the space of (block) Hankel matrices. The estimate \( \tilde{w}_{r,L}^{(SSA)} = \tilde{w}^{(diag)}(\hat{H}_{r,L}^{(LRA)}(H)) \)

corresponds to Singular Spectrum Analysis reconstruction of \( w_0 \) [7]. Note that \( \mathcal{H}_L(\tilde{w}_{r,L}^{(SSA)}) \) is not of low rank, but \( \tilde{w}_{r,L}^{(SSA)} \) can serve as a pointwise estimate of values of \( w_0 \).

This procedure also corresponds to Cadzow iterations.

Proposition 2 (\cite{3}): Define \( \tilde{w}_{r,L}^{(Cad)} \) := \( \tilde{w}_{r,L}^{(SSA)}(w) \) and \( \tilde{w}_{r,L+k+1}^{(Cad)} = \tilde{w}_{r,L}^{(Cad)}(\tilde{w}_{r,L+k}^{(Cad)}) \). Then the \( \tilde{w}_{r,L,k}^{(Cad)} \) \( \rightarrow \tilde{w}_{r,L,\infty}^{(Cad)} \) as \( k \rightarrow \infty \), and

\[
\text{rank}\mathcal{H}_L(\tilde{w}_{r,L,\infty}^{(Cad)}) \leq r. \tag{11}
\]

Cadzow iteration process gives a subsolution of the structured low-rank approximation problem.

C. Proposed improved initial approximations for SLRA

In this section we propose several initial approximations for kernel in SLRA optimization that exploit only the following rank property of the Hankel matrix.

Lemma 1 (\cite{11, Ch.7}): For an LTI system \( \mathcal{B} \) and \( L \geq \ell(\mathcal{B}) \) we have

\[
\dim(\mathcal{B}[1,L]) = m(\mathcal{B})L + n(\mathcal{B}) \leq m(\mathcal{B})L + p(\mathcal{B})\ell(\mathcal{B}).
\]

In particular, for autonomous systems \( \dim(\mathcal{B}[1,L]) = n(\mathcal{B}) \).

Under some conditions on \( w \in \mathcal{B} \) (persistency of excitation \cite{9}), \( \dim(\mathcal{B}[1,L]) = \text{rank}\mathcal{H}_L(w) \) \( \mathcal{B}[1,L] \) coincides with the column space of \( \mathcal{H}_L(w) \). Hence, in the context of system identification in the class \( L^q_{m,t} \), we need to adjust the rank for \( L \geq \ell \) as

\[
r(L) = mL + (q - m)\ell.
\]

Based on this adjustment, we are able to compute initial approximations based on unstructured low-rank approximation of \( \mathcal{H}_L \) for \( L \geq \ell + 1 \).

1) Eigenbasis initial approximation: Let \( \hat{U}(w_d) = [\sigma_1 U_1 \ldots \sigma_r U_r] \) \( \in \mathbb{R}^{r \times n} \) be a matrix of an approximate basis of \( \mathcal{B}[1,L] \) obtained from low-rank approximation (9). Therefore we can compute a default initial approximation from \( r \) samples of trajectories.

\[
\hat{R}_{EIG}(w_d) = \hat{R}_{EIG}(\hat{U}) := \hat{R}_{m,t}^{(0)}([\mathcal{H}_{l+1}(\sigma_1 U_1) \ldots \mathcal{H}_{l+1}(\sigma_r U_r)]),
\]

where \( \hat{R}_{m,t}^{(0)} \) is defined in (10).

2) Cadzow-based initial approximations: As it was noted in Section III-B, the Cadzow process leads to a solution \( \tilde{w}_{r,L,\infty}^{(Cad)}(w_d) \) satisfying (11), and therefore belonging to \( L^q_{m,t}[1,T] \). Therefore we can take

\[
\tilde{R}_{L,\infty}^{(Cad)}(w_d) := \hat{R}_{m,t}^{(0)}(\tilde{w}_{r,L,\infty}^{(Cad)}(w_d))
\]
as initial approximation. But we can also take approximate kernels for time series on each Cadzow iteration

\[
\tilde{R}_{L,k}^{(Cad)}(w_d) := \hat{R}_{m,t}^{(0)}(\tilde{w}_{r,L,k}^{(Cad)}(w_d)).
\]

D. Special initial approximations

Here we list some special subspace-based system identification methods

1) ESPRIT initial approximation for scalar autonomous systems: The following approximation comes from signal processing ESPRIT method of estimation of a sum of damped cisoids \cite{4}, which is also connected with Kung’s method of system identification \cite{1}. Let the characteristic polynomial \( R(z) = R_0 + R_1 z + \ldots + R_\ell z^\ell \) of the true trajectory \( w_0 \) have just simple complex roots.

Let \( \hat{U} \in \mathbb{R}^{L \times r} \) be a matrix of an approximate basis of \( \mathcal{H}_L(w) \), and \( \uparrow \hat{U} \) and \( \downarrow \hat{U} \) denote \( \hat{U} \) with deleted last row and first row respectively. Define \( \hat{A}(z)(\hat{U}) := (\uparrow \hat{U})^\dagger \downarrow \hat{U} \) be an approximate (in least squares) solution of the shift equation

\[
\uparrow U \hat{A}(\ell z) \approx \downarrow \hat{U}.
\]

Then the eigenvalues \( \{\hat{\lambda}_1, \ldots, \hat{\lambda}_\ell\} \) can serve as approximations of the roots of \( R(z) \). Define \( \hat{R}^{(ES)}(w) = \hat{R}^{(ES)}(\hat{U}(w)) \) by

\[
\hat{R}^{(ES)}(z) := \prod_{i=1}^r (z - \hat{\lambda}_i),
\]

where \( \hat{U}(w_d) \) is defined in (12). For an orthogonal matrix \( \hat{U} \) the matrix \( \hat{A}(z)(\hat{U}) \) can be computed efficiently without taking a pseudo-inverse \cite{8}.

2) Subspace-based approximations for input-output systems: The subspace identification methods for systems with inputs input exploit input-output partition of the variables. The most well-known are N4SID and MOESP methods (see, for example, \cite{11, Ch. 8}). For a trajectory with fixed input/output partition \( w(t) = (u(t), y(t)) \), the subspace methods proceed with construction of a matrix

\[
\begin{bmatrix}
\mathcal{H}_L(u) \\
\mathcal{H}_L(y)
\end{bmatrix},
\]

which can be obtained by permuting rows of \( \mathcal{H}_L(w) \) and consequent low-rank approximation. They utilise projections on row spaces of different submatrices of \( \mathcal{H}_L(u) \) and \( \mathcal{H}_L(y) \) in order to approximate free responses of the system (response of a system to zero input), which can be used to find a representation of the system (impulse response, kernel representation or input/state/output representation \cite{11, Ch. 8}). We use a modification of the MOESP algorithm (see Appendix).
IV. COMPARISON OF INITIAL APPROXIMATIONS

In this section we simulate \( M \) realisations \( w_k = w_0 + \tilde{w} \), where \( \tilde{w} \in N(0, \sigma^2) \), and compute estimates \( \hat{X} \), obtained by different methods: subspace methods and SLRA optimization started from subspace initial approximations. A natural measure of performance of an estimate is the root mean square error

\[
RMSE(\hat{X}) = \frac{1}{M} \sum_{k=1}^{M} \| \hat{X}(w_k) - X(0)(w_0) \|.
\]

A. Autonomous system identification

In this case \( q = 1 \) and \( m = 0 \). Consider a trajectory \( (T = 400) \) of a marginally stable autonomous system of order 6, given by equation

\[
w_0(t+1) = 2 \cos \left( \frac{2\pi t}{3} \right) + \cos \left( \frac{2\pi t}{7} \right) + \cos \left( \frac{2\pi t}{10} \right)
\]

We set \( M = 400 \) and \( L = 200 \), and we denote

- \( X_0 := \hat{X}(\hat{R}_0^{(0)}(w_d)) \),
- \( X_k := \hat{X}(\hat{R}_{L,k}^{(Cad)}(w_d)) \),
- \( X_{ESP} := \hat{X}(\hat{R}_{L,k}^{(ESP)}(w_d)) \),
- \( X_{EIG} := \hat{X}(\hat{R}_{L,k}^{(EIG)}(w_d)) \),

where \( \hat{X}(\cdot) \) is defined in Remark 1. We also denote by \( X_{SLRA}(X) \) the result of SLRA local optimization with initial approximation \( X \).

In Fig. 1 we show that the estimate \( X_0 \) (default TLS approximation) deteriorates very quickly, but the other, improved, estimates have almost the same RMSE.

In Fig. 2 we see that the difference between improved initial approximations is very small (even on a smaller scale). The improved initial approximations lead almost always to the same solution. Therefore, we can use the computationally simplest solution. For example, we can avoid ESPRIT-type computation.

As we see, even the first Cadzow iteration gives a good initial approximation. Hence, we also compare dependenct of the quality of approximations \( X_k := \hat{X}(\hat{R}_{L,k}^{(Cad)}(w_d)) \) on the number of iteration and the window size \( L \). In Fig. 3 we see that for \( \sigma = 1 \) if \( L \) is relatively small \( \leq 10 \), then Cadzow iterations do not converge to a good initial approximation. If, however, the window length is relatively large \( L \geq 20 \), then one may need just one Cadzow iteration.
B. System identification with inputs

We consider an example of a SISO (single-input-single-output, \( q = 2 \) and \( m = 1 \)) system \( w = (u_0, y_0) \) from [15]

\[
y_0(t) = \frac{1\sigma^{-1}+0.5\sigma^{-2}}{1-1.5\sigma^{-1}+0.7\sigma^{-2}}u_0(t),
\]

where \( \hat{X}(\tilde{w}_0(t)) = (0.5, -0.7, 1.15, 0)^T \). The input \( u_0 \) is taken to be a particular realization of the following ARMA process \((1+0.7\sigma^{-1})\varepsilon(t) = (1-0.5\sigma^{-1})u_0(t)\), where \( \varepsilon \) is a white Gaussian noise. Note that information about input is not used in SLRA estimation (compared to [15]).

We take \( T = 2000 \) and \( L = 300 \) for Cadzow iterations, \( L = 40 \) for MOESP algorithm and number of realizations \( M = 500 \). In Fig. 4 we see that default TLS initial approximation breaks at \( \sigma^2 \) as initial approximation. Using Cadzow algorithm does not improve the estimate. The MOESP algorithm, however, works for large noise variances and for a small window length.

![Fig. 4. Dependence of \( \log_{10}(RMSE) \) on \( \sigma^2 \)](image)

V. CONCLUSIONS

We have proposed several initial approximations for SLRA local optimization, which are based on unstructured low-rank approximation of Hankel matrix with \( L > \ell \). For scalar autonomous systems we showed that these approximations are better than the default TLS initial approximation for large noise variance. These different initial approximations yield same SLRA solutions, which allows one to take the computationally simplest initial approximation.

For a system with inputs the proposed initial approximations did not improve compared to TLS initial approximation. On the other hand, subspace methods that use information on input/output partition provide a good initial approximation. An open question remains, whether one can construct a good initial approximation that does not assume a particular input/output partition.

APPENDIX

A. MOESP method

For simulations purpose we use a slight modification of the MOESP method defined in [5], for SISO systems \((q = 2, m = 1)\)

1) We first compute the QR factorization

\[
[H_L^T(w)H_L^T(y)] = [Q_1Q_2] \begin{bmatrix} R_{11} & R_{12} \\ 0 & R_{22} \end{bmatrix},
\]

where \( Q_1 \) and \( Q_2 \) have \( L \) columns.

2) Compute the SVD of

\[
(R_{22})^T = [U_1U_2]\Sigma[V_1V_2]^T,
\]

where \( U_1 \in \mathbb{R}^{L \times \ell} \).

3) Take \((p_0, \ldots, p_{\ell-1}, p_{\ell})^T = \tilde{R}_{ES}(\tilde{A}_L(U_1))\).

4) Compute impulse response \((h_0, \ldots, h_{L-1})\) from the equation

\[
U_2^T \begin{bmatrix} h_0 & 0 & \ldots & 0 \\ h_1 & h_0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ h_{L-1} & \ldots & h_0 & h_0 \end{bmatrix} \approx U_2^T R_{21}(R_{11}^{-1})^T,
\]

in the TLS sense.

5) Compute vector \((q_0, \ldots, q_{L-1})\) from the equation

\[
\begin{bmatrix} q_0 \\ q_{\ell-1} \\ \vdots \\ q_0 \end{bmatrix} \approx \begin{bmatrix} h_0 & 0 & \ldots & 0 \\ h_1 & h_0 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ h_{\ell-1} & \ldots & h_0 & h_0 \end{bmatrix} \begin{bmatrix} p_0 \\ p_{\ell-1} \\ \vdots \\ p_0 \end{bmatrix},
\]

in the TLS sense.

6) Set

\[
\tilde{R}_{t,L}^{(MOESP)}(w) := (q_0, p_0, \ldots, q_{\ell-1}, p_{\ell-1}, q_{\ell}, p_{\ell})^T
\]
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