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IN-SITU CONDUCTIVITY, TEMPERATURE, AND DISSOLVED OXYGEN (CT-

DO) SENSOR SYSTEM FOR MARINE MEASUREMENT  

by Xi Huang 

 

This works describes the development of a miniature high accuracy, low power 

CT-DO sensor system for in-situ oceanographic measurements. The sensors were 

fabricated on glass wafers, using micro-fabrication techniques. Three chip designs were 

made. The sensors in designs 1 and 2 include a seven-electrode conductivity sensor set 

in a flow channel, a four-ring-electrode open conductivity sensor, a Platinum 

Resistance Thermometer (PRT) bridge temperature sensor, and a DO sensor based on a 

platinum electrode inset into five 25 µm deep wells. 

A 16-bit impedance measurement circuit was made to support the CT sensor. 

This has a typical battery life of one month with 10 s sampling interval. The initial CT 

accuracies are ±0.01 mS/cm and ±0.003 oC respectively. The seven-electrode 

conductivity sensor with channel suffered from a durability problem, which was 

discovered on a mid-Atlantic deployment. This problem was solved with the four-ring-

electrode open conductivity and PRT bridge temperature sensor. Dock deployments 

and 8-week test in a calibration lab showed that the monthly drift was 0.02 mS/cm for 

the conductivity sensor, and less than 0.01 oC for the temperature sensor. 

The DO sensor was calibrated to have an initial accuracy of ±5 µm. A simple 

analytical model is proposed to estimate the effect of fluid flow. Tests show that the 

measured flow effect leads to an error of 1% DO, compared with an estimate of 10%. 

The complete CT-DO sensor was tested during a 75 day Indian Ocean cruise. A 

novel method of bio-fouling mitigation was tested utilizing electro-chemical reactions 

on the electrodes of the conductivity and DO sensors, and first results are promising.  

The CT system was also modified to measure low-conductivity solutions. This system 

was deployed in Greenland and results showed that the CT sensor can also work in 

fresh water and harsh environments. Future plans are to integrate the electronics into an 

ASIC, and to include a miniature sensor chip (design 3), to make a package the size of 

a pen for fish tag applications.   
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Chapter 1 Introduction 

1.1 Importance of the work 

The oceans cover over approximately 71% of the planet (Data Announcement 88-

MGG-02, Digital relief of the Surface of the Earth. NOAA, National Geophysical Data 

Center, Boulder, Colorado, 1988.), and play an important role in maintaining global 

climate and ecosystems. With increasing environmental change, the importance of 

studying the oceans has increased dramatically. The determination of ocean 

temperature and salinity is essential for the study of the marine environments. These 

measurements can be used to trace water masses, and to describe ocean circulation, 

mixing and climate processes. Measurements of temperature and salinity also provide a 

physical context for measurements of biogeochemical cycles and marine ecosystems. 

A Conductivity, Temperature, and Depth (CTD) sensor is the primary tool for 

determining the properties of sea water. Depth sensors are occasionally omitted 

because the calculation of salinity is only weakly affected by pressure (depth). 

Dissolved Oxygen (DO) is another vital parameter for ocean and environment science.  

It gives important information on biological processes, water masses mixing and 

movements.  

In addition to ocean and environment applications, in-situ CT-DO sensor systems 

are required by many industries, including water industry, aquaculture, boreholes and 

catchments, etc. A NERC funded pathfinder project report (“Ultra Miniature CT-DO: 

Commercial Opportunities Assessment”, Jan Peter Katalytic Ltd) indicates a global 

annual market of £200M for these sensors, and this market is expected to grow 

substantially as the cost of the sensors is reduced. 

Existing best commercial CTD systems measure salinity to 0.001 psu accuracy, 

but they are large, power hungry and very expensive (typically £12,000). Smaller data 
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storage tags (DSTs) have been developed to measure temperature and salinity. 

However they are inaccurate (typically 1 psu accuracy).  Commercial DO sensors are 

also large. Therefore, there is not a miniature system combining CT and DO sensor 

together. 

1.2 Contributions 

This PhD project has developed a miniature, low power, high accuracy CT-DO 

system. The system is designed primarily for oceanographic applications, but 

considerations are also given to fresh water applications. The system is portable, with 

up to one year battery life and the currently achieved accuracies are shown in Table 1-

1.  

Sensors Conductivity Temperature Dissolved oxygen 

Range 10~70 mS/cm -2~30 oC 0~1000 µM 

Accuracy ±0.01 mS/cm ±0.003 oC ±5 µM 

Table 1-1 Specifications of the CT-DO sensor system. 

The key contributions of this project are as follows:  

1. Three designs of CTDO sensors were made in this work. Chip designs 1 

and 2 were tested, and design 3 is still being manufactured. Two versions 

of the complete system were developed. Version 1 used the CT sensors of 

chip design 1, and version 2 used the CT-DO sensors of chip design 2. 

2. A novel seven-electrode channelled conductivity sensor with no external 

field was made and tested using design 1. 

3. A novel sensor chip was made and tested using chip design 2. This can be 

used as either a four-electrode open conductivity sensor, or a DO sensor 

with five 25 µm deep wells. 

4. Platinum Resistance Thermometer (PRT) bridge temperature sensor was 

made and tested using both chip designs 1 and 2. Different insulation 

materials were evaluated to solve drift problem, and finally a monthly 

drift of less than 0.01 oC was achieved.     

5. A 16-bit impedance measurement circuit with three-parameter sine fitting 

algorithm was developed to support the CT sensor, with a typical battery 

life of 1 month at 10 s sampling interval. 
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6. The electrochemical reactions were summarised for the platinum–

seawater interface. The relationship between the applied voltage and 

measured current of this interface was analysed, defining suitable voltages 

for DO measurement.    

7. A conservative analytical model was purposed to estimate the effect of 

DO from fluid flow. Test result showed that the actual flow effect is 1%, 

10% of that predicted by the model. 

8. A novel method for bio-fouling prevention was tested utilizing electro-

chemical reactions on the electrodes of the conductivity and DO sensors. 

This has provided promising result. 

9. Several deployments of the sensor system were carried out. CT system 

version 1 was tested in a 7 weeks mid-Atlantic cruise. CT system version 

2 was tested during a 6 week dock deployment. The complete CT-DO 

sensor was tested over a 75 day Indian Ocean cruise. Furthermore, a 

Greenland deployment of CT system version 2 was carried out to evaluate 

the performance in fresh water applications.  

10. Considerations were given to future work, including system versions 3 

and 4. The electronics in version 3 will be redesigned from version 2 to 

have smaller dimension and 1 year+ battery life. In version 4, the 

electronics will be integrated into an ASIC to produce a system size of a 

pen.   

 

1.3 Document structure 

The structure of the thesis is listed as below: 

 Chapter 2 introduces the background and related literature for the CT-DO 

systems, giving project targets. 

 Chapter 3 describes the theory of the electrode-electrolyte interface for 

conductivity and DO sensors, and discusses an electrochemical method 

for bio-fouling remediation. 

 Chapter 4 presents the three different designs of CT-DO sensor, and 

proposes a method to estimate flow effects on the DO sensor. 

 Chapter 5 describes the electronic circuit design for CT and DO system. 
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 Chapter 6 presents experimental results for the CT-DO sensor, and test 

result of bio-fouling cleaning. 

 Chapter 7 presents conclusions and makes recommendations for future 

work.   

1.4 Declaration 

This thesis describes the research undertaken by the author while working within 

a collaborative research environment. This report documents the original work of the 

author except in the following sections: 

 The sensor chips were manufactured by Katie Chamberlain in the Nano 

Group, School of Electronics and Computer Science, University of 

Southampton, UK. 

 The waveform of DO sensor was suggested by Robin Pascal (Sensor 

Group of the National Oceanography Centre, UK) and Dr Guy Denuault 

(School of Chemistry, University of Southampton, UK). 

  The deployment in a mid-Atlantic cruise was carried out by Dr. Chris 

Banks in the Satellite Group of the National Oceanography Centre, UK. 

  The deployment in the Indian Ocean cruise was carried out by Team 

Indian Ocean 3100 [1]. 

 The deployment in Greenland was carried out by Alex Beaton in the 

Sensor Group of the National Oceanography Centre, UK. 

 The bio-fouling cleaning experiment was carried out cooperation with 

Alexandra Meier in the Sensor Group of the National Oceanography 

Centre, UK. 

Parts of this work have been published as: 

 X. Huang, M. Mowlem, R. Pascal, K. Chamberlain, C. Banks, and H. 

Morgan, "A Miniature High Precision Conductivity and Temperature 

Sensor System for Ocean Monitoring," the 14th International Conference 

on Miniaturized Systems for Chemistry and Life Sciences, Groningen, 

The Netherlands, 2010. 

 X. Huang, R. Pascal, K. Chamberlain, C. Banks, M. Mowlem, and H. 

Morgan, "A Miniature, High Precision Conductivity and Temperature 
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Sensor System for Ocean Monitoring," Sensors Journal, IEEE, vol. PP, 

pp. 1-1, 2011. 
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Chapter 2 Research Background 

 

Salinity, temperature and dissolved oxygen are three important parameters for 

study of the marine environment. This chapter presents background knowledge for the 

measurement of these properties, including measurement principles, supporting 

electronics, and related work.  

2.1 Salinity measurement 

The classical method of salinity determination is to analyze seawater by 

chlorinity titration. Another way is to use a refractometer, as the refractive index of 

seawater is a function of salinity [2-6]. However devices using these methods are either 

too large [3-5] or not accurate enough [2, 4, 6] to be used for an in-situ miniature high 

precision sensor system.  

In 1893, the Norwegian chemist Hercules Tornóe proposed that salinity of 

seawater could be determined by measuring the electrical conductivity of the water.  

and showed that the conductivity is also influenced by temperature [7]. Based on this 

principle, Martin Knudsen designed an instrument which made it possible to determine 

the salinity and temperature of the seawater without collecting water samples or pulling 

the thermometer out of the water [7]. In 1978, salinity was formally redefined in 

Practical Salinity Scale (PSS) based on the electrical conductivity of seawater by the 

Joint Panel of the United nations Educational, Scientific and cultural Organization 

(UNESCO) [8]. PSS is defined in terms of the ratio (K15 see equation 2-1) of the 

electrical conductivity of the seawater sample at a temperature of 15 °C and a pressure 

of one standard atmosphere, to that of a potassium chloride (KCl) solution with a mass 

fraction of 32.4356 g/kg, at the same temperature and pressure [9-11]. As PSS is a 
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function of a ratio, it has no units, but normally is written in the unit “psu” (Practical 

Salinity Unit). 1 psu is similar but not exactly equal to 1 gram of salt per litre. The 

relation between the ratio K15 and PPS (S) is not linear but defined as a 5th-order 

polynomial in the range of 2 to 42 psu shown by equation 2-1, and a ratio of 1 is 

equivalent to 35 psu. 

 

ܵ ൌ ܽ଴ ൅ ܽଵܭଵହ
ଵ/ଶ ൅ ܽଶܭଵହ ൅ ܽଷܭଵହ

ଷ/ଶ ൅ ܽସܭଵହ
ଶ ൅ ܽହܭଵହ

ହ/ଶ    [2-1] 

As the conductivity of seawater is directly related to temperature and pressure, 

the PSS is a function of conductivity, temperature, and pressure, and defined in [8].  

The relation between CTD and salinity can be described by a simple Matlab [12] script, 

and presented in appendix A [8, 13, 14]. Measuring these three parameters together, 

and then calculating the salinity has become the most popular and precise method for 

salinity measurement. 

According to the World Ocean Atlas (WOA 2009, NOAA, National Geophysical 

Data Center, 2010), the ocean salinity varies from 33 to 37 psu, with an average of 35 

psu. Similarly, the ocean temperature varies from -2 to 30 oC. The deepest part of the 

ocean is the Challenger Deep in the Marianas Trench (10911 m) [15], yet 

approximately 98.8% of the surface area of the oceans is less than 6000 m deep (Data 

Announcement 88-MGG-02, Digital relief of the Surface of the Earth. NOAA, National 

Geophysical Data Center, Boulder, Colorado, 1988.). As salinity, temperature and 

depth change in these ranges, the conductivity of the seawater varies from 26~62 

mS/cm [8]. Coastal water may have a higher or lower salinity than ocean water, taking 

the conductivity out of the 26~62 mS/cm range. Therefore commercial conductivity 

sensors extend the measurement range from 10mS/cm [16] or lower [17]  to 70mS/cm 

[17]. As an aid to understanding the relationship between the measured parameters C 

(conductivity), T (temperature), and D (depth) and the calculated salinity, figures 2-1 to 

figure 2-3 show plots of salinity versus each of these parameters, whilst keeping the 

other two parameters fixed. 
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Figure 2-1 Plot of salinity versus conductivity, at different temperature (T) and depth (D). 

Depth of 0 m means surface water with 1 standard atmosphere. 

 

 

Figure 2-2 Plot of salinity versus temperature, at different conductivity (C) and depth (D). 
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Figure 2-3 Plot of salinity versus depth, at different conductivity (C) and temperature (T). 

 

 As shown in the figures, calculated salinity has an almost linear relationship 

with conductivity, with an average coefficient of 0.9 psu per mS/cm at 15 oC. 

Temperature also has a significant effect on calculated salinity (because conductivity 

for a fixed salinity is a strong function of temperature), but the effect is not linear, with 

an average slope of 0.9 psu/ oC at a conductivity of 40 mS/cm. However, depth has very 

little effect on salinity measurement. It only causes about 10% change in calculated 

salinity over the depth range from 0 to 6000 m.  

As many applications only focus on salinity measurements within a depth of 

0~200 m, it is reasonable to omit depth measurement, and assume a depth of 100 m. 

The salinity error caused by this assumption is only about ±0.4 psu. Furthermore, the 

deployment depths in many applications are roughly known, so this information can be 

used to reduce the error. Even in applications where this is not true (i.e. the depth is not 

know and the accuracy required demands its measurement), there are commercially 

available sensors with a range of competitive performance and prices [18-20]. 

Therefore, depth sensing was not considered rate limiting and further development of 

this technology was not included within the project. 
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2.2 Conductivity 

There are two main types of conductivity sensors: electrode [21-26] and toroidal 

or inductive [27-29] sensors. Electrode sensors contain two [22], three [21], four [23, 

24] or seven [25, 26] electrodes. In both two and four electrode based systems all of 

these electrodes are used to measure the resistance (R) of the liquid. Additional 

electrodes are included in other designs to constrain the electric field. Conductivity (C, 

or σ) is directly proportional to the conductance (1/ Rs). The proportionality coefficient 

(Cell constant, ) depends on the geometry of the electrodes and the geometry and size 

of the water volume in the vicinity of the electrodes. Toroidal or inductive sensors 

usually contain two coils, sealed within a nonconductive housing. The first coil induces 

an electrical current in the water, while the second coil detects the magnitude of the 

induced current, which is proportional to the conductivity of the water.  

2.2.1 Electrode sensor  

Electrode sensors use electrodes directly in contact with a liquid to measure the 

liquid resistance (Rs), and determine the conductivity (σ) by: 

ߪ    ൌ ఑

ோೞ
       [2-2] 

The cell constant  depends on the geometry of the surrounding liquid and the 

electrodes. Normally a channel is used to define the geometry of the liquid. 

The interface between the electrode and the liquid is describe by a Randles model 

[30, 31], and is normally simplified to a double-layer capacitance when AC excitation 

is used. A further introduction to this electrode-electrolyte interface is present in 

chapter 3. 

 

Two-electrode conductivity sensor 

The two-electrode conductivity sensor is the simplest electrode sensor. A 

simplified equivalent circuit for a two-electrode conductivity sensor is presented in 

figure 2-4: 
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Figure 2-4 A simplified equivalent circuit for a two-electrode conductivity sensor. 

where Rs is the liquid resistance, Cdl1 and Cdl2 are the double-layer capacitance on the 

two electrodes, and Cp is the stray capacitance between the two electrodes.  

The magnitude of the impedance measured by the two electrodes is assumed to 

be the resistance of the liquid (Rs). Obviously, measurement accuracy is affected by the 

voltage drop across the double-layer capacitance of the electrode. This effect is called 

electrode polarization. Since the impedance of a capacitor changes with frequency, the 

measurement accuracy will also depend on the frequency of the excitation signal.  

To illustrate this, consider the geometry of a two-electrode cell, defined as 

follows: the cross section of a water channel has the same dimension as each electrode 

and is 1 mm2 (1 mm by 1 mm); the distance between the two electrodes is 10 mm. This 

geometry gives a cell constant   = 100 cm-1 (distance divided by cross section). 

Therefore Rs can be calculated from this cell constant and equation 2-2 accordingly. 

The double-layer capacitance is estimated to be 40 µF/cm2 [32], therefore a 1 mm2 

electrode has a double-layer capacitance of 400 nF. The stray capacitance between the 

two electrodes can be estimated using the plate capacitance model: 

௣ܥ ൌ
ఌబఌೝ஺

ௗ
                              [2-3] 

where ε0 is the permittivity of free space with a value of 8.854187817620× 10−12 F·m−1 

[33], εr is the relative permittivity of the water, which is about 80 at 20oC [34], A is the 

1 mm2 electrode area, and d is the 10 mm distance between the two electrode. The 

calculated Cp is about 0.7 pF and insignificant.  However, larger stray capacitance may 

be induced by the connection wires for the electrode. Therefore Cp is estimated to be 10 

pF.  

For seawater with conductivities ranging from 5~70 mS/cm, estimates of the 

components are shown in table 2-1. The frequency response of the impedance 

magnitude for the two-electrode cell is presented in figure 2-5: 

 



 12

Cp Cdl1 Cdl2 Rs (Conductivity) 

10 pF 400 nF 400 nF 

20000 Ω 

(5 

mS/cm) 

10000 Ω 

(10 

mS/cm) 

3333 Ω 

(30 

mS/cm) 

2000 Ω 

(50 

mS/cm) 

1429 Ω 

(70 

mS/cm) 

Table 2-1 Estimated components values for an 10x1x1 mm two-electrode conductivity cell with 

1 mm2 electrode area. 

 

 

Figure 2-5 Plot of the frequency response of the impedance magnitude for a 10x1x1 mm two-

electrode conductivity cell with 1 mm2 electrode area. 

 

As shown in figure 2-5, when the frequency is low, the impedance of Cp (1 ௣ൗܥ݆߱ , 

where ω is the angular frequency of the excitation signal) is very big, and most of the 

current goes through Rs. But because of the voltage drop across the double-layer 

capacitances (Cdl1 and Cdl2), the measured impedance magnitude will be higher than Rs. 

This electrode polarisation effect diminishes at increasing frequencies. However, at 

higher frequencies, the impedance of Cp will decrease, so that a part of the injected 

current will go through Cp. Therefore the impedance magnitude will be lower than Rs 

because of stray capacitance.  

For a certain Rs, we find a frequency range where the measurement gives only the 

resistance Rs. However, because Rs changes with conductivity, it is still hard to use a 
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single frequency that allows measurement of an unknown conductivity with accuracy 

better than 99.9%. For example, for the 10x1x1 mm two-electrode cell, using a 

frequency window of 50 kHz results in a maximum measurement error of about 0.1% 

(in a conductivity range 5~70 mS/cm). This leads to a 0.07 mS/cm error when  the 

conductivity is 70 mS/cm. As we are aiming to achieve 0.01 mS/cm accuracy, the two-

electrode sensor is not suitable. 

 

Four-electrode conductivity sensor 

The four-electrode conductivity sensor is designed to remove electrode 

polarisation effects. Figure 2-6 presents the design and the equivalent circuit for the 

four-electrode sensor with a water channel.
 
 

 

Figure 2-6 Diagram and equivalent circuit of a four-electrode conductivity cell. 

 

It uses four-terminal measurement technique. The excitation current is injected 

from electrode 1 and 4. A differential amplifier is used to detect the voltage from 

electrode 2 and 3. When exciting with a relatively low frequency signal (to prevent 

stray capacitance influence), the current through the stray capacitances (Cp1, Cp2, Cp) 

can be ignored. Therefore, because the differential amplifier has very high input 

impedance, no current flows through the double layer capacitances on electrodes 2 and 

3 (Cdl2, Cdl3). This means that there is no voltage drop across Cdl2 and Cdl3, and we 

measure the voltage drop of the water resistance (Rs) directly. Hence the polarisation 

effect is removed. 
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Proximity effects 

The electric field generated by the electrodes is distributed over a relatively large 

volume. Therefore the cell constant κ will be modified if any insulating or conducting 

object moves into the electric field; this is called the proximity effect.  

Proximity effects are commonly reduced by constraining the electric field inside 

a channel. However, for the conductivity sensor with a water-filled channel, part of the 

electric field is still external and susceptible to proximity effects. Figure 2-7 shows a 

2D numerical simulation (using COMSOL [35]) of the electric potential and current 

distribution for a four-electrode sensor, showing that the external current is affected by 

a conducting object causing proximity effects. 

 

Figure 2-7 FEM simulation of the electrical potential (greyscale shading) and current 

distribution (red streamlines) in the conductivity cell.  This simulation demonstrates the 

proximity effect: the current outside the cell is increased by the presence of a conducting 

object. The conductivity of the surrounding seawater is 60 mS/cm, and the conducting object (7 

mm x 2 mm) is set to be platinum, with a conductivity of 9.5x107 mS/cm. 

 

As shown by simulation, when the cell is immersed in seawater, part of the 

current leaks into the surrounding water. If a conducting object (rectangular metal 

object 7x2 mm) moves near (within 1 mm of) the channel, the external current 

increases from 1.036 to 1.182 A/m, while the internal current reduces from 1.019 to 

1.015 A/m. This simulation uses a constant voltage for cell excitation. Normally the 

cell is excited by a constant current Itotal, and the internal current Iinternal keeps a certain 
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ratio k to Itotal if no proximity effect occurs. The response voltage V is measured from 

the two inner electrodes, which is directly proportional to Iinternal :  

     ܸ ൌ  ௜௡௧௘௥௡௔௟ܴ௜௡௡௘௥      [2-4]ܫ

where Rinner is the water resistance between the two inner electrodes. The cell constant 

κ  is: 

ߢ  ൌ ߪ ௏

ூ೟೚೟ೌ೗
ൌ  ௜௡௡௘௥݇     [2-5]ܴߪ

Because κ is directly proportional to the ratio k of the internal current to the total 

current, any changes in this ratio will affect the cell constant, causing measurement 

error. In the simulation, the proximity effect causes a 7% measurement error by 

changing this ratio by 7%. Another simulation also shows that, when an insulating 

object is placed 1 mm from the channel, the proximity effect causes a 5% error. This 

error is bigger than the 0.01 mS/cm accuracy we are aiming to achieve. Therefore 

methods need to be found to reduce the proximity effect.  

There are two main methods to reduce this proximity effect. One is to reduce the 

external electric field. The other is to constrain the electric field only to the cell volume.  

The external electric field can be reduced by extending the length of the water 

channel [24], but this method will increase the dimension of the sensor.  Some designs 

add counter electrodes to the opposite end of the channel, and keep the geometry and 

voltage of the sensor symmetrical. Therefore a symmetrical version of a two-electrode 

sensor becomes a three-electrode sensor, and that of a four-electrode sensor becomes a 

seven-electrode sensor. As an example, the Sea-bird conductivity sensor [21] uses a 

three-electrode sensor as shown in figure 2-8. By setting electrode 1 and 3 to the same 

potential, the external electric field is much reduced. Another example is the CWT 

conductivity sensor [25], which uses a seven-electrode sensor as shown in figure 2-9. 

 

Figure 2-8 Diagram of the three-electrode Sea-bird conductivity sensor [21].  
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Figure 2-9 Diagram of the seven-electrode CTW conductivity sensor [25]. 

 

A longer channel reduces the ratio of external current to internal current. 

However, it also makes the external current distributed over a larger volume. To 

confine all the electric field close to the sensor area, some designs eliminate the channel 

[36-38]. These open conductivity cells may be manufactured on micro chips, and 

electrodes with specialized patterns are designed to constrain most of the electric field 

very close to the cell area. These designs don’t require a large volume of surrounding 

water. In addition, if an insulating or conducting object moves close to the cell, the 

electric field isn’t significantly affected.  Hence proximity effects can be reduced. 

However, if objects move very close to the electrodes, the electric field is severely 

affected, and an error in the measurement occurs. 

2.2.2 Inductive sensor 

Inductive sensors contain one or two transformers. A toroidal case is used to 

protect the coils of the transformers, and allow water to flow through the centre of the 

coils.  

 

Single transformer sensor 

The single transformer sensor is the simplest inductive sensor. Figure 2-10 shows 

an inductive sensor with one transformer, and its equivalent circuit. The second coil is 

formed by the surrounding liquid. 
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  Figure 2-10 (a) Diagram of single transformer inductivity sensor, M is the water loop 

which makes the second coil, G is the toroidal case, and K is the coil of the transformer [27]. (b) 

Circuit of the single transformer sensor. (c) Equivalent circuit of (b). 

 

As shown in the figure, Rs is the liquid resistance. As described in the electrode 

sensor section, the liquid conductivity σ is determined by equation 2-2, where the cell 

constant  depends on the geometry of the surrounding liquid. According to figure 2-10 

(c), the relation between the excitation AC voltage U and current I is given by equation 

2-6: 

ܫ                                    ൌ ቀ ଵ

௝ఠ௅భ
൅ ଵ

௡భమோೞ
ቁܷ      [2-6] 

Because the inductance of the primary coil L1, coil number n1, and excitation 

frequency are known, by measuring U and I, Rs and σ can be calculated. 

  

Double transformer sensor 

Double transformer sensors contain two transformers. Figure 2-11 shows a 

diagram of a double transformer sensor, and the equivalent circuit:  
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Figure 2-11 (a) Diagram of double transformer inductivity sensor [27]. (b) A trans-

impedance amplifier for detecting the current of the second transformer. (c) Equivalent circuit 

of the double transformer sensor. 

 

The first transformer is used for signal excitation, and the second transformer for 

signal detection. The relation between the excitation voltage U1 on the first transformer 

and response voltage U4 on the second transformer is:    

                            ܷସ ൌ
௡ర
௡భ

ଵ

ଵା௡రమோೞሺ
భ
ೃಲ

ା భ
ೕഘಽర

ሻ ଵܷ     [2-7] 

As shown in figure 2-11(b), a trans-impedance amplifier is used to measure the 

current in the second transformer (I4):   

ସܫ                                     ൌ െܷ௢ ܴൗ        [2-8] 

where Uo is the output voltage of the amplifier, and R is the trans-impedance resistor. 

The input impedance of this amplifier (RA) is 0. Therefore, I4 becomes: 

ସܫ   ൌ lim
ோಲ→଴

൭ܷସ ܴ஺
ൗ ൱ ൌ

௎భ
௡భ௡రோೞ

     [2-9] 

Compared with the single transformer sensor, the advantage of the double 

transformer sensor is that it doesn’t need to measure the phase of the excitation signal. 

Furthermore, as the inductance of the transformers does not appear in equation 2-8 and 

2-9, the double transformer is independent of inductance. 
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2.2.3 Comparison of both techniques 

Both electrode and inductive sensors are based on impedance measurement. 

Therefore they have similar requirements for the supporting electronics, and similar 

accuracy.  

The cell constant of the conductivity sensor is defined by the geometry of the 

surrounding water. Therefore, both electrode and inductive sensors will be influenced 

by proximity effects. The AC magnetic field of the water loop makes the electric field 

of inductive sensors distributed over a relatively large area, without any good method 

of constraining it. However electrode sensors can use a symmetric design to constrain 

all the electric field within a water channel, or a specific electrode pattern to constraint 

the electric field very close to the sensor cell, minimizing the proximity effect. 

Furthermore, as the proximity effect is often caused by bio-fouling, the electrode sensor 

can be used to generate chlorine, potentially removing any bio-fouling (this will be 

discussed in chapter 3). Therefore, the electrode sensor can be designed to have less 

proximity effect than the inductivity sensor.  

The inductive sensor is protected by a toroidal case, while the electrode sensor is 

in direct contact with water. Therefore inductive sensors should have better durability. 

However, if the electrode sensor is made from inert materials like glass and platinum, it 

will also have a very good durability. Electrode sensors, especially without a channel, 

can be made on a micro chip with tiny dimension. However the dimension of the 

inductive sensor is relatively large due to the toroidal case, and is more costly to 

produce than a chip based on planar electrodes. 

In summary, the electrode sensor has similar accuracy to the inductive sensor, but 

has advantages in minimizing proximity effect and smaller dimensions, but the possible 

disadvantage of durability. With further development this could be mitigated by using 

inert materials and developing methods of bio-fouling reduction. Therefore it was 

decided to use an electrode sensor for the conductivity sensor. 

2.3 Temperature 

The oceans have a relative small temperature range, generally between -2 and 

30 oC. The surface temperature of the ocean can be easily monitored by satellite using a 

microwave sensor with a typical accuracy of 0.5 oC [39]. However, as there is 

significant subsurface structure to the deep sea, temperature profiles and more accurate 
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surface measurements are of scientific value. Therefore a temperature sensor is 

required in an in-situ sensor system.  

Some common temperature sensors are not suitable for in-situ ocean 

measurement, such as mercury glass tube thermometer, thermocouple, and quartz 

thermometer. For mercury glass tube thermometer, it is hard to convert the reading into 

a digital signal and record it. Thermocouples have a very large temperature 

measurement range of -180 to 2320 °C, however they do not have sufficient resolution 

and precision over the ocean temperature range [40-42].  Quartz thermometers can 

measure temperature in atmospheric pressure with very high resolution of 0.0001 °C 

[43-45], based on the frequency of a quartz crystal oscillator. However, they are very 

sensitive to water pressure and not suitable for under water measurement. 

The most popular sensors for measuring the temperature of seawater are RTDs 

(Resistance Temperature Devices) [36-38, 46, 47] and thermistors [22, 48-50].   

RTDs use a sensing element whose resistance varies with temperature, usually 

with a positive temperature coefficient. RTDs are usually made of coils or films of 

metals such as platinum, gold, copper and nickel. For MEMS (Micro-Electro-

Mechanical Systems) sometimes some silicides are also used as RTDs, for example, 

Ti2Si [36, 37]. The relation between temperature and resistance of RTD can be 

described by a polynomial: 

   ்ܴ ൌ ܴ଴ሺ1 ൅ ܽଵܶ ൅ ܽଶܶଶ ൅⋯൅ ܽ௡ܶ௡ሻ   [2-10] 

Here, RT is the resistance at temperature T; R0 is the resistance at 0 °C; a1 ~ an are the 

polynomial coefficients. The coefficients values and polynomial order n depend on the 

material of the RTD and the required accuracy.  

Platinum RTDs, usually called PRTs (Platinum Resistance Thermometers), have 

a near perfect linear resistance-temperature relationship and are very chemically inert. 

PRT elements are commercially available and widely used in industry. They have 

nominal resistance of 100 Ω or 1000 Ω at 0 °C, and are called Pt-100 or Pt-1000 

sensors respectively. 

Thermistors can be classified into two types depending on the temperature 

coefficient of resistance (kT). If kT is positive, the resistance increases with increasing 

temperature, and the device is called a Positive Temperature Coefficient (PTC) 

thermistor. If kT is negative, the resistance decreases with increasing temperature, and 

the device is called a Negative Temperature Coefficient (NTC) thermistor.  



 21

For comparison, table 2-2 lists the resistance values for various popular PRTs and 

thermistors with a temperature range of 0~30 oC: 

Temperature 

(°C) 

Pt100 (Ω) Pt1000 (Ω) PTC  

Type: 201 

(Ω) 

NTC 

Type: 101 

(Ω) 

0 100,00 1000,0 1628 23868 

5 101,95 1019,5 1700 18299 

10 103,90 1039,0 1771 14130 

15 105,85 1058,5 1847 10998 

20 107,79 1077,9 1922 8618 

25 109,73 1097,3 2000 6800 

30 111,67 1116,7 2080 5401 

Table 2-2 Resistance values for various popular PRTs and thermistors with a temperature range 

of 0~30 oC. 

Compared to PRTs, NTC thermistors are more sensitive to small temperature 

changes. They are suitable for low cost and simplified applications. However, as PRTs 

have higher stability [51] and repeatability [52], they are suitable for high stability 

demanded applications. 

2.4 Depth sensor 

The piezo-resistor is a popular material for a depth sensor [36, 37, 53-55].  As 

shown in figure 2-11, a depth sensor usually consists of several piezo-resistors 

distributed at different positions in a hollow die. By applying pressure to the die, 

different stresses will be applied to the piezo-resistors at different positions and the 

resistance change of these piezo-resistors will be different. Normally a Wheatstone 

bridge [56, 57] is used to convert the differences of these resistance into a voltage 

signal. The pressure and depth can be calculated from this voltage signal. 
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Figure 2-12 Cross-sectional and top view of a single diaphragm piezo-resistive pressure sensor 

[53]. 

 

Depth is a minor parameter for salinity measurement as discussed before. 

Furthermore, many miniature depth sensors are commercially available, including [18-

20]. Therefore this PhD project did not focus on developing a depth sensor, and 

commercial sensors can be easily embedded into our system if needed. 

2.5 Impedance measurement circuit 

All CTD sensors are impedance-based sensors. An impedance measurement 

circuit is extremely important for supporting the sensors, and issues include accuracy, 

response time, sampling rate, power consumption, dimension, and storage capability of 

the sensor system. There are two main types of impedance measurement circuit. One 

uses the ratio of voltage to current to calculate the impedance, while the other converts 

impedance into frequency signal to calculate impedance. 

2.5.1 Voltage-current based circuit    

This kind of circuit usually uses an AC current source to excite the sensors, and 

an analogue-to-digital converter (ADC) to collect the voltage response from the sensors. 

The impedance value(s) of the sensor(s) can be calculated from the ratio of the 

response voltage to the excitation current. 

Most existing systems use square waves for excitation [22, 23, 58]. A schematic 

of a square wave excitation system is presented in figure 2-13: 
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Figure 2-13 A schematic of an impedance measurement system using square wave for current 

excitation, and synchronous rectifier for converting the AC voltage response into DC signal. 

 

A signal generator is used to generate a square wave voltage signal. A trans-

impedance amplifier is used to translate the voltage signal to current signal, and excite 

the sensor as a current source. Then a differential amplifier is used to amplify the 

voltage signal response from the sensor, while a high-pass filter is used to remove the 

DC component of the square wave. Subsequently, a synchronous rectifier is used to 

rectify the negative part of the square wave into a positive part. Therefore the square 

wave will be converted into a DC signal, whose amplitude is proportional to the voltage 

response from the CT sensor. Finally, a low-pass filter is used to remove the remaining 

ripple components present in the DC signal which is then digitised by the ADC. 

In the square wave excitation system, most of the signal processing work is done 

in the analogue domain, but this has several disadvantages. First, errors are induced by 

the imperfect synchronous rectifying system and the non-linear response of the rectifier. 

Second, the low-pass filter needs a relative long time for signal setup, which decreases 

the maximum measurement frequency and increases the power consumption.  

Furthermore, it cannot measure the phase of the impedance.  

With high speed, high accuracy ADCs, some impedance measurement systems 

remove the high-pass filter and the rectifier, and use a sine wave for excitation [24, 59, 

60].  In these systems, the voltage response from the sensor is converted into a digital 

signal directly by a high speed ADC, and all the signal processing is performed by the 
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digital circuit. By using a sine wave fitting algorithm [60], both amplitude and phase 

information can be calculated.  

An analogue sine wave can be described as following: 

ሻݐሺݑ                      ൌ ሻݐ݂ߨሺ2݊݅ݏܣ ൅ ሻݐ݂ߨሺ2ݏ݋ܿܤ ൅  [11-2]       ܥ

There are 4 parameters in the formula: A, B, C and f. The AC amplitude and phase of 

sine wave can be calculated from A, B as following: 

݁݀ݑݐ݈݅݌݉ܣ     ൌ ଶܣ√ ൅ ଶ    [2-12]ܤ

݁ݏ݄ܽܲ     ൌ arctan	ሺെ ஻

஺
ሻ      [2-13] 

C is the DC component, and f is the signal frequency. 

If the signal frequency f is a certain ratio to the sampling frequency of the ADC, f 

can be set as a constant when fitting in the digital domain. Therefore a three-parameter 

sine wave fitting algorithm can be used for real-time processing; otherwise, a four-

parameter sine-fitting should be used. This fitting is done as follows.  The sample data 

is stored and an initial value for f is assumed to perform the first three-parameter sine 

wave fit. The correlation coefficient between the sample data and fitted data is 

determined. The value of f is slightly altered and another fit performed, providing a 

direction in which to increase the correlation coefficient. Subsequent iterations are 

made by stepwise adjustment of f to achieve a result with maximum correlation 

coefficient [59]. This four-parameter sine-fit is hard to use in a real-time processing 

application and an external data buffer is required for sample data storage. 

2.5.2 Frequency based circuit    

Frequency based circuits do not support full impedance measurement. This 

technique usually employs a Wien bridge oscillator to convert the resistance of the 

sensor into a frequency signal. This frequency signal is applied to a digital counter. The 

frequency is calculated by the number counted over a fixed measurement time, and the 

resistance is calculated from this frequency. A diagram of Wien bridge oscillator is 

shown is in figure 2-14: 
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Figure 2-14 A diagram of a Wien bridge oscillator. 

 

As shown in figure 2-14, the operational amplifier has both positive feedback and 

negative feedback. The voltages on positive terminal (V+) and negative terminal (V-) 

are given by: 

   ାܸ ൌ ௢ܸ

భ
ೕഘ಴మశభ ೃమ⁄

ோభାଵ ௝ఠ஼భ⁄ ା భ
ೕഘ಴మశభ ೃమ⁄

ൌ ௏೚

ቀଵାೃభ
ೃమ
ା಴మ
಴భ
ቁା௝ሺఠோభ஼మି

భ
ഘೃమ಴భ

ሻ
 [2-14]

    ܸି ൌ ௢ܸ
ோర

ோయାோర
ൌ ௢ܸሺ1 െ

ோయ
ோయାோర

ሻ     [2-15]

  

The oscillator oscillates at the frequency ω0 which allows V+ and V- to have the 

same phase 0. Therefore the ω0 is given by: 

                                            ߱଴ܴଵܥଶ െ
ଵ

ఠబோమ஼భ
ൌ 0    [2-16] 

																																																		߱଴ ൌ
ଵ

ඥோభோమ஼భ஼మ
     [2-17] 

The oscillation amplifies if the negative terminal has smaller feedback, and 

attenuates if it has bigger feedback. One method to achieve an oscillation with steady 

amplitude is using a PTC thermistor for R4. The thermistor has a small resistance in 

normal temperature. This keeps the negative feedback smaller than positive feedback at 

the beginning of the oscillation, amplifying the amplitude. With an increase of the 

amplitude, the temperature of the PTC increases, raising the resistance of R4. Therefore 

negative feedback increases with amplitude until equal to the positive feedback, then 



 26

the oscillating amplitude becomes stable.  Another method is using the optional circuit 

shown in figure 2-14. This circuit uses a diode network with a small resistor to restrict 

the voltage drop across R3. When the amplitude is small, the diodes are off, allowing 

the oscillation to amplify. When the amplitude increases to a certain level, the diodes 

turn on, increasing negative feedback through adding a parallel connection of a small 

resistor to R3. Then the amplitude stops amplifying and becomes steady. 

When using the Wien bridge oscillator for impedance measurement, one of the 

resistors R1 and R2 is replaced by the sensor, while the other is a precision resistor with 

known value. The values of the other precision capacitors C1 and C2 are also known. 

Therefore the resistance of the sensor can be calculated from the measured frequency 

ω0, according to equation 2-17. 

2.5.3 Comparison 

The frequency based circuit has fewer components, and can measure resistance 

over a wide range. Furthermore, it doesn’t need an ADC, but only a counter to convert 

the frequency into a digital signal. However, as a two terminal measurement, it cannot 

support a Wheatstone bridge measurement, and the measurement is affected by the 

impedance of the connection cables. In addition, it is hard to control the oscillation 

amplitude, which might lead to overheating of the CT sensor causing measurement 

error. 

 On the other hand, the voltage-current based circuit has four terminals for 

impedance measurement, and can support Wheatstone bridge. By injecting current and 

measuring voltage from different terminals, measurement results will not be affected by 

the impedance of cables or the double-layer capacitance of conductivity sensor. The 

measurement range is limited because accuracy will suffer if the response voltage from 

the sensor is too small compared with the ADC reference voltage. However, as the 

conductivity and temperature range is relatively narrow, current sources can be selected 

to make the voltage from a CT sensor always bigger than 10% of the ADC reference 

voltage and this disadvantage can be ignored. Furthermore, multiplexers can be used to 

make multi current sources, providing a number of selectable from a single circuit 

measurement ranges. 
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2.6 Literature on CTD system 

Several papers have been published on CTD systems, including work by a 

previous PhD student, Gong [22]. Brown presented a four-electrode conductivity 

sensor with zero external field (US Patent 6,720,773); Hyldgard et al demonstrated a 

multi-sensor system [36, 37], and Broadbent et al a PCB MEMS-based CTD [38]. CTD 

systems are also commercially available, including Sea-bird serial CTD systems [61], 

Alec CTW [62], Cefas G5 DST [63] and Star-Oddi DST CTD [16]. These systems are 

reviewed below. 

2.6.1 CT system developed by Gong 

The CT system developed by Gong [22] uses two-electrode conductivity cells 

and a thermistor as a CT sensors. A voltage-current impedance measurement circuit is 

used to support the CT sensors. Figure 2-15 shows a diagram of the conductivity cell 

and schematics of the CT measurement circuits: 

  

Figure 2-15 Diagrams of  Gong’s CT system including: (a) a two-electrode cell; (b) a two-

electrode cell with a thin plastic tube to enhance cell constant; (c) schematic of a temperature 

measurement circuit; (d) schematic of a conductivity measurement circuit [22]. 

  

As shown in figure 2-15, there are two designs of conductivity cells. One is a 

common two-electrode cell which uses two electrodes to measure the impedance of the 

liquid inside a plastic tube. Another is a two-electrode cell where the two electrodes are 

placed in two separate thick plastic tubes, and another thin plastic tube is used to 
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connect the two thick plastic tubes together. The second two electrode cell has higher 

cell constant, reducing the voltage drops across the electrode-electrolyte interface, and 

electrode polarisation effects. 

Both thermistor and conductivity cells are excited by a 334 kHz sine wave. A 

rectifier and a low-pass filter are used to generate a DC signal whose magnitude is 

proportional to the magnitude of the AC voltage response of the CT sensors. This 

system can achieve an accuracy of ±0.003 oC over the temperature range of 0~30 oC, 

and a conductivity measurement error of ±2.7%, tested using potassium chloride (KCl) 

in a concentration range of 0.2~1 mol/L. 

Later in his thesis [64], Gong used a four-electrode conductivity cell with 5x5x50 

mm water channel to replace the two-electrode cells, and improved the accuracy to 

±0.2 mS/cm (±0.5%). He also proposed a five-electrode conductivity cell, where a fifth 

electrode is added to the four-electrode conductivity cell. The first and fifth electrodes 

are placed symmetrically around the axis of the fourth electrode (see figure 4-10 in 

chapter 4). By applying the same voltage to the first and fifth electrode, the proximity 

effect is reduced (this point will be discussed further in chapter 4).    

2.6.2 Neil’s four-electrode conductivity sensor with zero external field 

Neil describes a four-electrode conductivity sensor with zero external field (US 

Patent 6,720,773), shown in figure 2-16: 

 

Figure 2-16 Diagrams of a four-electrode conductivity sensor with zero external field [65]. 

 

This conductivity sensor is constructed from a rectangular ceramic tube. Two 

outer electrodes are placed opposite each other on the wall of a tube. A ceramic plate is 

placed in the middle of the tube to increase the path of the current, increasing the cell 
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constant κ. Two inner electrodes are placed on the two sides of the plate for voltage 

sensing. Therefore the two inner electrodes and two outer electrodes create a four-

electrode conductivity sensor. The length of the tube is made longer than the plate, 

therefore all the electric field and current is contained inside the tube, eliminating 

proximity effect. 

Following this principle, Schmitt et al developed a CTD system [66] using a half 

cell version of this conductivity sensor. This system provides better than 0.2 psu 

accuracy. 

2.6.3 Hyldgard’s multi-sensor system 

Hyldgard describes a multi-sensor system called a Data Storage Tag (DST), 

which is used for fish tagging. Sensors are fabricated on a 4x4 mm micro-chip that can 

be exposed directly to the seawater [36, 37]. The sensor chip has a silicon substrate and 

contains a piezo-resistive pressure sensor, a RTD temperature sensor, an open four-

electrode cell and a pn-junction light sensor. Figure 2-17 shows the layout of the sensor 

chip.  

 

Figure 2-17 Diagrams of  Hyldgard’s multi-sensor chip [36]: (a) a schematic of the 4 mm wide 

chip layout including a pressure sensor (p), temperature sensor (t), pn-junction light sensor (l), 

and four-electrode open conductivity cell (c);  (b) a photograph of the multi-sensor chip.  

 

The pressure sensor is made of piezo-resistors configured as a Wheatstone bridge 

[55]; the RTD temperature sensor is made of titanium silicide (TiSi2); the conductivity 

sensor is made of four platinum electrodes. In addition, a silicon nitride (Si3N4) film is 

used to insulate the whole sensor chip except for the four platinum electrodes, and the 

system is packaged in an epoxy potted tube.  
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The 4x4 mm multi-sensor enables salinity determination with an accuracy of ±0.5 

psu through measurement of the conductivity, temperature and pressure with accuracies 

of ±0.6 mS/cm, ±0.065 oC and ±0.05 bar, respectively. 

2.6.4 Broadbent’s PCB MEMS-based CTD 

Broadbent describes a PCB MEMS-based CTD [38]. It is a small, low cost 

system for measurement of salinity in coastal waters.  The system incorporated three 

expendable sensors including a four-electrode open conductivity cell, a RTD 

temperature sensor, and a piezo-resistive pressure sensor. The conductivity sensor and 

the temperature sensor are fabricated using printed circuit board (PCB) and MEMS 

techniques. The substrate of the CT sensors is a new thin-film material – liquid crystal 

polymer (LCP). The conductivity sensor is a planar four-electrode cell consisting of 

electroless nickel, gold and platinum metals. The RTD temperature sensor is fabricated 

using copper-clad LCP material. Figure 2-18 shows the CTD sensor system. 

 

 

Figure 2-18 A schematic of H. A. Broadbent’s Φ10x10 cm PCB MEMS-based CTD showing 

the independent expendable sensor plugs and environmentally protected circuit boards [38]. 

 

The overall dimension of the CTD system is approximately 10 cm in diameter 

and 10 cm in length. The accuracies for the CTD sensor are ±1.47% from 0~60 mS/cm, 

±0.546 oC, and ±0.02 bar respectively. The system is powered by a 9 V alkaline 

battery, and provides 22 days of operation with a sampling rate of every 15 minutes. 
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2.6.5 Sea-bird serial CTD systems 

Sea-bird Electronics (SBE) is a leading manufacturer of oceanographic CTD 

systems. Sea-Bird's 911plus CTD [17] is the primary oceanographic research tool 

chosen by the world's leading institutions.  

As shown in figure 2-19, the system consists of an SBE 9+ Underwater Unit and 

SBE 11+ Deck Unit. CTD sensors are contained in the Underwater Unit, including a 

three-electrode conductivity sensor (figure 2-8) configured in a tube with outer 

electrodes held at the same potential to avoid proximity effects, an accurate and fast 

thermistor temperature sensor, and a precision quartz pressure sensor. A pump with 

constant flow is used to flush the conductivity sensor tube and provide constant 

response time of the CT sensors. Wien bridge oscillators are used to convert the 

resistance of the CT sensors into frequency outputs. The quartz pressure sensor also 

provides a variable frequency output. The sensor frequencies are measured using high-

speed parallel counters. The resulting digital data, in the form of count totals, are 

transmitted serially to the Deck Unit. Then the Deck Unit reconverts the count totals to 

numeric representations of the original frequencies, and calculates the CTD data. 

 

 

        (a)           (b) 

Figure 2-19 Photographs of Sea-bird’s 911plus CTD including: (a) SBE 9plus Underwater 

Unit; (b) SBE 11plus V2 Deck Unit[17]. 
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The initial accuracy of the Sea-Bird 911plus CTD sensors are ±0.003 mS/cm in 

the range of 0~70 mS/cm, ±0.001 oC in the range of -5~35 oC, and ±0.015% of 10,500 

m full scale (FS) respectively. The monthly drifts of the CT sensors are 0.003 mS/cm 

and 0.0002 oC respectively, and the yearly drift of the depth sensor is 0.018% of full 

scale. The Underwater Unit consumes 1 A current at 14.3 V voltage, while the Deck 

Unit requires an AC power supply of 130 watts at 115~ 230 V. 

For long-term autonomous applications, e.g. the Argo Program [67], Sea-bird 

provide another version of CTD system - SBE 41/41CP [68]. Comparing this with the 

SBE 911plus, the stability for CT is increased to 0.001 mS/cm per year and 0.0002 oC 

per year respectively, while the accuracy remains the same. 

2.6.6 Alec CTW 

Alec CTW [62] is a conductivity and temperature sensor system aimed for long-

term ocean deployment. A photo of the Alec CTW is shown in figure 2-20, and a 

diagram of the sensor head is shown in figure 2-9. 

 

Figure 2-20 A photograph of Alec CTW conductivity and temperature sensor system [62]. 

 

This system uses a seven-electrode conductivity sensor and a thermistor 

temperature sensor. It provides accuracies of ±0.01 mS/cm and ±0.01 oC for 

conductivity and temperature respectively, with a dimension of Ø70 x 342 mm, weight 

of 1.5 kg, and consumes 110 mA current when measuring. A piston type wiper is used 
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to clean the channel of the conductivity sensor automatically. A one year deployment 

has been made to prove that the system can manage bio-fouling efficiently [25, 26].  

2.6.7 Cefas G5 DST 

Cefas G5 DST [69] is one of the smallest data storage tags for fish tagging. The 

dimension is Ø8x33 mm, with a weight of 2.7 g. It can support temperature and depth 

measurement with accuracies of ±0.1 oC and ±1% of FS respectively. However it 

doesn’t support conductivity measurement. Figure 2-21 shows a photo of the Cefas G5 

DST. 

 

Figure 2-21 A photograph of Cefas G5 DST [69]. 

 

2.6.8 Star-Oddi DST CTD 

The Star-Oddi DST CTD [16] shown in figure 2-22 is the smallest salinity logger 

current available on the market, with a dimension of Ø17x46 mm and weight of 21 g in 

air. It’s specially designed as an archival tag for tagging fish: for analysing fish 

migration, distribution, feeding behaviour, vertical and horizontal movements.   
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Figure 2-22 A photograph of the Ø17x46 mm Star-Oddi DST CTD [16]. 

 

It uses a two-electrode conductivity sensor. The accuracies of Star-Oddi DST 

CTD sensors are ±0.8 mS/cm in the range of 3~37 mS/cm or 10~50mS/cm (customer 

specified), ±0.1 oC in the range of -1~40 oC, and ±0.4% of 200 m full scale. Therefore 

the accuracy of salinity measurement is about ±1 psu.  

Furthermore, it provides a typical battery life of about 4 years with sampling 

intervals of 10 minutes or greater, and memory capacity of 87,000 measurements. The 

price is about £900. However, due to commercial reasons, it is hard to get any further 

information about the CTD sensor design. 

 

2.6.9 Summary of the mentioned CTD systems 

The different CTD systems described above are summarised in table 2-3. Their 

performance and main characteristics are compared. As precision systems, the Sea-bird 

SBE 911plus CTD and Alec CTW support salinity measurement with accuracy better 

than 0.01 psu. However they are large, expensive and consume a lot of power. Data 

storage tags and prototype systems in publications have 100 times lower salinity 

accuracy of about 1 psu. This limitation is due to the accuracy of the conductivity 

sensor.  
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CTD System 
Conductivity 

accuracy 

Temperatur

e accuracy 

Pressure 

accuracy 

Power, battery life, & 

dimension 

Gong 

CT System [22] 

±2.7 % @ 

0.2~1 mol/L 

KCl solution 

±0.003 oC 

(0~30 oC) 
N/A 48 hours battery life 

Hyldgard 

multi-sensor 

system [36, 37] 

±0.6 mS/cm ±0.065 oC ±0.05 bar 

Chip dimension :

4x4 mm 

Package dimension: 

Ø8x50 mm 

Broadbent 

PCB MEMS CTD 

[38] 

±1.47% (0~60 

mS/cm) 

±0.546 oC 

(0~50 oC) 
±0.02 bar 

Battery life: 22 day @ 

15 min interval 

Dimension:  

Ø100x100 mm 

SBE 911plus CTD 

[61] 

±0.003 mS/cm 

(0~70 mS/cm) 

±0.001 oC 

(-5~35 oC) 

±0.015% @ 

FS of 10500 

m 

(Underwater Unit only)

Power: 1 A @ 14.3 V 

Dimension: 

952x330x305 mm 

Alec CTW [62] 
±0.1 mS/cm 

(2~65 mS/cm) 

±0.01 oC 

(0~35 oC) 
N/A 

Dimension:

Ø70 x 342 mm 

Power: 

100 mA 

Cefas G5 DST [69] NA 
±0.1 oC 

(-2~40 oC) 

±1% @FS of 

3000 m 
Dimension: Ø8x33 mm

Star-Oddi DST 

CTD [16] 

±0.8 mS/cm 

(3~37 mS/cm 

or  

10~50 mS/cm) 

±0.1oC 

(-1~50 oC) 

±0.4% @ FS 

of 200 m 

Dimension: 

 Ø17x46 mm 

Battery life: 4 years @ 

10 min interval 

Table 2-3 Comparison of the existing CTD systems. 

 

Therefore, a big challenge is to develop a miniature CTD system with reduced 

power consumption while maintaining the high accuracy of the SBE 911plus CTD, 

especially for the conductivity sensor. It would be an impressive improvement even if 

an accuracy of 10 times lower than the Sea-bird (±0.03 mS/cm for conductivity and 

±0.01 oC for temperature) can be achieved with a miniature system. 
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2.7 Dissolved oxygen 

Dissolved Oxygen (DO) in the ocean typically varies from 100~300 µM [70]. 

Two types of oxygen sensors are normally used to measure dissolved oxygen in liquid, 

these are the electrochemical sensor and an optode sensor. 

2.7.1 Electrode sensor 

Electrode for DO measurement is based on electrochemical principles. Normally, 

two or three electrodes are immersed in an electrolyte. Voltage is applied to one of the 

electrodes, causing electrochemical reactions and consuming oxygen in the electrolyte. 

The oxygen concentration of the electrolyte is determined from the electrical current, as 

there is a linear relationship between them current and oxygen. 

The Clark-type electrode sensor [71-73] is the most widely used oxygen sensor 

and a diagram of Clark-type sensor is shown in figure 2-23: 

 

Figure 2-23 A diagram of Clark-type electrode DO sensor. 

 

As shown in the figure, a Clark-type electrode uses platinum for the cathode and 

silver/sliver chloride (Ag/AgCl) for the anode. The electrodes are immersed in 

potassium chloride (KCl) electrolyte, which maintains the concentration of chloride 

ions to keep a fixed voltage between the electrolyte and the Ag/AgCl electrode. This 
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electrolyte is separated from the liquid by a Teflon membrane, which allows the 

oxygen to pass through. When a voltage is applied, oxygen near the platinum electrode 

is totally consumed by the following reactions: 

O2 + 4 e− + 2 H2O ↔ 4 OH−      [2-18] 

O2 + 2 e− + 2 H2O ↔ H2O2 + 2 OH−      [2-19] 

H2O2 + 2 e− ↔ 2 OH−        [2-20] 

The oxygen can be consumed directly by equation 2-18, or with hydrogen 

peroxide as intermediate equation 2-19 followed by equation 2-20, depending on the 

cathode material [74]. As oxygen around the electrode surface is consumed the oxygen 

concentration is reduced. Diffusion and consumption cause a concentration gradient 

across the electrolyte and in the liquid sample in the vicinity of the membrane. This 

diffusion gradient limits the current measured at the electrode. Further details about this 

diffusion are present in chapter 3. The diffusion (limited) oxygen reduction current can 

be measured via the electrical current at the platinum electrode, and is directly 

proportional to the concentration of oxygen in the liquid sample. The coefficient of this 

relation depends on geometry, and can be determined by calibration.  The oxygen 

concentration in the liquid can be calculated simply from the measured current and this 

coefficient. 

However, as the diffusion of species to and from the electrode is affected by flow, 

measurement error occurs when water flows with different flow rate across the 

electrode. In addition, the diffusion is also very sensitive to the geometry of the 

platinum electrode; it is very important to maintain a steady surface condition of the 

platinum electrode. Any changes of the surface condition will cause drift in the sensor 

readings. 

Many Clark-type DO sensors are commercially available from YSI [75], Seabird 

[76], and other companies [77, 78]. The precision of these products is up to ±0.1% of 

FS (normally 1000 µM). However, the accuracy is much worse than the precision, 

about 10 µM . 

The membrane and the internal KCl electrolyte make these systems difficult to 

miniaturise. Revsbech introduced a cylindrical miniaturised Clark-type DO sensor [79], 

where the Clark-type electrode is made as a needle. This needle type sensor is 

commercially available from Unisense [80], with needle diameter down to l µm. 

However, the volume of the internal electrolyte makes the whole sensor large, with a 

length of 150 mm. Therefore it is difficult to miniaturise in all the three dimensions.  
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As seawater has a relatively stable concentration of chloride ion, the membrane 

and electrolyte can be omitted for ocean applications. Recently, this was done by Sosna 

et al at the University of Southampton, School of Chemistry, and National 

Oceanography Centre, Southampton. This principle has been verified by a PC based 

system [81-84], shown in figure 2-24: 

 

Figure 2-24 A schematic representation of the Sosna’s DO calibration system. A: humidifier, 

B: saturated solution reservoir, C: measurement cell, D: inlet capillary, E: outlet connector, F: 

argon feed neck, G: valve, H: oxygen feed, WE: working electrode, and RE: reference 

electrode [55]. 

In this system, the working electrode (cathode) is made from a platinum micro-

wire sealed in a soda glass pipette, and the reference electrode (anode) is a Saturated 

Calomel Electrode (SCE). Comparing with the Clark-type electrode system, this system 

does not need a membrane, and both working electrode and reference electrode are 

directly immersed into the liquid sample with an oxygen concentration to be measured.  

Similar to the Clark-type electrode, oxygen diffusion is created from the platinum 

micro-wire surface to the liquid bulk. The tube of the glass pipette gives a fixed liquid 

dimension for this diffusion, and also minimizes the flow effect. Experiment results 

show that this DO system can give a precision of ±1.5% over first 24 h. However, 

works need to be carried to improve the durability and to reduce flow sensitivity. 

 

2.7.2 Optode sensor 

An oxygen optode is a sensor that performs an optical measurement of the 

oxygen concentration [85-89]. The sensor is a chemical film that is fixed to the tip of an 

optical cable. This film fluoresces and the property of the fluorescence changes with 
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the oxygen concentration. Normally the fluorescence is highest when there is no 

oxygen, and reduces if oxygen molecules collide with the film. Therefore oxygen 

concentration can be calculated by measuring the fluorescence. 

The relation between fluorescence and oxygen concentration is not linear, but 

more sensitive at low oxygen concentration. Compared with the electrode sensor, the 

optode is not affected by water flow. This is because oxygen is not consumed by the 

sensor, and therefore at steady state flow cannot change the oxygen concentration in the 

sensing element. However, in transient conditions stronger flow increases mass 

transport and therefore transport of oxygen to or from the sensing element giving rise to 

a quicker response time. However, as the film takes time to respond to oxygen change, 

the optode has the longer response time compared with an electrode. Furthermore, as 

the film has a finite life time (due to fluorescence attenuation by photobleaching), the 

sensing element needs to be replaced periodically. 

Many oxygen optodes are commercially available from AADI [90], including 

[91-93]. These products have an accuracy of ±5% of FS, and response time (τ, 63%) of 

25 s. 

2.8 Summary and conclusion 

This chapter introduced the definition of salinity, and the relation between 

salinity and the CTD; the principle of CTD measurement, and existing CTD systems. 

The principle of dissolved oxygen measurement was also introduced. 

This thesis describes a miniature sensor system for ocean monitoring, made using 

an electrode conductivity sensor, PRT temperature sensor, and electrode DO sensor. 

All these sensors have similar requirements in terms of fabrication, and can be 

integrated onto a single micro chip with glass substrate and platinum electrodes. A 

voltage-current based circuit is used to support the CT sensors. The electrode DO 

sensor is also based on voltage-current measurements, and has the potential to share the 

same circuit as the CT sensor. 

Existing small CTD systems only have about ±1 psu accuracy in salinity. To 

make improvements, the CT accuracy of the next generation miniature system need to 

be ±0.1 mS/cm and ±0.1 oC to give ±0.1 psu accuracy in salinity. A significant 

improvement can be achieved if the miniature system has CT accuracies of ±0.01 

mS/cm and ±0.01 oC, giving similar salinity accuracy to the large precision system, of 

±0.01 psu.  In-situ long-term deployment applications require DO accuracy from ±2% 
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to ±5% [94, 95], which is about ±10 µM accordingly. However, stability and flow 

independence are important.  Power consumption and bio-fouling issues are also 

important, as many autonomous applications might require a battery life of more than 1 

year, and bio-fouling needs to be removed automatically during deployment.   
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Chapter 3 The Electrode-

Electrolyte Interface 

Because the conductivity and DO sensors use electrodes for measurements, it is 

important to understand the interface and the electrochemistry between the electrodes 

and the sea water. This chapter introduces the electrode-electrolyte interface and 

describes electrochemical reactions. It gives the equivalent electrical circuit, and 

discusses how to use this interfacial circuit model to analyse and design the 

conductivity and DO sensors. 

3.1 The structure of the electrode-electrolyte interface  

When an electrode is immersed into an electrolyte, a series of electrochemical 

reactions can occur at the electrode surface, transferring electrons between the 

electrode and the electrolyte, and charging the electrode. The electrode may also be 

charged by an outside source. These charges create an electrical potential on the 

electrode changing the local ion concentration. Oxidation reactions cause electrical 

current to flow from the electrode to the electrolyte, whilst reductions cause the current 

to flow in the opposite direction. When the potential and concentrations are changed to 

a certain level, the exchange current of oxidations and reductions reactions balance, the 

net current reduces to zero and an electrochemical equilibrium is established.  

The electrolyte bulk has no net charge and is therefore neutral overall, however 

when an electrode is immersed into an electrolyte, this electrode may be charged by an 

outside potential or by charge transfer reactions. This charge creates an electric field, 

attracting anions and cations to the electrode. The charge transfer process may also 

produce anions and cations with different amounts of charge. Therefore the distribution 
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of the ions in the solution is changed when an electrode is immersed into the solution. 

As a result of electrode charging or applied potential electrostatic attraction occurs with 

charged ions in the bulk electrolyte, the ion concentration near the electrode is changed, 

while overall the solution bulk remains neutral. 

At the electrode-electrolyte interface, the ions and solvent molecules are 

organised into different layers. Figure 3-1 shows this structure for a metal electrode, 

and figure 3-2 shows the profile of the potential at the electrode-electrolyte interface: 

 

Figure 3-1 A diagram demonstrating the structure of the electrode-electrolyte interface, where 

x1 is the distance between electrode surface and inner Helmholtz plane (IHP), x2 is the distance 

for outer Helmholtz plane (OHP), ΦM is the potential of the metal electrode, Φ1 and Φ2 are the 

potentials on the IHP and the OHP respectively, σi is the charge density in the IHP, σd is the 

charge density in the OHP and diffusion layer. 
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Figure 3-2 A diagram demonstrating the potential profile at the electrode-electrolyte interface. 

ΦM is the potential of the metal electrode, Φ2 is the potential on the OHP, and ΦS is the 

potential of the solution bulk, which is set to 0 here.  

 

As shown in figure 3-1, some solvent molecules and ions are specifically 

adsorbed close to the electrode surface and form an inner layer. This layer may also 

include the other ions or molecules. This is often referred to as the Stern layer.  The 

locus of the electrical centres of these specifically adsorbed ions is called the inner 

Helmholtz plane (IHP), at a distance x1, with a total charge density of σi. Solvated ions 

approach the electrode because of the electric field, and form the outer layer. The locus 

of centres of these nearest solvated ions is called the outer Helmholtz plane (OHP), 

which is at distance x2. Also some solvated ions are not specifically adsorbed, but 

affected by the electric attraction and thermal motion, distributing in a region called 

diffuse layer. The total charge density of outer layer and diffuse layer is σd. The total 

charge density at the metal electrode σM is given by: 
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ெߪ  ൌ െߪௌ ൌ െሺߪ௜൅ߪௗሻ                             [3-1] 

where σS is the total charge density of the solution. 

3.2 Double layer capacitance 

For an electrode-electrolyte interface as shown in figure 3-2, the electrode and the 

solution around the electrode may be charged, creating a potential ΦM on the electrode. 

Therefore the electrode-electrolyte interface acts as a capacitor, and the capacitance C 

is determined by the total charge Q and potential ΦM as C=Q/ΦM. Helmholtz assumed 

the charge of solvated ions was confined within the OHP. Then the capacitance of the 

electrode-electrolyte interface is given by: 

ுܥ  ൌ
ఌబఌೝ஺

ௗೀಹು
                              [3-2] 

 

where ε0 is the permittivity of free space, εr is the relative permittivity of the electrolyte 

media, A is the electrode area, and dOHP is the distance of OHP with a typical value of 

3 Å for KCl or NaCl solution [96-98]. This capacitance (CH) is called the Helmholtz 

capacitance, and normally is estimated to be 10 ~ 40 µF/cm2 [32]. 

The Helmholtz capacitance doesn’t consider solvated ions in the diffuse layer. 

Therefore Gouy and Chapman considered the entire interface as a diffuse layer, and 

proposed that the number concentration of solvated ions (n, in ions/L) in the interface 

have a distribution governed by Boltzmann statistics,  

݊ ൌ ݊଴exp	ሺ
ି௭௘ః

௞்
ሻ                  [3-3] 

where Φ is the potential with respect to the bulk solution, n0 the number concentration 

of solvated ion in the bulk solution, z the valence of the ions, e is the electron charge 

(1.60219×10-19 C), k is the Boltzmann constant, and T is the absolute temperature. 

Based on equation 3-3, Gouy and Chapman deduced the capacitance (CG, Gouy-

Chapman capacitance) as follows  

ீܥ     ൌ ටଶ௭మ௘మఌబఌೝ௡బ
௞்

cosh	ሺ௭௘ఃబ
ଶ௞்

ሻ  [4-3]                   ܣ

where Φ0 is the potential on the electrode surface with respect to the bulk solution.  
 

cosh	ሺ୸ୣ஍బ

ଶ୩୘
ሻ is a factor for CG. As coshሺxሻ ൌ ଵ

ଶ
ሺe୶ ൅ eି୶ሻ, this factor increases 

with Φ0. When a small potential less than 25 mV is applied (Φ0 ≈ 0), this factor 

becomes 1. Then CG is given as:  
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     ൞
Cୋ ൌ

கబக౨୅

஛

λ ൌ ට
கబக౨୩୘

ଶ୸మୣమ୬బ

     [3-5] 

Comparing with equation [3-2], λ can be seen to be the characteristic thickness of 

the diffuse layer – the Debye length (figure 3-2). Table 3-1 gives values for λ for KCl 

solutions of different molarities at 25 oC: 

Molar Concentration (mol/L) 1 10-1 10-2 10-3 10-4 
λ (Å) 3.0 9.6 30.4 96.2 304 

Table 3-1 Thickness of the diffuse layer for KCl solution of different concentrations at 25 oC 
[32]. 

 

Since the diffuse layer is formed because of electrostatic attraction and thermal 

motion, CG is strongly dependent on potential, temperature and concentration. 

However, as the IHP and OHP are weakly dependent on these three parameters, error is 

introduced in the model of the interface if the IHP and OHP are assumed to be part of 

the diffuse layer (as in the Gouy and Chapman model). A better model given by Stern 

divides the interface into two layers: the Helmholtz layer formed by bound ions at the 

OHP, and the Gouy-Chapman layer formed by the diffuse layer. The capacitance of the 

Helmholtz layer is attributed to CH, while the capacitance of the Gouy-Chapman layer 

is modelled as CG. This model is called the Gouy-Chapman-Stern (GCS) model. Hence 

the total interfacial capacitance (CDL, also called the double layer capacitance) is by the 

series combination of CH and CG together, where the potential on the OHP (Φ2) should 

be used to replace Φ0 for CG:  

 

      

ە
ۖ
۔

ۖ
ۓ

ଵ
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ൌ ଵ
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                 [3-6] 

 
 

Figure 3-3 is a plot of CDL for solutions with different concentrations: 



 46

 
Figure 3-3 Plot of the expected behaviour of CDL according to GCS theory as the electrolyte 

concentration changes, where Vz is the voltage on the electrode at the point of zero charge. 

 

As shown in figure 3.3, an electrolyte with a higher salt concentration has a larger 

CDL when the applied voltage (V-Vz) is small. However, if this voltage is large, the 

concentration makes no difference to CDL, which is very close to CH.  

The reason for this is that as a series connection, the value of CDL depends on the 

smaller of the either CH or CG. If CH >> CG, CDL ≈CG. Otherwise, if CG >> CH, CDL ≈

CH. From table 3-1 we see that, normally dOHP (3 Å) is smaller than λ, except when the 

electrolyte concentration is greater than 1 M. Therefore, as shown in the figure, for 

small excitation voltages, CH is bigger than CG. Therefore, the value of CDL is governed 

by CG, and increases with concentration. However, as CG also increases with applied 

voltage, for high excitation voltage, CG is bigger than CH and CDL becomes close to CH.  

3.3 Faradaic impedance 

An electrode, at which no charge transfer occurs, regardless of the potential 

imposed by an outside source of voltage, is called an ideal polarized electrode (IPE). 

Although no real electrodes behave as an IPE, some can approach IPE behaviour over 

limited potential ranges [32]. 

The double layer capacitance provides a model for the electrode-electrolyte 

interface when there is no charge transfer. Charge transfer occurs when a chemical 

reaction happens at the electrode surface, transferring electrons between the electrolyte 

and electrode. This charge transfer behaves like a leakage current through the double 

layer capacitance. Therefore impedance in parallel with the double layer capacitance is 

used to describe this behaviour, called Faradaic impedance. 
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As mentioned previously, electrochemical equilibrium is established when the 

potential on the electrode and the ion concentration in the electrolyte are changed to 

certain levels. A reaction is given as following: 

                [3-7] 

 

where O is the oxidised form of the chemical species, R is the reduced form, and n is 

the number of electrons transferred in this reaction. Two electric currents are created in 

this reaction: oxidation (following the equation from right to left) makes electric 

current flow from electrode to the electrolyte (i.e. electrons are generated at the 

electrode), while reduction (following the equation from left to right) makes the electric 

current flow in the opposite way. At equilibrium, these two currents maintain a net 

current of zero.  

When there is no net current, the potential of the electrode with respect to the 

surrounding solution (equilibrium voltage within the diffusion layer, Veq) is given by 

the Nernst equation: 

  ௘ܸ௤ ൌ ଴ߔ ൅ ோ்

௡ி
ln	 ஼ೀሺ௫ୀ଴ሻ

஼ೃሺ௫ୀ଴ሻ
    [3-8] 

Where Φ 0 is the standard electrode potential, which is the equilibrium voltage 

measured at standard state against a Standard Hydrogen Electrode. (SHE, also called 

Normal Hydrogen Electrode, NHE). The standard state is 1 mol/L for solutes and 1 bar 

for gases. R is the universal gas constant equal to 8.3144621(75) J K−1 mol−1 [99]. T is 

the absolute temperature. F is the Faraday constant, equals to 96485.3365 (21) C mol−1 

[100]. CO and CR are the concentrations of the oxidant and reductant respectively, and 

(x=0) means these concentrations are taken around the electrode surface. At  25 oC, this 

equation can also be written as: 

    ௘ܸ௤ ൌ ଴ߔ ൅ ଴.଴ହଽଵ଺

௡
logଵ଴

஼ೀሺ௫ୀ଴ሻ

஼ೃሺ௫ୀ଴ሻ
	   [3-9] 

As discussed in section 3.1, the concentrations at the electrode (CO(x=0), 

CR(x=0)) may be slightly different from the concentrations of the solution bulk (CO
*, 

CR
*) due to charge transfer effects and electrostatic attraction. However, when the 

interface is at equilibrium, these differences can normally be ignored. Therefore Veq at 

equilibrium is the same as the equilibrium voltage of the solution bulk Veq
*: 

  ௘ܸ௤
∗ ൌ ଴ߔ ൅ ோ்

௡ி
ln	 ஼ೀ

∗

஼ೃ
∗              [3-10] 

However, if an external voltage/current source is used to generate a current flowing 

through the electrode, the equilibrium is perturbed, making the equilibrium voltage 

O+ne R
Reduction

Oxidation
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within the diffusion layer Veq different from the equilibrium voltage of the solution bulk 

Veq
*. 

The voltage on the electrode increases the oxidation energy potential, and 

decreases the reduction energy potential. The potential energy of oxidation and 

reduction is the same when Veq is applied to the electrode. Therefore the oxidation 

current and reduction current are the same, creating a net current of zero. This energy 

balance will cease if a voltage (V) different from Veq is applied to the electrode. A 

voltage higher than Veq increases the oxidation current and reduces the reduction 

current, making a net current flow from the electrode to the solution.  

If the net current is non-zero, the concentration of the reaction products will be 

elevated (and reaction constituents (substrates) diminished) within the diffuse layer. 

These concentration gaps in the diffuse layer make Veq different from Veq
*. Mass 

transfer via fluid motion (e.g. convection) in the bulk solution is much faster and of 

greater flux than diffusive mass transport from the electrode. The size of this effect is 

dependent on the thickness of the diffuse layer, which itself is dependent on the 

properties of hydrodynamic boundary layer in the vicinity of the electrode and hence on 

flow within the bulk solution. Regardless of the magnitude of the effect, when a voltage 

different to Veq is applied to the electrode the elevated concentration of reaction 

products (and reduced concentration of substrates) within the vicinity of the electrode 

will decrease the magnitude of the reaction current. This effect is observed in 

amperometric (current measuring) analytical systems, and changes Veq in polarographic 

(measuring Veq) systems with electrodes that are not ideally polarized.  

The volume of the solution is usually considered to be large enough to avoid any 

changes in CO
* and CR

*. Therefore Veq
* is a constant. The original (undisturbed by 

induced concentration variation at the electrode) equilibrium voltage (Veq
*) can be 

considered as a DC bias. Therefore the voltage applied to the electrode for charge 

transfer can be divided into two parts: 

    ܸ െ ௘ܸ௤
∗ ൌ ൫ܸ െ ௘ܸ௤൯ ൅ ሺ ௘ܸ௤ െ ௘ܸ௤

∗ሻ            [3-11] 

The first part (V-Veq) of the voltage is consumed in breaking the energy potential 

balance and generating a net current at the electrode surface, and the second part (Veq-

Veq
*) is consumed by transferring the reaction products from electrode surface to the 

solution bulk. To describe these two voltage consumptions, the Faradaic impedance can 

be divided into two series components. When an extremely small AC voltage is 
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applied, these two impedance elements are modelled as charge transfer resistance and 

Warburg impedance respectively. 

3.3.1 Charge transfer resistance 

When a voltage (V) different from Veq is applied to the electrode, equilibrium is 

broken and a net current is generated by this voltage difference. The relation between 

the voltage difference (V-Veq) and the net current (from electrode to solution) is given 

by the Butler-Volmer equation:  

ܫ  ൌ ଴ሾexpܫ ቀ
ሺଵିఈሻ௡ி൫௏ି௏೐೜൯

ோ்
ቁ െ exp	ሺ

ሺିఈሻ௡ிሺ௏ି௏೐೜ሻ

ோ்
ሻሿ            [3-12] 

Here I0 is the exchange current at equilibrium. α is the charge transfer coefficient, 

ranging from 0 to 1. The value of α depends on the slopes of standard free energy 

(Gibbs’s theory [32]) vs. reaction coordinate [32] for both oxidant and reductant, with a 

typical value of 0.5. 

The exchange current I0 can be given by: 

଴ܫ  ൌ ݔைሺܥ଴݇ܣܨ݊ ൌ 0ሻଵିఈܥோሺݔ ൌ 0ሻఈ            [3-13] 

where k0 is the standard rate constant, which takes different values depending on the 

type of the reactions. As shown in the equation, the exchange current I0 is in direct 

proportion to the electrode area A. The Nernst equation shows that, the ratio of CO(x=0) 

to CR(x=0) is fixed for a certain Veq at equilibrium. Therefore, as the power coefficients 

of CO(x=0) and CR(x=0) sum to 1, I0 can also be considered directly proportional to 

either CO(x=0) or CR(x=0). 

The net current I can be further divided into I1 and I2, given as follows: 

 

ە
ۖ
۔

ۖ
ۓ ܫ ൌ ଵܫ െ ଶܫ

ଵܫ ൌ ଴ܫ exp ቀ
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ቁ

ଶܫ ൌ ଴ܫ exp ቀ
ሺିఈሻ௡ி൫௏ି௏೐೜൯

ோ்
ቁ

             [3-14] 

I1 is the oxidation current, giving a positive contribution to I, while I2 is the reduction 

current, giving a negative contribution to I. If V is bigger than Veq, I1 is bigger than I2. 

Then I has a positive value, which means that net current flows from the electrode into 

the solution. If V is smaller than Veq, I1 is smaller than I2. Then I has a negative value, 

which means that net current flows from the solution into the electrode. 

The ratio between V- Veq to I is considered the charge transfer resistance (Rct), 

given by:  



 50

 ܴ௖௧ ൌ
௏ି௏೐೜

ூ
ൌ 1 ሼܫ଴ሾ

ୣ୶୮൬
ሺభషഀሻ೙ಷ൫ೇషೇ೐೜൯

ೃ೅
൰

௏ି௏೐೜
െ

ୣ୶୮൬
ሺషഀሻ೙ಷ൫ೇషೇ೐೜൯

ೃ೅
൰
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ሿൗ ሽ            [3-15] 

As shown in the equation, Rct is not an ideal resistance as it increases steeply with 

the absolute applied voltage (|V- Veq|). However, if an extremely small voltage is used 

to make (|V- Veq|
	
→ 0), then Rct is similar to an ideal resistance, with a value as: 

 ܴ௖௧ ൌ
ோ்

௡ிூబ
ܸ|	݄݊݁ݓ						, െ	 ௘ܸ௤|

	
→ 0	            [3-16] 

3.3.2 Warburg impedance 

As mentioned before, the differences in the mass transport and diffusive fluxes 

into the bulk solution, coupled with the charge transfer current, changes the 

concentrations of oxidant and reductant close to the electrode, creating a diffusion 

gradient from the electrode surface to the solution bulk. The concentrations of oxidant 

and reductant are functions of time t and distance x from the electrode, and can be 

written as CO(x,t) and CR(x,t) respectively. The dimension of the electrolyte bath is 

usually large compared with the diffusion length, and the concentration of the solution 

bulk can be considered unchanged. Therefore the boundary condition of the diffusion 

is:   

 lim௫→ஶ ,ݔைሺܥ ሻݐ ൌ ைܥ
∗            [3-17] 

 lim௫→ஶ ,ݔோሺܥ ሻݐ ൌ ோܥ
∗	 

This boundary condition is called a semi-infinite boundary condition. 

According to equation 3-16, when using an extremely small excitation voltage, 

the charge transfer current I is: 

ܫ     ൌ
௡ிூబሺ௏ି	௏೐೜ሻ

ோ்
ܸ|	݄݊݁ݓ						, െ	 ௘ܸ௤|

	
→ 0	           [3-18] 

Because I0 is in direct proportion to either CO(x=0) or CR(x=0), according to 

equation 3-13, the charge transfer current I can be considered directly proportional to 

CO(x=0) or CR(x=0). 

When a large (>> the diffusion length, 2√ݐܦ (see chapter 4)) planar electrode is 

used, the diffusion can be assumed to be perpendicular to the electrode surface (one 

dimensional diffusion in unstirred liquid). Diffusion for planar electrodes using 

extremely small excitation voltages and under semi-infinite boundary condition is 

called semi-infinite linear diffusion. The V/I relations of this diffusion can be described 

by Warburg impedance (ZW): 
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where j is the imaginary number, ω is the angular frequency of the excitation voltage, 

and Aw is called Warburg coefficient or Warburg constant, which is given as: 
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where DO and DR are the diffusion coefficient (in cm2/s) of the oxidant and reductant 

respectively. 

The Warburg impedance is a constant phase element with a fixed phase of -45o. 

The amplitude of this impedance depends on the diffusion coefficients of oxidant and 

reductant, and can be reduced by increasing the excitation frequency.  

For some electrode and electrolyte system, e.g. Ag/AgCl electrode in KCl 

solution, the diffusion coefficients are very large, which means the Warburg impedance 

can be ignored. When extremely small currents pass though the electrode-electrolyte 

interfaces, the voltage drop across the Faradaic impedance can be ignored, and a fixed 

voltage drop of Veq
* is created across the interface. On the other hand, some interfaces 

have very small diffusion coefficients, e.g. the mercury electrode in KCl solution. This 

interface has very large Faradaic impedance, and can be considered as an IPE. 

3.4 Randles model for AC excitation 

To model the behaviour of the electrode-electrolyte interface for extremely small 

AC excitations, Randles gave an equivalent circuit that combines the double-layer 

capacitance and Faradaic impedance together. Figure 3-4 shows this equivalent circuit: 

 

 

Figure 3-4 Randles equivalent circuit for electrode-electrolyte interface. 

  

In addition to the Faradaic impedance and the double-layer capacitance, a resistor 

Rs is included in the equivalent circuit, representing the resistance of the bulk 
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electrolyte. This equivalent circuit is commonly used in Electrochemical Impedance 

Spectroscopy (EIS) for interpretation of impedance spectra. However, we should be 

aware that this equivalent circuit only works for extremely small AC excitation signals. 

All the components in this circuit are not ideal electronic component when the 

excitation signal is not small, except Rs. We should also be aware that both CDL and the 

Faradaic impedance have a DC voltage bias. This DC bias is Vz for CDL, and Veq
* for 

the Faradaic impedance. 

3.5 Model for DC excitation 

As mentioned before, the concentration of oxidant or reductant on the electrode 

surface is the same as in the bulk solution at equilibrium (CO(x=0) = CO
*, CR(x=0) = 

CR
*), and a floating electrode has a potential of Veq

* with respect to the solution bulk. If 

a voltage V different from Veq
* is applied to the electrode, this voltage will create a 

charge transfer current given by equation 3-12, causing concentrations on the electrode 

surface (CO(x=0), CR(x=0)) to differ from the solution bulk (CO
*, CR

*). The difference 

of concentrations creates diffusion current as follows: 

|ைܫ|   ൌ ݔைሺܥ|ை݉ܣܨ݊ ൌ 0ሻ െ ைܥ
∗|              [3-21] 

|ோܫ|  ൌ ݔோሺܥ|ோ݉ܣܨ݊ ൌ 0ሻ െ ோܥ
∗|            [3-22] 

mO is the mass-transfer coefficient of oxidant, which can be affected by solution 

dimensions, thickness of the diffusion, water flow and temperature. If a transient 

measurement is applied, the mass-transfer coefficient is also time dependent as the 

diffusion thickness changes with time (see section 4.4). mR is the mass-transfer 

coefficient of reductant. |IO| and |IR| are the unsigned diffusion current. 

When a DC voltage is applied on the electrode, equilibrium is broken and the 

charge transfer current I is bigger than the diffusion current |IO| and |IR| because the 

concentration differences are smaller. Then the difference from I to |IO| and |IR| creates 

a concentration difference. This accumulation reduces I by decreasing |V-Veq|, and 

enhances |IO| and |IR| by increasing the concentration differences. Finally I, |IO| and |IR| 

reach the same values as I = |IO| = |IR|, assuming the bulk concentration does not 

change. Then the charge transfer current I is stabilized. 

The relation between the DC voltage V and stabilized current I can be found as 

follows: 

Consider that the positive direction of current is from the electrode to the 

electrolyte, then the diffusion current is:  
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ைܫ   ൌ ݔைሺܥைሺ݉ܣܨ݊ ൌ 0ሻ െ ைܥ
∗ሻ              [3-23] 

ோܫ  ൌ ோܥோሺ݉ܣܨ݊
∗ െ ݔோሺܥ ൌ 0ሻሻ            [3-24] 

If V is bigger than Veq
*, the reduced species (reductant) is consumed, therefore I 

has an upper limit (Iul) when CR(x=0) = 0: 

௨௟ܫ ൌ ோܥோ݉ܣܨ݊
∗               [3-25] 

If the reaction has more than one reductant, the upper limit of current will be 

determined by the reductant which has smallest product of mR and CR
*. If one of the 

reductants has an initial concentration of 0, this reaction will have Iul of 0. 

Conversely if V is smaller than Veq
*, then oxidised species (oxidant) is consumed, 

therefore I has a lower limit (Ill) when CO(x=0) = 0: 

௟௟ܫ ൌ െ݊݉ܣܨைܥை
∗               [3-26] 

Therefore the relations between the concentrations on the electrode surface and in 

the solution bulk when stabilized are given as:  

ݔைሺܥ    ൌ 0ሻ ൌ ூିூ೗೗
௡ி஺௠ೀ

               [3-27] 

ݔோሺܥ  ൌ 0ሻ ൌ ூೠ೗ିூ

௡ி஺௠ೃ
             [3-28] 

Using equation 3-27 and 3-28 into equation 3-8, we see that: 

   ܸ ൌ ߟ ൅ ௘ܸ௤ ൌ ߟ ൅ ଴ߔ െ ோ்

௡ி
ln௠ೀ

௠ೃ
൅ ோ்
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ln	 ூିூ೗೗

ூೠ೗ିூ
             [3-29] 

Where η is the voltage difference between V and Veq (η= V - Veq). Normally η is very 

small, therefore it is not necessary to distinguish between V and Veq. By ignoring this 

difference, the relation between V and I is shown in figure 3-5:  

 

Figure 3-5 Plot of the V-I relation. V is the applied DC voltage on the electrode-electrolyte 

interface, while I is the stabilized current. 
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As shown in the figure, the stabilized current I is very close to Ill if V is much 

smaller than the standard equilibrium voltage Ф0. This current increases rapidly from Ill 

to Iul in the region of Ф0, then is close to Iul when V is bigger than Ф0.  

The concentration of the solution (CO
* and CR

*) is important to the shape of this 

V/I figure. As Iul and Ill are in direct proportion to CO
* and CR

* respectively, they 

determine the range of the stabilized current I. This range is in direct proportion to the 

width of the increasing slope. However, no matter where the equilibrium voltage Veq
* 

is, the centre position of the slope is Ф0, and has no relation to CO
* and CR

*. 

3.6 Electrochemical reactions in sea water 

Sea water is a complex mixture of dissolved salts. As table 3-2 shows, many 

kinds of ions are dissolved in sea water. Furthermore, gas molecules, such N2 and O2, 

are also dissolved in sea water, e.g. O2 has a concentration of about 0.0003 mol/kg at 

one atmosphere. Electrodes are normally made from Pt or Ag/AgCl, therefore we need 

to consider reactions concerning these ions, molecules, and the electrodes. Table 3-3 

gives these reactions, with their standard equilibrium voltage Ф0. 

Component  Concentration (mol/kg) 

H2O   53.6 

Cl−   0.546 

Na+   0.469 

Mg2
+   0.0528 

SO4
2−  0.0282 

Ca2+   0.0103 

K+   0.0102 

CT  ([CO2*] + [HCO3
−] + [CO3

2−])  0.00206 

Br−   0.000844 

BT  ([H2BO3
−] + [H3BO3])  0.000416 

Sr2+   0.000091 

F−   0.000068 

Table 3-2 Concentrations of major species present in seawater @ Salinity = 35 psu [101]. 
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Number  Reactions  Ф0 (V) 

1  3⁄2 N2(g) +  H
+ +  e− ↔ HN3(aq)   −3.09 [102] 

2  K+ +  e− ↔K(s)   −2.931 [103] 

3  Sr2+ + 2 e− ↔Sr(s)    −2.899 [103] 

4  Ca2+ + 2 e− ↔Ca(s)    −2.868 [103] 

5  Na+ +  e− ↔  Na(s)  −2.71 [103] 

6  Mg2+ + 2 e− ↔Mg(s)    −2.372 [103] 

7  2  H2O + 2 e
− ↔ H2(g) + 2 OH

−    −0.8277 [103] 

8  2 CO2(g) + 2 H
+ + 2 e− ↔HOOCCOOH(aq)    −0.43 

9  O2(g) +  H
+ +  e− ↔ HO2•(aq)    −0.13 

10  CO2(g) + 2 H
+ + 2 e− ↔CO(g) +  H2O  −0.11 

11  N2(g) + 2 H2O + 6 H
+ + 6 e− ↔ 2 NH4OH(aq)    +0.092 

12  SO4
2− + 4 H+ + 2 e− ↔SO2(aq) + 2 H2O  +0.17 

13  AgCl(s) +  e− ↔ Ag(s) + Cl−    +0.22233 [103] 

14  O2(g) + 2 H2O + 4 e
− ↔ 4 OH−(aq)    +0.40 [104] 

15  O2(g) + 2 H
+ + 2 e− ↔  H2O2(aq)    +0.70 

16  Br2(aq) + 2 e
− ↔2 Br−    +1.0873 [103] 

17  Ag2O(s) + 2 H
+ + 2 e− ↔ 2 Ag(s) +  H2O    +1.17 

18  Pt2+ + 2 e− ↔ Pt(s)    +1.188 [32] 

19  O2(g) + 4 H
+ + 4 e− ↔ 2 H2O    +1.229 [104] 

20  Cl2(g) + 2 e
− ↔2 Cl−    +1.36 [104] 

21  AgO(s) + 2 H+ +  e− ↔ Ag+ +  H2O    +1.77 

22  H2O2(aq) + 2 H
+ + 2 e− ↔2 H2O    +1.78 

23  Ag2+ +  e− ↔ Ag+    +1.98  [105] 

24  O3(g) + 2 H
+ + 2 e− ↔O2(g) +  H2O    +2.075  [32] 

25  F2(g) + 2 e
− ↔2 F−    +2.87[106] 

Table 3-3 List of electrochemical reactions for sea water, ordered by their standard electrode 
potential from low to high. The legends behind the reagents’ names indicate the reagents’ form: 

(s) – solid, (l) – liquid, (g) – gas, (aq) – aqueous. Reagents in red text are rare in sea water, in 
blue text are provide by the electrode, in black are in sea with certain concentrations. 

  

As discussed above, a reaction will have Iul or Ill equal to 0, if at least one of the 

reductants or oxidants is rare in the seawater. Therefore reaction 8~12, 15, 20, and 23 

in the table can be ignored because both Iul and Ill are 0. Also, reactions 1~7, and 14 

have Iul equal to 0, while reactions 16~20, 22, 24, and 25 have Ill equal to 0. 
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3.6.1 Ag/AgCl electrode  

When a Ag/AgCl electrode is used, reaction 13 is the only reaction which has 

neither rare oxidant nor rare reductant. The oxidant of the reaction is AgCl and can be 

considered infinite as it is the material of the electrode. Therefore the Ill of this reaction 

can be considered infinite. For the reductant, Ag is the electrode material, and Cl- is the 

ion of largest concentration (0.546 M) in seawater. Therefore Iul of this reaction is also 

large. Because reaction 13 allows large currents to pass though it in both directions, 

other reactions are not going to happen, and the Ag/AgCl electrode has a narrow range 

of excitation voltages around the Ф0 (0.222 V). The equilibrium voltage of Ag/AgCl 

electrode for seawater at 25 oC is 0.237 V calculated from equation 3-9. Therefore it 

can be considered as a non-polarisable electrode, as long as the excitation current is 

small, and does not impact the Cl- concentration around the electrode. 

3.6.2 Platinum Electrode 

When a platinum electrode is used, equation 13 and 17 can be ignored as no 

silver is present. The equilibrium voltage of a platinum electrode is difficult to 

determine, and depends on the concentration of the rare ions. However, this equilibrium 

voltage is in the range between Ф0
14 and Ф0

16 (0.40~1.0873 V, Ф0
i is Ф0 of equation i), 

because equation 1~14 have Iul equal to 0, and equation 16~24 have Ill equal to 0.  

Water (H2O) has a positive standard electrolysis potential of 1.229 V (Ф0
19), and 

negative standard electrolysis potential of -0.8277 V (Ф0
7). If seawater is neutral 

(pH=7), both H+ and OH- have concentrations of 10-7 M, therefore the potentials where 

electrolysis starts (at 25 oC) can be calculated as Ф0*
19=0.814 V and Ф0*

7=-0.413 V. As 

a solvent, H2O can provide a very large electrolysis current when the potential increase 

above its standard electrolysis potential. These electrolysis potentials confine the 

applied voltage on the electrode, prohibiting it from being either much higher than Ф0
19 

or much lower than Ф0
7. Therefore any reduction with a Ф0 much lower than Ф0

7 is not 

going to happen (reactions 1~6, from left to right). As they also have Iul equal to 0, 

reactions 1~6 are not going to happen in either directions, and can be ignored. 

Similarly, reactions 21~25 have Ф0 much higher than Ф0
19, and Ill equal to 0. Therefore 

they are not going to happen either. 

Reactions 16, 18, 19, and 20 are competing reactions with similar standard 

electrode potentials. Reaction 16 can be ignored because Br- has a much lower 
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concentration compared to Pt, H2O, and Cl- in equation 18~20 respectively. In neutral 

or alkaline solvent, reaction 18 happens in another form as:  

PtO(s) +   2 H+ +2 e− ↔ Pt + H2O   Ф0 = 0.980 V [107] 

In this reaction, the oxidation product PtO is in solid state. It covers the electrode 

surface, preventing the remaining Pt to be oxidised. Due to this kinetics reason, 

reaction 18 has Iul of 0. In the remaining 2 reactions, experiments [108, 109] show that 

reaction 20 will happen, prohibiting reaction 19, if the applied potential is bigger than 

Ф0
20. 

Hence only reactions 7, 14, 19 and 20 need to be considered. The combined 

effect of these results can be seen in figure 3-6 which gives the V-I profile of sea water 

for a platinum electrode. The dominant electrochemical reactions over specific 

potential bands are indicated. 

 

Figure 3-6 V-I profile of the platinum electrode-sea water interface. V is the DC voltage applied 

on the electrode-electrolyte interface, while I is the stabilized current. 
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3.7 Discussions 

This chapter introduced the theories of the electrode-electrolyte interface and 

electrochemical reactions of the sea water. These theories underpin the measurement of 

the conductivity and dissolved oxygen in water. Furthermore, as chlorine is toxic for 

organism, these theories can also be used to generate chlorine gas around the sensor 

cell as mitigation against bio-fouling.  

In order to use these theories, some specific points need to be made as follows. 

3.7.1 Conductivity sensor 

As shown by equation 2-2, the water conductivity σ is determined from the water 

resistance Rs, together with the cell constant. Rs is present in the Randles equivalent 

circuit as the only linear component, and can be measured using an AC signal. 

A two-electrode conductivity cell has measurement error caused by the interface 

impedance, including the double-layer capacitance and the Faradaic impedance. The 

value of these interface impedances are not fixed but are affected by temperature and 

water flow rate. Therefore this error varies, and cannot be removed by calibration with 

piecewise fitting. Furthermore, these interface impedances are not linear components. 

Lock-in method is usually used to improve the AC measurement accuracy, where a 

signal with a known carrier wave is extracted from a noisy environment. When using a 

single frequency excitation, other frequency components will be included in response 

signal by the non-linear components affecting the lock-in measurement accuracy. 

Hence a two-electrode conductivity cell is not suitable for high accuracy measurement.  

A four-electrode cell with an AC excitation can be used for high accuracy 

measurement. When a current source is used to apply current through the two outer 

current terminals, it does not matter how non-linear the applied voltage at the interface 

is, a linear voltage response can be measured across Rs using the two voltage terminals. 

Therefore a lock-in measurement method can be used. 

Concerning electrode selection, the Ag/AgCl electrode has an almost fixed 

voltage referenced against the solution bulk and can be considered as non-polarized 

electrode. However this electrode will take part in any chemical reaction when current 

passes through it, changing its surface properties. Also the electrode can be consumed 

during the deployment as AgCl has solubility of 1.9 mg/L in water. As the cell constant 

κ is sensitive to surface conditions and dimensions, this change will cause a 
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measurement error in the conductivity cell. Conversely a platinum electrode is a 

polarized electrode. However it is much more stable than Ag/AgCl, therefore is more 

suitable for conductivity measurement.    

The charge transfer reactions for a platinum electrode will generate gases, such as 

O2, H2, and Cl2, affecting the water dimension and κ, causing measurement error. Gases 

are generated only when the interface voltage is outside the range ±0.4V. Therefore this 

measurement error can be eliminated by constraining the interface voltage within this 

range. AC frequencies can also be used, which increases the current passing through 

the double-layer capacitance, and increasing the allowed current within this excitation 

voltage range. 

3.7.2 Dissolved oxygen sensor 

In ideal conditions, where an ideal diffusion gradient is created from the electrode 

to the semi-infinite and static bulk, dissolved oxygen can be measured using DC 

excitation, with a platinum electrode as a working electrode. As figure 3-6 shows, when 

applying a DC voltage in the range -0.4~0.3 V on a platinum electrode, the input 

current has an almost constant value of Ill14. This current is in direct proportion to the 

concentration of dissolved oxygen, from equation 3-26. Therefore the DO 

concentration (C) is calculated as:  

ைଶܥ
∗ ൌ െ ூ೗೗ళ

ସி஺௠ೀమ
               [3-30] 

A voltage in the range of -0.4~+0.3 V can be used as the measurement voltage. 

Applying a voltage range of +0.5~0.8 V gives an output current of 0. Therefore the 

equilibrium voltage is in this range, and a voltage in this range can be used as a resting 

voltage (i.e. a voltage at which no net chemical changes will occur).  

The range and boundaries of the measurement voltage and the rest voltage are 

weakly affected by temperature, according to equation 3-8. However, as the ranges are 

relatively wide, if the voltages are set in the middle of these ranges, the measurement 

will not be affected by these weakly changing boundaries. 

mO2 is the mass-transfer coefficient of the oxygen, and this can be affected by the 

dimensions of the electrode and water, the flow rate and temperature. The working 

electrode can be placed in the bottom of a blind hole, which defines the “water 

dimension”, and minimizes the influence of flow. For affect of the temperature, mO2 is 

considered a function of temperature. This function can be determined by calibration 
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with fixed DO concentrations, changing the temperature from -2~30 oC. Because mO2 is 

an independent factor in equation 3-30, this calibrated function can be used for all DO 

concentrations. 

To establish the voltage between the working electrode and solution bulk, a 

reference potential needs to be applied to the solution bulk. In a three electrode system 

[110], a reference electrode and an auxiliary electrode are used for this as shown in 

figure 3-7. 

 

 

Figure 3-7 Diagram of a reference electrode – auxiliary electrode system. 

 

The reference electrode is normally made from Ag/AgCl or Saturated Calomel 

Electrode (SCE), which has a fixed and stable equilibrium voltage (Veq
*). This 

equilibrium voltage can be changed if large current passes through the reference 

electrode. To solve this problem, as shown in the figure, the auxiliary electrode is used 

to apply current, and the reference electrode is used as a voltage sensing electrode, 

passing no current. As the amplifiers keep the two input terminals at the same voltage, 

the voltage of the solution (Vsolution) is set as:  

௦ܸ௢௟௨௧௜௢௡ ൌ ௜ܸ௡ െ ௘ܸ௤
∗                [3-31] 

where Vin is the input voltage. 

 However, if the reference electrode has a much larger area than the working 

electrode, we can remove the auxiliary electrode and use the reference electrode to 
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apply the current directly. In this case, the reference electrode should have an extremely 

small current density, causing an insignificant change in the voltage.   

3.7.3 Electrochemical cleaning 

Ocean sensors are affected by bio-fouling during deployment. Most of the 

existing sensors need periodic manual cleaning. Some sensors use wipers or toxic 

chemicals to automatically remove bio-fouling. However these mechanisms require 

power hungry machinery, including pumps and motors, and are not suitable for low 

power in-situ systems [111]. 

Chlorination has long been used in industrial applications to protect systems from 

bio-fouling [111]. Recently electrolysis chlorination method has been used for bio-

fouling protection of in-situ oceanographic instruments [111-114]. As figure 3-6 shows, 

application of a voltage greater than 1.36 V on a platinum electrode causes chlorine gas 

to be generated [115]. This mechanism can be used in the CT-DO device to remove 

bio-fouling, and is ideally suited to a low power in-situ CT-DO system, where the 

platinum electrodes of conductivity sensor can be used as working electrode, and the 

Ag/AgCl electrode of DO sensor can be used as reference electrode (see chapter 6). 
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Chapter 4 Sensor Chip Design 

 

4.1 Overview of sensor design 

As discussed in chapter 2 and 3, the electrode conductivity cell has advantages in 

minimizing the proximity effect and has smaller dimensions. Therefore it was chosen 

as the conductivity sensor. The PRT was chosen as the temperature sensor because it 

has better stability and is more suitable for precision applications. For the DO sensor, 

the membrane-less electrode sensor was chosen as it has a fast time response, and is 

easy to miniaturize.   

The CT-DO sensors use micro-fabrication techniques similar to those used to 

manufacture integrated circuits. The sensor chips are manufactured on a 500 μm thick 

glass substrate. Platinum is coated on the substrate to make electrodes, wires, and 

soldering pads. Insulating material is then coated to protect the platinum which should 

be insulated from the water. Appendix B shows a figure of the fabrication process flow. 

Figure 4-1 shows the structure of the sensor chips. 



 63

 

Figure 4-1 A diagram of sensor chip structure with a 500 µm thick glass substrate, a platinum 

layer, and an insulating material layer. 

 

The CT-DO sensors were manufactured on a glass wafer, and then the wafer was 

scribed to give many sensor chips. Three different designs of the CT-DO sensors were 

made. Design 1 has only CT sensors and is manufactured on a 4-inch glass wafer. The 

electrodes are insulated with a 20 µm thick epoxy laminate (SY320). The thickness of 

the platinum layer in this design is 100 nm.  

Design 1 was manufactured in order to test the seven-electrode channel 

conductivity cell (chip design 1-A).  A four-electrode open cell (chip design 1-B) was 

also implemented into this design for evaluation purposes. A PRT electrical-bridge was 

implemented for temperature sensing. The CT sensors are integrated into a single chip. 

Therefore there are two types of CT sensor chips with different combinations of the 

PRT temperature sensor and the two different conductivity sensors. Figure 4-2 shows 

the mask of the CT sensor chips in design 1, figure 4-3 shows a photograph of the 

sensor chips, and figure 4-4 shows the mask for the whole glass wafer. 
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Figure 4-2 A diagram showing the masks of the CT sensor chips in design 1, including chip 1-

A – a seven-electrode conductivity sensor with a PRT electric-bridge temperature sensor and 

chip 1-B – a four-electrode conductivity sensor with a PRT electric-bridge temperature sensor. 

 

 

Figure 4-3 A Photograph of the CT sensor chips in design 1, including chip 1-A (left) and chip 

1-B (right). 
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Figure 4-4 A diagram of the 4-inch mask of design 1. Two types of chips are implemented in 

this mask including chip 1-A and chip 1-B. 

 

Design 2 was manufactured on a 6-inch glass wafer, and includes both CT and 

DO sensors. Improvements were made based on the test results from design 1 sensors, 

including: the thickness of the platinum layer was increased to 300 nm; the SY320 

epoxy laminate was replaced by 300 nm silicon nitride (low stress SiN) covering the 

platinum, and a 25 µm thick SU8 epoxy laminate covered the SiN. 

From the test result of design 1 sensors (chapter 6), the open cell conductivity 

sensor has better reliability. Therefore a four-ring-electrode open conductivity sensor is 

used in design 2 (chip 2-A). This sensor can also be used as a DO sensor, as there are 5 

micro holes in insulation covering the centre electrode which defines 5 bare platinum 

disc microelectrodes at the base of small pits which can be used for DO measurement. 
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The temperature sensor in this design is implemented on a separate chip (chip 2-

B). As an alternative concept, another two conductivity sensor designs are also 

included in the mask set for design 2. These are a seven-electrode conductivity cell 

with a 2x2 mm water channel (chip 2-C), and a seven-electrode open conductivity cell 

(chip 2-D). Therefore, there are four kinds of sensor chips in design 2. Figure 4-5 

shows the masks of these four sensor chips, figure 4-6 shows a photograph of chips 2-A 

and 2-B, and figure 4-7 shows the mask of the whole glass wafer.  

 

Figure 4-5 A diagram showing the masks of the CT sensor chips in design 2, including chip 2-

A – four-ring-electrode open conductivity and DO sensor, chip 2-B – a PRT-bridge temperature 

sensor, chip 2-C – a seven-electrode conductivity sensor chip to couple with a 2x2 mm water 

channel, and chip 2-D – a seven-electrode open conductivity sensor. 

 

 

Figure 4-6 A Photograph of the sensor chips in design 2, including chip 2-A (left) and chip 2-B 

(right). 
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Figure 4-7 A diagram of the 6-inch mask of design 2. Four types of chips are implemented in 

this mask, including chip 2-A, chip 2-B, chip 2-C, and chip 2-D. 

 

Sensors of design 2 worked well in the tests, but the conductivity and temperature 

sensor are on separated chips. Also chip 2-A can only be configured as either 

conductivity or DO sensor at one time unless an external multiplexer is used. A 

complete integrated CT-DO sensor system therefore requires three sensor chips, based 

on design 2. To further miniaturize the system, design 3 integrates the entire CT-DO 

into a single sensor chip. 

 Design 3 is manufactured on a 6-inch glass wafer in the same materials as design 

2. However the platinum and SU8 is now on the both sides of the glass substrate. One 
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side of the sensor chip is used for conductivity sensing, while the other side is used for 

DO sensing. Each side has a PRT resistor. Therefore two PRT resistors are on the 

sensor chip. These can be used as a PRT bridge temperature sensor. Design 3 is not yet 

fabricated and the results are not included in this thesis. Figure 4-8 shows the mask for 

the two sides of the sensor chip, figure 4-9 shows the mask of the whole glass wafer.  

 

Figure 4-8 A diagram showing the mask of the double-side CT sensor chip in design 3: (left) 

conductivity side; (right) DO side. 

 

As shown in figure 4-8, both sides of the chip, i.e. the conductivity and DO 

sensors both use symmetric platinum patterns. The only other difference is that the side 

containing the conductivity sensor has the central electrode completely exposed, whilst 

on the side with the DO sensor this is covered with an insulator except for 5 x 25 µm 

micro holes.  
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Figure 4-9 A diagram of the 6-inch mask of design 3. Two types of chips are implemented in 

this mask, with conductivity chips on the left half, and DO chips on the right half. 

 

As shown in figure 4-9, the mask is symmetrical along the centre, with 

conductivity chips on the left half, and DO chips on the right half. Using double sided 

lithography, each sensor chip will have one side for measuring conductivity and the 

reverse side for DO. Sensor chips on the left half of the wafer will have conductivity 

side on the top, and DO side on the bottom, while the sensor chip on the right half will 

have DO side on the top, and conductivity side on the bottom. 
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4.2 Conductivity sensor 

4.2.1 Channel conductivity sensor 

Proximity effect simulation 

As discussed in section 2.2.1, to prevent proximity effects, the external electric 

field can be reduced by adding a counter electrode to the water channel. Intuitively it 

would seem sensible to create a geometrically symmetric design with this 5th electrode 

at the same distance from the outer current drive electrode as is the furthest electrode at 

the other end of the channel (as in Figure. 4-10). However, because the voltage sensing 

electrodes have a significant length and high conductivity, this cell is not symmetric in 

resistance, and hence current distribution. A simulation was made to demonstrate this 

point. Figure 4-10 is a diagram showing the signal excitation method and the dimension 

of a five-electrode conductivity cell. Figure 4-11 is an equivalent circuit drawn in 

ORCAD [116] with estimated components values of the five-electrode conductivity 

cell using 50 mS/cm seawater. The simulation results are shown in Figure 4-12. 

 

Figure 4-10 A diagram showing the dimension and signal exciting method of a five-electrode 

cell. 
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Figure 4-11 An equivalent circuit built in ORCAD of the five-electrode conductivity cell with 

50 mS/cm seawater. The sum of resistances R6, R7 and R8 is less than R19 because of the 

conductivity and non zero dimension of electrodes 2 and 3. 

 

Figure 4-12 ORCAD simulation result of the inner current and leakage current of the five-

electrode conductivity cell. 

 

In a five-electrode cell, electrodes 1~4 are used to provide a conventional four-

electrode cell, whilst electrode 5 is driven with the same voltage as electrode 1. If 

electrode 4 is in the middle of electrode 1 and 5 geometrically and electrodes 2 and 3 

have non zero length, the resistance between electrode 1 and 4 (R6+R7+R8 in figure 4-

11) will be smaller than the resistance between electrode 4 and 5 (R19 in figure 4-11). 

This imbalance coupled with polarisation effects, means that although electrode 1 and 5 

(points A and C in figure 4-11) are at the same potential, the surrounding water (points 
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B and D in figure 4-11) will not have the sample potential. Hence there is still some 

leakage current, which causes proximity effects. In the simulation, the resistance 

between electrode 1 and 4 is set to 220 Ω, while the resistance between electrode 4 and 

5 is set as 250 Ω. This gives about 5% leakage current because of the 15% difference in 

the resistances. 

The difference in the resistances can be reduced by shortening the distance 

between electrode 4 and 5. However, this method cannot totally eliminate this 

difference for water with different conductivities. The resistance between electrode 4 

and 5 (R19 in figure 4-11) is directly proportional to water resistivity, but the resistance 

between electrode 1 and 4 refers to not only the water resistivity, but also the 

impedance of the electrode-electrolyte interface at electrode 2 and 3, which is not 

directly proportional to the water resistivity. Therefore, water conductivity has different 

effects on these two resistances. Even we can eliminate this difference for certain 

conductivity, this balance will be broken once the conductivity changes. Alternatively 

both geometric and electrical symmetry can be achieved with a seven-electrode 

conductivity cell. Such a design is presented in figure 4-13 together with an electric 

field simulation:  
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Figure 4-13 (a) A diagram showing the signal excitation scheme for the seven-electrode cell, 

and 2D drawing in COMSOL. Electrode 4 is set to 1 V, and electrodes 1 and 7 are set to 0 V; 

(b) FEM simulation result for the seven-electrode conductivity cell, where the gray scale is the 

electrical potential and the streamlines are current density. 

Electrodes 1 to 4 and 7 of the seven-electrode cell are used as a five-electrode 

cell, while electrode 5 and 6 keep the sensor resistances symmetrical. As shown in 

figure 4-13, the current is totally constrained inside the water channel. Compared with 

the four-electrode cell (figure 2-7), the conducting object does not affect the 
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distribution of the electric field. Therefore the seven-electrode sensor reduces the 

proximity effects almost completely. 

However, even if the design of the seven-electrode cell is symmetric, the real 

sensor will not be perfectly symmetric due to manufacturing errors. Slight asymmetries 

in the electrodes or the water channel will cause proximity effects, creating an 

extremely small error. To reduce the extremely small error, we can detect the voltage 

between electrode 5 and 6. By comparing this with the voltage response between 

electrode 2 and 3, the amount of leakage current can be calculated to remove the error. 

However this method requires two ADCs working together, and makes the conductivity 

calculation more complex. Furthermore, other errors might be caused by the durability 

and thermal expansion of the electrodes and the channel. Depending on manufacture, if 

these errors are larger than the extremely small error caused by the proximity effects, 

then the method based on sensing the voltage between electrode 5 and 6 is not required.   

 

Design specifications 

The seven-electrode cell should be as small as possible for a miniature system. 

However, if the water channel is too narrow, it is hard for water to enter. Adding a 

pump is a solution, but it will make the system complex and larger. In order to omit the 

pump, the channel size was set at 2x2 mm.  

Although the seven-electrode cell is not affected by electrode polarisation, to 

achieve a significant voltage drop between electrode 2 and 3, the voltage across the 

double-layer capacitances of electrode 1, 2, 7 needs to be kept as small as possible. 

Therefore, the impedance of the double-layer capacitance should not be greater than the 

water resistance. 

There is approximately 300 nF of double-layer capacitance for every mm2 of 

electrode area, according to chapter 3. If there is no leakage current, the water 

resistance between two electrodes can be estimated by [117]: 

     ܴ ൌ ௅

ௐுఙ
  

where L is the distance between the two electrodes, W and H is the width and height of 

the water channel and σ is the conductivity of water.  

The dimension of the seven-electrode conductivity cells is shown in figure 4-14: 



 75

 

Figure 4-14 A diagram of the seven-electrode cells with 2x2mm water channel: (left) the 

conductivity cell using chip 1-A; (right) the conductivity cell using chip 2-C. 

 

The distance between electrode 1 and 4 is 9.5 mm on chip 1-A, and 7 mm on chip 2-C. 

The widths of electrode 1, 4 and 7 are 1 mm on chip 1-A, and 0.8mm on chip 2-C. If 

the water conductivity is 50 mS/cm, the water resistance between electrode 1 and 4 is 

about 475 Ω and 350 Ω for chips 1-A and 2-C respectively, and the impedance of the 

double-layer capacitance for electrode 1, 4 and 7 is about 180 Ω and 225 Ω at 1.5 kHz. 

Therefore the water resistance is higher than the impedance of the double-layer 

capacitance. In addition, the widths of electrode 2, 3, 5, and 6 are 0.5 mm on chip 1-A, 

and 0.4 mm on chip 2-C.  

4.2.2 Open conductivity cell 

As discussed in section 2.2.1, proximity effects can also be reduced by 

constraining most of the electric field within a very small volume. For this method, the 

water channel is removed to make the distribution of electric field smaller. The 

distribution of the electric field depends on the geometry of the electrodes, and is 

proportional to the dimension of sensor cell. 

To find the best geometry for constraining the electric field and reducing 

proximity effects, four kinds of geometries of open conductivity cells were simulated. 

Figure 4-15 shows the four open cells: 
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Figure 4-15 Diagrams of four kinds of geometries of open conductivity cells, including: (Cell A) 

two electrodes on the same side of the substrate; (Cell B) two electrodes on the opposite sides 

of the substrate; (Cell C) three electrodes on the same side of the substrate; (Cell D) a round 

electrode and a ring electrode on the same side of the substrate.  

 

In the simulation, the substrates for the four cells are modelled as insulated cubes 

with the same dimension, which is 10x10x0.5 mm. The surrounding water was 

modelled as a sphere with a variable diameter from 10 mm to 200 mm. By comparing 

changes in the cell resistance as a function of the diameter of the water sphere, we can 

estimate the performance of the system in terms of sensitivity to proximity effects. Less 

resistance change for a given change in the diameter of the water sphere means that the 

system has smaller proximity effects, and has better performance.  

However, the FEM simulation results are affected by the mesh density. To 

minimise this, the water sphere is not put around the cell directly. Instead, the 

surrounding medium is divided in to several parts by spherical shells with diameters of 

10, 20, 40, 100, and 200 mm. To simulate a water sphere with a certain diameter, for 

example 20 mm, the medium inside the 20 mm spherical shell is modelled as water 
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with conductivity of 60 mS/cm, while the medium outside is set as an insulator. So that 

for one cell, all the simulations share the same mesh. Therefore the effect of different 

meshes is removed.  

The electric potential distribution for the four cells (calculated by FEM 

simulation) is shown in figure 4-16, and the resistance of the cells is presented in table 

4-1：  

 

 

Figure 4-16 Diagrams of the electric potential distributions of the four open conductivity cells 

by FEM simulation. 
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Diameter (mm) 10 20 40 100 200 

Resistance 

(Ω) 

(error 

compared 

with 

diameter = 

200 mm) 

Cell A 
709.6 

(43.3%) 

504.4  

(1.88%) 

496.1 

(0.20%) 

495.1  

(0.00%) 
495.1  (0%) 

Cell B Infinite 
1593.6  

(0.95%) 

1580.3  

(0.11%) 

1578.7  

(0.01%) 

1578.6 

(0.00%) 

Cell C 
662.3  

(4.44%) 

634.9  

(0.13%) 

634.1 

(0.00%) 

634.1  

(0.00%) 

634.1 

(0.00%) 

Cell D 
677.5  

(1.42%) 

668.4  

(0.07%) 

668.0  

(0.00%) 

668.0  

(0.00%) 

668.0  

(0.00%) 

Table 4-1 FEM simulation results for the resistances of the open cells with different diameters 

of surrounding water. 

 

As shown in table 4-1, cell D has the best performance. This is because it 

confines the electrical potential within a symmetric design. When the dimension of the 

surrounding water is bigger than 40 mm, 4 times the cell dimension, the resistance of 

cell D is almost unchanged within a tolerance of 0.01%. This means that cell D is up to 

99.99% accurate if an insulating object is 20 mm or more away from the centre of the 

chip. Furthermore, even if the diameter of the surrounding water is only 10mm, which 

just covers the electrodes, the error is only 1.42%.  

Cell C (an axial symmetric design) is the second best, with error about 2 times 

bigger than that for cell D.  

Cell A and cell B have much bigger proximity effects. Cell B with electrodes on 

the opposite sides of the substrate, does not work if the water sphere is smaller than the 

substrate. However, if the water sphere is bigger than the substrate, the performance of 

cell B is slightly better than cell A.  

In these simulations, media outside the certain diameter is set to be an insulator. 

By setting this media as a conductor, it gives the opposite effect (the same amount).   

Although the cell A has the worst performance, as it’s the simplest design, an 

open conductivity cell (chip 1-B) following the principle of cell A was implemented in 

design 1 for evaluation. Figure 4-17 shows the design of this open conductivity cell: 
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Figure 4-17 A diagram of the four-electrode open conductivity cell on chip 1-B. 

 

Figure 4-17 shows the four-electrode open conductivity cell on chip 1-B. The 

current is injected from the electrode 1 and 4 following the principle of cell A. 

Electrode 2 and 3 are added to measure the voltage. 

Chip 2-A in figure 4-5 is a multi-sensor chip implemented in design 2, with 

10x14 mm dimension. As shown in figure 4-18, it integrates an open conductivity cell 

with ring-type electrodes (following the principle of cell D), and a dissolved oxygen 

(DO) sensor.  A four-ring-electrode open cell is in design 3 with reduced dimension 

(8x14 mm, figure 4-8, left). 

 

Figure 4-18 A diagram showing the configuration of chip 2-A: the conductivity and DO multi-

sensor chip. 

 

As shown in figure 4-18, six electrodes on the chip are numbered from inside to 

outside. For conductivity measurement, electrode 2 and 6 are used for current injection 

following the principle of cell D, while electrode 3 and 5 are used to measure the 
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voltage response. The design specification of DO sensor will be introduced in 

following sections in this chapter. 

In addition, chip 2-D in figure 4-5 is an alternative conductivity cell implemented 

in design 2. Electrode 1, 4, and 7 (left to right) are used for current injection following 

the principle of cell C. Electrode 2 and 3 are used for voltage measurement, while 

electrode 5 and 6 are used to maintain an axial symmetric design. 

4.3 Temperature sensor 

4.3.1 PRT-bridge 

As discussed in chapter 2, the PRT is a better choice than a thermistor for a 

precision system. Our micro-fabrication techniques allow manufacture of a film PRT 

by coating a glass substrate with an extremely thin (down to 100 nm) platinum foil. 

Thin film PRTs are relatively low cost and have a fast response, although the different 

thermal expansion rates for the glass substrate and platinum might give strain gauge 

effects [118] and stability problems. It is hard to estimate the strain gauge effects. 

However, as glass is a solid material while platinum is extremely thin, the thermal 

expansion of the glass will dominate, and this will be proportional to temperature. The 

strain gauge effect can therefore be ignored with little penalty, especially if the sensor 

is calibrated. However, strain gauge effects may still be observed if the source of strain 

is mechanical loading. 

To enhance the sensitivity of the PRT, an electric bridge consisting of two PRT 

resistors and two precision resistors is used as the temperature sensor. The PRT 

resistors are made from platinum wires. These platinum wires are 30 µm wide in both 

designs 1 and 2, and 20 µm wide in design 3 (figure 4-8).  Figure 4-19 shows the PRT-

bridges in both designs 1 and 2.  
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Figure 4-19 A diagram of the PRT-bridge temperature sensor chips in both wafer designs 1 and 

2. 

 

There are two platinum resistors and two pairs of solder pads on each sensor 

chip. Two precision resistors can be soldered onto the pads, to give a temperature 

bridge. Figure 4-20 shows a schematic of the PRT-bridge temperature sensor: 

 

Figure 4-20 A schematic of the PRT-bridge temperature sensor. 

 

As shown in figure 4.20, a current source is used to inject current from point A, 

and remove current from point B. Because of the symmetrical design, half of the 

current will pass through point C, and half of the current passes through point D. 

Therefore, the voltages at point C and D will change due to the different temperature 

coefficients of the PRT resistors and the precision resistors. With the aid of a 

differential amplifier, a temperature sensitive voltage signal can be amplified and 

collected from the C, D points. 

In designs 1 and 3, the CT sensors are on one chip. However, in order to evaluate 

and improve the response time, the CT sensors are placed in separate chips in design 2. 



 82

Furthermore, the two platinum resistors are placed symmetrically on the two sides of 

the chip in design 3. If  a mechanically or thermally induced bend causes a strain gauge 

effect to occur, one resistor has increased resistance by stretching on the glass substrate, 

whilst the other resistor will have a decreased resistance as it is compressed on the 

other side. As the sensors are arranged in a compensating bridge network this 

arrangement reduces such strain gauge error. 

4.3.2 Response time and sensor package 

The response time of the temperature sensor not only depends on the sensor chip, 

but also depends on the package of the sensor system, and water flow rate. Simulations 

were made by FEM to explore this point. A 3D drawing of the sensor package in shown 

in figure 4-21: 

 

Figure 4-21 A diagram demonstrating the 3D drawing of a Ø10x15cm sensor package. 

 

As shown in figure 4-21, the sensor is packaged in a Ø10x15 cm hollow plastic 

cylinder. The temperature sensor head is fixed vertically on top of the cylinder. The 
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thickness of the temperature sensor head is 1 mm. The PRT area is in the middle of the 

sensor head.  

To simulate the behaviour of water, a water sphere of 50 cm diameter at an initial 

temperature of 290 K surrounds the sensor. The boundary condition of the water sphere 

surface is set to constant 290 K. The initial temperature of the sensor head and the 

packaging is set as 289 K, 1 K lower than the surrounding water. The response time in 

static water can be determined by analyzing how the temperature of the PRT changes 

with time. 

In the first simulation, the PRT area is set a distance of 6 mm from the cylinder as 

shown in figure 4-21. The simulation results are shown in Figure 4-22: 

 

Figure 4-22 FEM simulation result of the average temperature change of the PRT in static 

water, when water temperature is 1 K higher and sensor head is 6 mm high. 

 

As shown in figure 4-22, the average temperature of the PRT increases from 289 

K to 289.85 K within 15 s. However, it then starts decreasing. The reason why the 

temperature does not increase to 290 K directly is that the surrounding water is cooled 

by the sensor package.  

The surrounding water heats the sensor package, and is also cooled by the sensor 

package at the same time. At the very beginning, both sensor head and the package are 

heated by the water, but the temperature of the sensor head grows faster, due to the 

higher thermal conductance of the glass, lower thermal mass and the relativity larger 

contact area. Later, because of its bulk and the lower temperature of the package, it 
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makes the temperature of surrounding water lower than the sensor head. So the sensor 

head starts cooling.  

Because the simulation is in static water, the cooled surrounding water is not 

refreshed by water with a higher temperature. Therefore the cooled surrounding water 

only receives heat from the outside by thermal conduction. Due to the relatively low 

thermal conductance of the water, it takes a very long time to reach steady state.  

Moving the sensor head farther away from the package will improve the speed of 

temperature change, but the cooling behaviour will not be improved as this is an 

artefact of the boundary conditions of the simulation. In the second simulation, the 

sensor head is set 11 mm from the cylinder. As Figure 4-23 shows, the ratio improves 

from 85% to 92% at 15 s.  

 

Figure 4-23 FEM simulation result of the average temperature change of the PRT in static 

water, when water temperature is 1 K higher and sensor head is 11 mm high. 

 

However, if the water flows, the cooled surrounding water is heated by 

convection, so that the surrounding water temperature remains static. To simulate this 

situation, the temperature of the package boundary is set to a constant 290 K, and the 

sensor head is set to 6 mm, as in the first simulation. Figure 4-24 shows the simulation 

result. 
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Figure 4-24 FEM simulation result of the average temperature change of the PRT in flowing 

water, when water temperature is 1 K higher and sensor head is 6 mm high 

 

As shown in the figure, the sensor head only takes 0.5 s for an 85% change, and 

2 s to achieve a 99% change. Furthermore, no cooling occurs. 

To conclude, water flow is essential to provide a fast response time for the 

temperature sensor. Also making the sensor system smaller improves the response time 

as does keeping the sensor head further away from the package. For this reason in 

design 2, the temperature sensor is put in a separate chip with the solder pads far away 

from the PRT. 

4.4 Dissolved oxygen sensor 

As discussed in chapters 2 and 3, the electrical current I measured between a 

platinum electrode and a reference electrode can be used to measure dissolved oxygen 

provided the correct voltage is applied between these two electrodes. During this 

measurement oxygen is consumed at the electrode surface and an oxygen diffusion 

gradient is established from zero oxygen on the electrode surface to oxygen with a 

concentration C* in the solution bulk, leading to an oxygen flux. The relation between 

the electric current I and the oxygen current J is described as: 

ܫ   ൌ  [1-4]      ܬܨ݊

where F is the Faraday constant, and n is the number of electrons transferred in the 

reaction. As mentioned in chapter 2, oxygen is consumed either directly by equation 2-

18, or with hydrogen peroxide as intermediate (equation 2-19 followed by equation 2-
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20). Equation 2-18 gives an electron number of 4, whilst equation 2-19 gives an 

electron number of 2. However, if the peroxide generated by equation 2-19 doesn’t 

diffuse away, another 2 electrons are also transferred to the electrode by equation 2-20. 

Therefore, the value of n (the apparent number of electrons) is between 2 and 4, 

depending on the reaction pathways and the peroxide diffusion.  

The process for creating the oxygen diffusion depends on the geometry of the 

sensor cell, and can be affected by temperature and flow. The diffusion equation [119] 

can be used to calculate the relation between I and C*. It also helps us to understand the 

temperature and flow effects, and to optimize the geometry of designs.     

4.4.1 Diffusion modelling  

Static water with uniform temperature has a uniform and non-directional 

diffusion coefficient D. For diffusion in this kind of water, the diffusion equation is 

given as[119]: 

డ஼ሺ௥റ,௧ሻ

డ௧
ൌ ,റݎሺܥଶ׏ܦ  ሻ      [4-2]ݐ

where ׏ଶ is the Laplace operator, and ܥሺݎറ,  റݎ ሻ is the oxygen concentration at locationݐ

and time t. Furthermore, the oxygen flux ଔറ is given as: 

 ଔറ ൌ ,റݎሺܥ׏ܦ  ሻ      [4-3]ݐ

The sensor cell consists of an electrode and wall (laminate material). The 

geometry of the sensor cell gives the boundary conditions of the diffusion, which is: 

,റݎሺܥ .1  .റ is on the electrodeݎ ሻ=0, whenݐ

,റݎሺܥ .2  .റ is infinite far away from the electrodeݎ ሻ=C*, whenݐ

3. ଔറ is parallel with the wall of the cell, when  ݎറ is on the wall. 

while the initial conduction of this diffusion is ܥሺݎറ, 0ሻ=C*. 

The solutions of the diffusion equation for several ideal boundary conditions have 

been given in textbooks. These ideal boundary conditions include one dimensional 

diffusion, semi-infinite spherical/hemispherical diffusion, and semi-infinite diffusion 

with disc electrode. 

 

  



 87

One dimensional diffusion   

  

 

Figure 4-25 A diagram demonstrating the one dimensional diffusion for planar electrode. 

 

As shown in figure 4-25, if an infinite planar electrode is used, or a planar 

electrode in a well with infinite height is used, and there is no water flow, diffusion is 

only on the x direction (due to symmetry), and liquid with the same x coordinate has the 

same concentration. Therefore the oxygen concentration ܥሺݎറ, ሻݐ  can be written as 

C(x,t). 

The solution of this one dimensional diffusion is given by [119, 120] as: 

,ݔሺܥ ሻݐ ൌ ሺ	erf∗ܥ ௫

ଶ√஽௧
ሻ     [4-4] 

where erf(x) is the error function given as: 

 erfሺݔሻ ൌ ଶ

√గ
׬ ݁ି௬

మ
ݕ݀

௫
଴      [4-5] 

The electric current I is given as:  

ሻݐሺܫ ൌ ට஽∗ܥܣܨ݊

గ௧
      [4-6] 

where A is the area of the electrode. 

The concentration profile of the diffusion is shown in figure 4-26: 
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Figure 4-26 Concentration profiles of one dimension diffusion with several times after oxygen 

diffusion starting. Diffusion constant D is set to 2x10-5 cm2/s here. 

 

By examining equation 4-4, we see that the diffusion boundary is directly 

proportional to √ݐܦ. For estimation with less than 1% error, the diffusion boundary δ 

can be considered as: 

     δ ൌ  [7-4]      ݐܦ√4

where the concentration at this boundary is 99.5% of the bulk concentration 

(erf(2)=0.9953).  A more conservative estimate can be made by increasing the number 

4 in equation 4-7. E.g. increasing the number to 6 moves the boundary concentration to 

99. 998% of the bulk concentration.  
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Semi-infinite spherical/hemispherical diffusion 

 

Figure 4-27 A diagram demonstrating semi-infinite spherical diffusion (left), and the semi-

infinite hemispherical diffusion (right), in spherical coordinates, with the stream lines showing 

the oxygen flux. 

 

As shown in figure 4-27, if a spherical electrode is used, or a hemispherical 

electrode on an infinite plate wall is used, and there is no water flow, diffusion is 

created only in the direction of r, and liquid with the same r coordinate has the same 

concentration. Therefore the oxygen concentration ܥሺݎറ,  .ሻ can be write as C(r,t)ݐ

The solution of this semi-infinite spherical/hemispherical diffusion is given by 

[119-121] as: 

,ݎሺܥ ሻݐ ൌ ሾ1∗ܥ െ ௥బ
௥
erfc ቀ௥ି௥బ

ଶ√஽௧
ቁሿ   [4-8] 

where r0 is the radius of the electrode, erfc(x) is another error function: 

 erfcሺݔሻ ൌ 1 െ erfሺݔሻ ൌ ଶ

√గ
׬ ݁ି௬

మ
ݕ݀

ஶ
௫     [4-9] 

The electric current I is given as:  

ሻݐሺܫ ൌ ሺ∗ܥܦܣܨ݊ ଵ

√గ஽௧
൅ ଵ

௥బ
ሻ             [4-10] 

where A is the area of the electrode. 

To compare the spherical/hemispherical diffusion with one dimensional 

diffusion, we consider a distance x=r-r0, which is the distance from the liquid to the 

electrode surface in both conditions. When r is close to r0, equation 4-8 is the same as 

equation 4-4, with 
௥బ
௥
ൌ 1. This means that diffusion close to the electrode surface is 

similar to the one dimensional case. However, when diffusion reaches to the point 
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where 
௥బ
௥
≪ 1 , the  spherical/hemispherical diffusion is higher than that for one 

dimension diffusion.  Figure 4-28 shows the concentration profile of a semi-infinite 

spherical/hemispherical diffusion with 5 µm radius electrode: 

 

Figure 4-28 Concentration profiles of a semi-infinite spherical/hemispherical diffusion with 

5 µm radius electrode. Diffusion constant D is set to 2x10-5 cm2/s here. 

 

Comparing with figure 4-26, we see that one dimensional diffusion never reaches 

a steady state. The concentration profile always decreases to 0 with time, and 

increasing to C* with distance. However, for a semi-infinite spherical/hemispherical 

diffusion, the concentration attenuation tends to self limit. As shown in figure 4-28, the 

difference between the profiles at t = 1 s and t = 100 s is only 10%, and this difference 

reduces to 1% between t = 10 s and t = 100 s. Therefore considering a 1% tolerance, 

100 s is time required to reach near steady state for the hemispherical electrode with 5 

µm diameter. The limiting oxygen reduction current (I(t)=
௡ி஺஽஼∗

௥బ
 when t→∞) through 

the electrode is proportional to the oxygen concentration at this time. As a comparison, 

the one dimensional diffusion for the planar electrode never has a steady concentration 

profile and the current is not stable, with a limitation current of 0, which cannot be used 

for oxygen measurement.   

The electric current I for the spherical/hemispherical diffusion can be divided into 

two parts as: 

ሻݐሺܫ      ൌ ሻݐ௧ሺܫ ൅  ௦             [4-11]ܫ
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ሻݐ௧ሺܫ       ൌ ට஽∗ܥܣܨ݊

గ௧
             [4-12] 

௦ܫ  ൌ
௡ி஺஽஼∗

௥బ
              [4-13] 

where It is the transient current which attenuates to 0 with time t, and Is is the steady 

state current which does not change with time, and is the current when diffusion profile 

reaches steady state. From equation 4-1, the oxygen current Js at steady state is derived 

as: 

௦ܬ      ൌ
஺஽஼∗

௥బ
              [4-14] 

while the oxygen concentration profile at steady state is: 

ሻݎ௦ሺܥ      ൌ ሺ1∗ܥ െ ௥

௥బ
ሻ             [4-15] 

Diffusion never reaches an ideal steady state. In order to calculate the time to 

steady state, we set a tolerance e for the ratio of It to Is. e.g. if we consider a 1% 

tolerance, the waiting time tw is when this ratio is equal to 1%. 

As: 

     ݁ ൌ ூ೟ሺ௧ሻ

ூೞ
ൌ ௥బ

ඥగ஽௧ೢ
             [4-16] 

for a certain tolerance, the waiting time tw for steady state is calculated as: 

௪ݐ      ൌ ௥బమ

గ஽௘మ
              [4-17] 

As shown in equation 4-17, the waiting time increases with ݎ଴ଶ, therefore a 

smaller electrode has a shorter waiting time but a lower current. The diffusion 

coefficient of oxygen in water is about 2x10-5 cm2/s at 20 oC [122]. With 1% tolerance, 

the waiting time is 40 s for an electrode with 5µm radius. This waiting time increases to 

160 s if the radius is 10 µm. 

Semi-infinite spherical/hemispherical diffusion reaches steady state because the 

diffusion distributes into three dimensions. A real oxygen cell may not fulfil the ideal 

semi-infinite spherical/hemispherical condition, however as long as the diffusion can 

distribute into a three dimension volume without disturbance, it will reach steady state. 

 

Semi-infinite diffusion with disc electrode  

It is difficult to make an oxygen sensor cell that fulfils the one dimensional 

diffusion or spherical/hemispherical diffusion conditions. Instead, a micro-disc 

electrode is widely used in analytical chemistry [123], and for oxygen measurement in 

[81-84]. Figure 4-29 shows a micro-disc electrode: 
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Figure 4-29 A diagram demonstrating a micro-disc electrode oxygen cell in a cylindrical 

coordinates. 

 

The micro electrode normally has a radius less than 25µm [32]. Compared with 

the electrode dimension, the dimensions of the holder and the water can be considered 

as infinite. As shown in figure 4-29, a micro-disc electrode is placed on a flat infinite 

insulator, and water is placed on top of the electrode and insulating substrate. For this 

semi-infinite boundary conduction, the electric current consumed by the electrode is 

given by Aoki and Osteryoung in [121, 124-126] as:  

ሺ߬ሻܫ ൌ ସ௡ி஺஽஼∗

గ௥బ
fሺ߬ሻ              [4-18] 

where τ is a dimensionless time parameter defined as: 

     ߬ ൌ ସ஽௧

௥బమ
              [4-19] 

There is no exact analytical solution for the function f(τ). But it can be 

approximated by two equations in different domains of τ. At short times, when τ < 1,  

   ݂ሺ߬ሻ ൌ 0.88623߬ି଴.ହ ൅ 0.78540 ൅ 0.094߬଴.ହ           [4-20] 

At long times, when τ >1, 

  ݂ሺ߬ሻ ൌ 1 ൅ 0.71835߬ି଴.ହ ൅ 0.05626߬ିଵ.ହ ൅ 0.00646߬ିଶ.ହ          [4-21] 

The two versions of f(τ) overlap for 0.82 < τ <1.44, which shows that the dividing point 

1 is convenient and appropriate. 
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As ݈݅݉ఛ→ஶ fሺ߬ሻ ൌ 1, the electric current at steady state is: 

௦ܫ ൌ
ସ௡ி஺஽஼∗

గ௥బ
ൌ  ଴             [4-22]ݎ∗ܥܦܨ4݊

Again, if we set a tolerance of 1% (f(τ) = 1.01 when τ = 5160), the waiting time 

for steady state is 65s for an electrode of 5µm radius. This waiting time increases to 

260s if the radius is 10µm. Compared with the spherical/hemispherical diffusion, this 

waiting time is increased by 62.5%. This is because the disc electrode has less surface 

area than the spherical/hemispherical for the same radius, which makes the diffusion 

distribute slower. 

4.4.2 Measurement method and other factors 

The electric current from an oxygen sensor cell can be divided into two parts: 

transient current and steady state current. As shown in the equations in section 4.4.1, 

both transient current and steady state current are directly proportional to the bulk 

concentration C*, and can be utilized for oxygen measurement. The relation between 

the steady state current Is or transient current at fixed measurement time It can be given 

as: 

௧ܫ	ݎ݋	௦ܫ      ൌ  C∗              [4-23]்ܭ

where KT is the ratio of electric current to oxygen concentration.  

Temperature has an influence on this current-concentration relation, because KT 

and diffusion coefficient D are temperature dependent. Furthermore, the electric current 

for each model is deduced with the flowing assumptions, and will be affected if any 

assumption is not fulfilled: 

1. Water has a uniform temperature. 

2. Water is not stirred. 

3. The oxygen concentration has an initial state of C*. 

Therefore the oxygen measurement can be affected by changes in water 

temperature, water flow, and the initial concentration state. Furthermore, for a transient 

measurement, part of the measured electric current does not come from the oxygen, but 

from charging of the double-layer capacitor on the electrode (and any other stray 

capacitance in the system), which also lead to error in the measurement. 
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Temperature effects 

Temperature influences the current because the diffusion coefficient is 

temperature dependent. The diffusion coefficient of oxygen D is given by the Einstein–

Stokes equation [103, 119] as: 

ܦ  ൌ ௞்

଺గఎ௥ೀమ
              [4-24] 

where k is the Boltzmann constant, T is the absolute temperature, η is the water 

viscosity, and rO2 is the hydrodynamic radius of the oxygen molecule. Among these 

parameters, η is temperature dependent parameter, given  as [127]: 

ߟ     ൌ 	ܣ ൈ	10஻/ሺ்ି஼ሻ               [4-25] 

where A=2.414 × 10−5 Pa·s, B = 247.8 K, and C = 140 K. 

If we ignore the change of rO2 with temperature, the coefficient D can be deduced 

as: 

ܦ    ൌ ଴்ܦ 	ൈ
்

బ்
ൈ 10

஻ሺ భ
೅ష಴

ି భ
೅బష಴

ሻ
             [4-26] 

where DT0 is the diffusion coefficient at temperature T0.  

For steady state measurement, the electric current is directly proportional to D. 

Therefore, if we calibrate the oxygen sensor at a temperature T0 as ܫ ൌ  this ,∗ܥ଴்ܭ	

calibration can also be applied at any temperature T by modifying the ratio KT0 as: 

்ܭ  ൌ ଴்ܭ ൈ
்

బ்
ൈ 10

஻ሺ భ
೅ష಴

ି భ
೅బష಴

ሻ
             [4-27] 

For transient measurement, the transient current attenuates with time. The change 

in D not only affects the amplitude of the current attenuation profile, but also stretches 

the attenuation profile. For a fixed measurement time, it is hard to get an analytical 

solution to determine KT, as in equation 4-27 for steady state. Nevertheless, if we can 

make a calibration at a fixed oxygen concentration C*
0, and change the temperature 

through all required temperatures, recording the electric current I(T), then KT for 

transient measurement is: 

்ܭ       ൌ  ሺܶሻ               [4-28]ܫ/଴∗ܥ

Flow effects 

Flow enhances the measurement current as it shifts the diffusion profile, bringing 

more oxygen from solution bulk to the electrode surface by convection. The oxygen 

current brought by water flow can be estimated by the following method.  

Using the simplifying assumptions that S is the boundary of the diffusion, that the 

liquid outside S has oxygen concentration C*, and liquid inside S has zero oxygen 

concentration, a simple mathematical model describing flow induced oxygen flux can 
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be created. ݀ܵሬሬሬሬԦ is a small area on S, with direction from outside to inside and ݒԦ is the 

velocity of flow on ݀ܵሬሬሬሬԦ. In a small time dt, the liquid volume passing through ݀ܵሬሬሬሬԦ can be 

calculated as ሺݒԦ	·	݀ܵሬሬሬሬԦሻ݀ݐ . By consuming the oxygen inside this liquid volume, the 

electric current is increased by: 

ܫ݀   ൌ ܨ݊ ஼∗ሺ௩ሬԦ	·	ௗௌሬሬሬሬሬԦሻௗ௧

ௗ௧
ൌ  ݀ܵሬሬሬሬԦሻ             [4-29]	·	Ԧݒሺ∗ܥܨ݊

Note that if ݒԦ is from inside to outside (where ൫ݒԦ	·	݀ܵሬሬሬሬԦ൯ ൏ 0), the contribution to 

the electric current is 0 rather than a negative value. Therefore the total electric current 

brought by the flow is: 

௙௟௢௪ܫ   ൌ ∬∗ܥܨ݊ ሺݒԦ	·	݀ܵሬሬሬሬԦሻ௢௡	ௌ		௪௛௘௡	൫௩ሬԦ	·	ௗௌሬሬሬሬሬԦ൯வ଴              [4-30] 

This estimation is pessimistic as the oxygen concentration is assumed to be 0 

inside the diffusion boundary. The actual flow induced current may be much smaller as 

the average concentration inside the boundary is higher than 0. 

Water flow and an object in the water has a relative velocity of 0 on the object 

surface due to frictional force [128, 129]. Therefore there is a profile of flow from 

velocity of zero on the electrode to a maximum velocity vmax in the bulk. An actual flow 

profile is created by washing the sensor cell using water with flow of vmax. However an 

analytical solution is difficult to derive for this profile. Instead, the velocity profile for a 

laminar flow in a rectangular channel was used, [129] as used to calculate the flow 

effect previously [130], see figure 4-30.  This model was used to estimate flow effects 

by setting the width of the channel comparable to the chip dimension. 
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Figure 4-30 Velocity profile of water flow in a rectangular channel, where the maximum flow rate is 

v0, and the width of the channel is 2h. 

 

As figure 4-30 shows, when a plate electrode is placed at the bottom of the 

channel, there is zero velocity on the electrode surface, and the velocity increases with 

distance y to the centre of the channel. Obviously, the steady state current is affected by 

water flow. However, for transient measurement, at the very beginning, the diffusion is 

close to electrode surface, where there is nearly zero flow. Therefore early transient 

measurements are less affected by flow. Then as the diffusion thickness increases with 

time, the flow rate on the diffusion boundary increases, affecting the measurements.  

To determine the maximum waiting time for a transient measurement that is not 

affected by flow, a disc electrode with radius r0 is used; the width of channel is set to 2 

cm (h=1 cm) as a typical dimension of the sensor chip is 1cm; and the maximum flow 

rate v0 is set to 100 cm/s.  At early times, the diffusion thickness is much smaller than 

the electrode dimension. Therefore diffusion in this state can be considered as one 

dimensional diffusion. Again, 1% error tolerance is used. As we only discuss the 

situation when the flow causes less than the 1% change in current, the shift of diffusion 

boundary induced by flow can be ignored. Ignoring this shift means that the thickness 

of the diffusion layer δ can be calculated using equation 4-7. As the diffusion boundary 

has a cross section of 2ݎ଴ߜ against the water flow, the current brought by water flow is 

estimated as: 

௙௟௢௪ܫ   ൌ  ሻ               [4-31]ߜሺݒߜ଴ݎ2∗ܥܨ݊
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where v(ߜ ) is the flow velocity at the top of the diffusion boundary. This is a 

pessimistic estimation as v(ߜ) is the maximum flow velocity on the whole diffusion 

boundary. Figure 4-31 compares the electric current at no flow rate and electric current 

induced by the flow at r0=10 µm:  

 

Figure 4-31 Plot of the transient current and the additional current induced by flow versus time 

for a disc electrode with 10 µm radius. The plotted additional current induced by the flow is 

magnified by 100 to estimate when the flow changes the current by 1% (point identified on 

plot). The diffusion coefficient is set to 2x10-5 cm2/s, with a maximum flow velocity of 

100 cm/s in a 2 cm wide rectangular channel.  

 

As shown in the figure, the current induced by flow reaches 1% of the transient 

current at about 1.5 ms. Therefore 1.5 ms is the maximum measurement time for a 

transient measurement from a disc electrode of 10 µm radius. The transient current is in 

direct proportion to electrode area, which is πr0
2, whilst the flow induced current is in 

direct proportion to r0. Therefore the ratio of transient current to flow induced current 

changes with r0. This means that the maximum waiting time can be increased by 

increasing r0, e.g. the maximum waiting time increases to 2.5 ms if r0 is increased to 20 

µm. 

 

RC charging Effects 

For a transient measurement, the total electric current is not only from the 

oxygen, but also from the current charging the double-layer capacitor of the electrode 
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and any stray capacitance in the system. Therefore error is induced by including this 

capacitive charging current into the electric current for oxygen consumption.  

The stray capacitance depends on the connecting cable, and is usually less than 

10 pF. However, the double-layer capacitance of a 25 µm diameter disc electrode is 

about 15~60 pF (from an estimate of 10~40 µF/cm2), which is larger than the stray 

capacitance. Therefore for an approximate calculation, the stray capacitance can be 

ignored. According to the Randles model, an RC charging circuit can be used to 

calculate this charging current, where R is the water resistance, and C is the double-

layer capacitance. As the RC charging effect changes with water conductivity, therefore 

it cannot be considered as a DC bias. For a measurement with 1% accuracy, we need to 

wait until the charging current attenuate to 1% of the transient current. 

The RC charging circuit has a time constant τc: 

   ߬௖ ൌ 	ܴ௦	ܥௗ௟                [4-32] 

where Rs is the water resistance and Cdl is the double-layer capacitance. The charging 

current is: 

ோ஼ܫ    ൌ 	
௏

ோೞ
expሺെ ୲

ఛ೎
ሻ               [4-33] 

where V is the oxygen measurement voltage. 

As discussed in chapter 3, the measurement voltage is about 0.6 V, the double-

layer capacitance is estimated as 10 µF/cm2. The relation between electric current 

density ଔாሬሬሬറ and electric potential field VE is: 

  ଔாሬሬሬറ ൌ ׏ߪ ாܸ               [4-34] 

This equation is very similar to the diffusion equation (equation 4-3), the only 

difference is the diffusion coefficient is replaced by water conductivity σ. Therefore the 

static electric field has a similar equation as the concentration equation in steady state. 

According to equation 4-22, the water resistivity for a disc electrode is: 

 ܴ௦ ൌ 	
ଵ

ସఙ௥బ
                [4-35] 

The charging current attenuation has an exponential form (݁݌ݔሺെ ௧

ఛ೎
ሻ), which is 

much quicker than the oxygen transient current attenuation (1/√ݐ). For a disc electrode 

with 10 µm radius, the time constant τc can be calculated to be 1 µs at 10 mS/cm. 

Calculation shows that after 10 µs, the charging current is less than 1% of the transient 

current for oxygen consumption. 10 µs is much smaller than the maximum waiting time 

of 1.5 ms for flow effects. As 10 mS/cm is the lowest conductivity in seawater, giving 

the maximum time constant, the charging current can be ignored for seawater oxygen 
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measurement. However if we extend the application to fresh water, the waiting time 

will become a problem, e.g. for fresh water with 10 µS/cm conductivity, the waiting 

time increases to 5 ms for less than 1% RC charging effect. 

 

Discussions 

Dissolved oxygen can be measured in either the steady state or during the 

transient. A steady state measurement has several advantages in that the temperature 

coefficient can be easily determined by equation 4-27, and the measurement result is 

not affected by double-layer capacitance or initial state. The steady state measurement 

is very suitable for Clark-type electrodes as it has a membrane to protect the electrode 

against flow. However, for a membraneless sensor, the steady state current has serious 

flow effects. Furthermore the waiting time to get to steady state is in minutes. 

Therefore the sensor has a slow response time.  

Conversely, a transient measurement has a complex temperature coefficient. 

However this coefficient can be determined from calibration. The flow effects for 

transient measurements can be reduced by reducing the waiting time. Therefore it is 

more suitable for a membraneless oxygen sensor. Typically this waiting time can be up 

to 1.5 ms for a disc electrode with 10 µm radius. The minimum waiting time at which 

the RC charging effect can be ignored is about 10 µs for seawater. As there is a 

substantial time between 10 µs and 1.5 ms, both flow effects and RC charging effects 

can be removed by taking measurement within this time gap. However, if the 

application is extended to fresh water, the minimum waiting for RC charging effects 

increases to 5 ms. There is no time gap to remove both effects for a disc electrode. 

Furthermore, transient current measurement using a long waiting time is influenced 

more by the oxygen concentration in the solution bulk, whilst transient current with 

shorter waiting time depends on the initial oxygen concentration around the electrode. 

Therefore measurement with longer waiting time depends less on the initial 

concentration. If the geometry of the sensor is modified to extend the maximum 

waiting time for flow effects and the measurement waiting time increased, the system 

could be extended to the fresh water field, and the initial effects could be reduced.  

4.4.3 Sensor design  

In order to minimise flow effects and increase the maximum waiting time, the 

sensor is fabricated within a well as shown in figure 4-32. The diffusion inside the well 
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will be unaffected by water flow. Therefore the time for the diffusion boundary to reach 

the top of the well gives the maximum wait time for no flow effects.  Figure 4-32 

shows the oxygen sensor design with a well: 

 

Figure 4-32 A diagram of oxygen sensor cell with a disc platinum electrode in a well, using 

micro fabrication technique. 

 

As shown in figure 4-32, diffusion for a disc electrode in a well can be divided 

into two parts: one dimensional diffusion in the well and semi-infinite diffusion as for a 

disc electrode outside the well [131-133]. In order to estimate the steady state current 

and water resistance, we assume that the oxygen concentration at the outlet of the well 

(red line in figure 4-32) is the same, and has a value of C0. Therefore, for one 

dimensional diffusion in the well, the steady state oxygen current Js is: 

௦ܬ ൌ
஺஽஼బ
ு

               [4-36] 

where A is the area of the electrode, equals to ݎߨ଴ଶ (r0 is the radius), H is the height of 

the well. The semi-infinite diffusion for a disc electrode outside the well has steady 

state oxygen current Js : 

௦ܬ ൌ ∗ܥ଴ሺݎܦ4 െ  ଴ሻ              [4-37]ܥ

As the two equations share the same oxygen current, equations 4-36 and 4-37 can be 

combined and solved to give C0 and Js: 

଴ܥ      ൌ
ସு஼∗

గ௥బାସு
               [4-38] 

௦ܬ ൌ
ସ஺஽஼∗

గ௥బାସு
                 [4-39] 

The water resistivity is: 
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 ܴ௦ ൌ
గ௥బାସு

ସ஺ఙ
               [4-40] 

In the early (transient) state, the diffusion boundary is inside the well. The 

diffusion in this stage is only in the y direction as figure 4-32 shows, therefore, only the 

y velocity of flow will affect the current. A FEM simulation is made to estimate the 

flow velocity in the well. Figure 4-33 shows the boundary conditions of the flow: 

 

 

Figure 4-33 FEM simulation in COMSOL for flow velocity field of a rectangular water channel 

with 3 wells, where the colour shows the velocity field. The mesh dimension is about 0.1 mm 

in the wells.  

  

In this simulation, a rectangular 1x32 cm water channel is used to define the velocity 

field above the sensor cell. The inlet of the channel has a uniform 100 cm/s flow 

velocity and 3 wells with different dimensions are placed in the middle of the channel. 

There is 15 cm from the inlet to the well, which acts as a buffer, changing the y 

direction profile of the flow from a uniform 100 cm/s at the inlet to the distribution 

shown in figure 4-30, with a maximum velocity of 140 cm/s in the centre. The three 

wells have dimensions of 1x1 mm, 1x2 mm, and 0.5x2 mm. Due to symmetry, the flow 

in the half width of the well has no y velocity. Therefore the profile of the y velocity is 

made along the line on the ¼ of the width of the well. Figure 4-34 shows the profiles: 
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Figure 4-34 Plot of FEM simulated flow velocity in the wells along the y-direction. 

 

As shown in the figure, all the three wells have a maximum y velocity at the top 

of the well (depth = 0). We see that the maximum y velocity depends on the width of 

the well, because the 1x2 mm well and 1x1mm well have the same maximum y 

velocity of 7.3 mm/s, and the 0.5x2 mm well has a smaller maximum y velocity of 

3.5 mm/s. The attenuation speed is primarily determined by the width of the well, 

because the 0.5x2 mm well has twice the attenuation speed. However, the depth of the 

well also affects the attenuation, as the 1x1 mm well has slightly quicker flow 

attenuation with depth because it has a smaller depth.  

Furthermore, when the well depth is longer than diameter (1x2 mm and 0.5x2 

mm), the y velocity attenuates to 10% of the maximum value when the depth equals the 

diameter, and 1% when the depth equals 1.3 times the diameter. 

In the sensor chip, the height of the well is set to 25 µm. This height is defined by 

the thickness of SU8. Two designs with different diameters are implemented on chip 2-

A in design 2: one with a diameter of 5 µm, and the other with a diameter of 25 µm. 

According to equation 4-7, the diffusion boundary takes 20 ms to come out of the 25 

µm deep well. FEM simulations were made to calculate the velocity, and the result 

show that the y velocity is 20 µm/s at the top of the 5 µm diameter well, when the flow 

is in a 1 cm wide rectangle channel with maximum flow velocity of 100 cm/s. For the 

well with 25 µm diameter, this y velocity is 100 µm/s. 
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For the 5 µm diameter well, the ratio coefficient KT is calculated to be 1.35 

pA/µM at 20 ms, from equation 4-6 (n=4). The flow-induced current at 20 ms is 

calculated to be 0.075 pA/µM, which is 5.6% of the transient current. However, the 

actual flow effects may be smaller as the estimate of the flow-induced current is 

pessimistic. Furthermore, as the y velocity attenuates to 10% of the maximum value 

when the depth equals the diameter when the diffusion thickness is smaller than 20µm 

(25 µm depth – 5 µm diameter electrode well), the flow effect is smaller than 0.56%. 

The diffusion takes 12.5 ms to reach the 20 µm thickness, therefore in the first 12.5 ms, 

the flow effect is smaller than 1%. 

For the RC charging effects, calculations show that the minimum waiting time is 

22 µs for 10 mS/cm seawater, and 11 ms for 10 µS/cm fresh water. Therefore, the 

transient measurement at a time between 11 ms and 12.5 ms removes both flow effects 

and RC charging effects. 

For the well of 25 µm diameter, KT is calculated as 35 pA/µM at 20 ms. The 

flow-induced current is 9.5 pA/µM, which is about 28%. Therefore the 25 µm diameter 

well cannot totally remove the flow effects. However, as this is a pessimistic estimate, 

and 100 cm/s is a large flow, the actual flow effects at 20 ms may be much smaller than 

estimated, especially when a slower flow is applied, e.g. 10 cm/s.   

The minimum waiting time to remove the RC charging effects is 22 µs for 

10 mS/cm seawater and 15 ms for 10 µS/cm fresh water. Therefore if experimentally 

the flow effects are not found to be a serious problem using a 20 ms measurement delay 

the preferred waiting time should be about 15~20 ms.  

The DO sensor and the conductivity sensor are implemented on chip 2-A in 

design 2 as shown in figure 4-18. Instead of one well, five wells are placed on the 

platinum electrode to achieve an average effect and increase the total current. As shown 

in the figure, five ring-type platinum electrodes are placed around the working 

electrode. These electrodes can either be used as counter electrode in a three-electrode 

system, or be plated for Ag/AgCl for reference electrode.   

The micro fabrication technique cannot etch micro holes with a diameter smaller 

than their depth. Therefore the sensor chips with five 5 µm diameter wells were not 

successfully manufactured. However, the sensor chips with five 25 µm diameter wells 

were manufactured successfully, and had good performance (chapter 6). Therefore, this 

design is also implemented in design 3 as shown in figure 4-8. 
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Chapter 5 Electronics Design 

Electronic circuitry is required for the CT-DO sensors. Both CT sensors are 

impedance sensor, and can share a single impedance measurement circuit with 

multiplexers. However, the DO sensor is an electrochemical sensor, and requires 

separate circuit for the two/three-electrode electrochemical system.  

5.1 Impedance measurement circuit for CT sensor 

An impedance measurement circuit was designed for the CT sensors – the 

schematic diagram is presented in figure 5-1. The circuit can be divided into the 

analogue part and the digital part, which are introduced in the follow sections. 

 

Figure 5-1 A block diagram of CT sensor system, including CT sensors and supporting circuit 

for impedance measurement. 

5.1.1 Analogue circuit 

Figure 5-2 shows a photograph of the PCB of the analogue circuit: 
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Figure 5-2 A photograph of the analogue circuit PCB for the impedance measurement system.  

 

As shown in figure 5-1, there are seven modules in the analogue circuit: a digital-

to-analogue converter (DAC) is used to convert the digital waveform into an analogue 

signal; a low-pass filter (LPF1) is used to smooth the analogue signal from the DAC; a 

trans-impedance Amplifier (I/V) converts the voltage signal from the LPF1 into a 

current signal, to drive the C/T sensor, and a differential amplifier (IA) amplifies the 

voltage signal from the C/T sensor; another low-pass filter (LPF2) is used to remove 

the high frequency noise from the sensor; after filtering, the analogue signal is 

converted into digital signal by an analogue-to- digital converter (ADC). 

 

DAC, ADC and low-pass filters 

The analogue circuit is similar to the square wave excitation system (chapter 2, 

figure 2-13). However, there are two main differences. First, instead of a signal 

generator, a digital-to-analogue converter (DAC) and a low-pass filter (LPF1) are used 

to generate the signal. Second, the high-pass filter and the synchronous rectifier are 

removed to reduce ripple noise. Instead a low-pass filter (LPF2) an ADC with 100 ksps 

sample rate is used to convert the analogue signal into a digital signal, allowing  all the 

signal processing work to be  done by the digital circuit.  

One advantage of using a DAC rather than a signal generator is that it can 

generate many kinds of signals, so that the analogue board can support both sine wave 

and square wave excitation. Furthermore, the DAC and ADC can be driven by the same 

controller. Therefore, the frequency of the excitation signal and the ADC sample rate 

can be kept to a fixed ratio, making the digital signal processing (DSP) much easier. 

For example, with sine wave excitation, the frequency of the sensor response signal is 

exactly known. Therefore only a three-parameter fitting algorithm is required rather 

than a four-parameter fitting.  
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Trans-impedance amplifier and differential amplifier 

The trans-impedance amplifier (AD822 [134]) is used to convert the voltage 

signal into a current signal, and injects this current into the sensor via the two current 

terminals. The differential amplifier (AD623 [135]) measures the voltage response 

from the sensor via the two voltage terminals. This four-terminal interface can support 

many kinds of impedance measurement. For a four-electrode conductivity cell, by 

injecting current via two of the electrodes and measuring voltage from the other two 

electrodes, electrode polarization effects can be removed. A Wheatstone resistor bridge 

has four terminals connected to this interface. Therefore, this interface can also support 

a PRT-bridge temperature sensor and piezo-resistor bridge pressure sensor, as they are 

based on a Wheatstone bridge. Furthermore, it can also be configured as two-terminal 

interface by connecting the current terminal and voltage terminal together. Therefore 

two-terminal components, such as resistors, capacitors, and thermistors, can be 

supported by this interface. 

A common design for the trans-impedance amplifier is shown in figure 5-3: 

 

Figure 5-3 Schematic of a common design for the trans-impedance amplifier.  

 

It is based on an operational amplifier (OPA) with negative feedback from the sensor.  

Rin is the V/I (voltage to current) gain resistor which is used to define the transfer ratio 

between the input voltage Vin and the injection current I by ܫ ൌ ௏೔೙
ோ೔೙

. 

However, because of the double-layer capacitance, the impedance of the 

conductivity cell at DC signal is infinite (in the absence of Faradaic reactions). 

Therefore, there is no negative feedback for the DC signal, and the static voltage 
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response of the OPA is uncertain and easily saturates, increasing the signal setup time 

and inducing overflow error.  

To solve this problem, an improved design is implemented in the analogue circuit 

– figure 5-4: 

 

Figure 5-4 Schematic of the improved trans-impedance amplifier design for the conductivity 

cell.  

 

As shown in the figure, a capacitor (C) and two resistors with the same 

impedance (Rdc) are added in to this design. The Rdc has a resistance more than 100 

times bigger than Rin and the resistance of seawater in the conductivity cell. For a DC 

signal, because of the infinite impedance of the capacitor and the conductivity cell, the 

equivalent circuit can be simplified as shown in figure 5-5(a). Therefore there is only a 

small static voltage response from the OPA, due to the extremely small leakage current 

(Ileak) of the OPA. For AC signals, because Rdc is very big, the equivalent circuit can be 

simplified as shown in figure 5-5(b). Therefore the injection current can be calculated 

as: ܫ ൌ ௏೔೙
ோ೔೙ାଵ ௝ఠ஼ൗ

. 

 

Figure 5-5 Schematic of the simplified equivalent circuits for the trans-impedance amplifier: (a) 

for DC signal; (b) for AC signal.  
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C/T Sensor model and multiplexers 

The four-way multiplexers are used in the C/T sensor model to support four-

channel impedance measurement. Figure 5-6 shows the multiplexing used for the trans-

impedance amplifier: 

 

Figure 5-6 A schematic of the trans-impedance amplifier with multiplexers.  

 

As shown in the figure, two multiplexers (MUX1 and MUX2) are used. MUX1 is 

used to select the V/I gain resistors and determine the magnitude of the injection 

current I. MUX2 is used to select the C/T sensors or calibration resistors for current 

injection. The CT sensors will take two of the channels. The other two channels can be 

used for the calibration resistors (Rcal1, Rcal2) or the other sensor, for example, the depth 

sensor. 

Another two multiplexers are used for the differential amplifier. One is used to 

select the voltage response from the sensors or calibration resistors, while the other is 

used to determine the gain of the amplifier by selecting different feedback resistor. 

The measured impedance of the C/T sensor |ZC/T| can be calculated as: 

     |ܼ஼/்| ൌ
௎

ீூ
      [5-1] 

where I is the injection current, U is the AC amplitude sampled by ADC, and G is the 

gain of the differential amplifier. Both I and G are controlled by multiplexing the 

resistors of the trans-impedance amplifier and the instrumentation amplifier 

respectively.  

Both the gain of the amplifiers and the value of the resistors drift with 

temperature and time, affecting G and I. To minimize this error, calibration resistors 

with extremely low temperature coefficient (0.6 ppm/oC) and excellent load life 

stability (0.005% drift after 2000 hours under load) are embedded in the C/T sensor 

block. Sequentially measuring the AC amplitude of the C/T sensor voltage (UC/T) or the 
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calibration resistor voltage (UR) using the same G and I, the impedance of C/T sensor 

(|ܼ|ሻ	becomes: 

     |ܼ஼/்| ൌ
௎಴/೅
௎ೃ

ܴ௖௔௟     [5-2] 

where Rcal is the resistance of the calibration resistor. 

Because G and I are eliminated in equation 5-2, the system error depends on the 

stability of the calibration resistor with temperature and with time. Because the 

temperature of the environment varies between -2 and 30 oC, the maximum change in 

the calibration resistor due to temperature is 0.0018%. Typically the system takes 100 

ms for a single channel measurement with a 10 s measurement interval. At this 1% duty 

cycle the calibration resistor drifts by a maximum of 0.0002% per year. Therefore the 

annual system drift is very low and any inaccuracy is determined by the temperature of 

the resistor. 

5.1.2 Digital circuit design 

The micro-controller unit (MCU) is usually used for analogue circuit control in a 

square wave excitation system. However, due to the limited calculation ability, it is not 

suitable for controlling the high speed ADC and DAC, and implementing the DSP 

algorithms such as sine wave fitting. Instead a low power field programmable gate 

array (FPGA) with system-on-a-chip (SOC) solution is used in the digital part.  

As shown in figure 5-1, four major modules are implemented inside the FPGA, 

including MCU module, DSP (Digital Signal Processing) module, waveform module, 

and the power control module. The impedance measurement uses sine wave excitation. 

The waveform module controls the DAC to generate a sine wave. The DSP model 

calculates the amplitude and phase of the sine wave sampled by the ADC, and this 

amplitude and phase information is used for C/T calculation. The power control module 

is used to control the system working mode, eliminating unnecessary power 

consumption when the system is not measuring. The MCU controls the other modules, 

records the data from DSP module into a 512 Mbit external FLASH memory, and 

communicates with a PC through a USB interface. 

 Figure 5-7(a) shows the PCB of the digital circuit, while 5-7(b) shows the 

optional USB communication board for connecting the digital circuit to a PC: 
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                                (a)                                                                (b) 

Figure 5-7 Photographs of the digital circuit PCBs for the impedance measurement system: (a) 

FPGA board; (b) optional USB communication board.  

 

MCU 

The MCU module is modified from the CQPIC [136], which is a free 

synthesizable VHDL [137]/ Verilog HDL [138] description of the PIC16F84A 

processor [139]. The original CQPIC can only support 68 bytes RAM and 1.75 kB 

program memory. After modification, the MCU module can support 512 bytes RAM 

space, and 4 kB program memory.  

For the software development, because the MCU module has the same instruction 

set as a PIC16 serial processor, we can use the same compiler as for a PIC16 for 

compiling, for example, the CCS C compiler [140]. Software coupled with a program 

downloader module was also developed for downloading the compiled program.  

Figure 5-8(a) shows the CCS C compiler, and Figure 5-8(b) shows the downloading 

software: 

 



 111

      

(a)                                                                         (b) 

Figure 5-8 Diagrams showing the software development kits: (a) CCS C compiler; (b) 

program downloading software.  

 

The MCU module is used to configure the other modules, set the multiplexers in 

the analogue circuit, control the data storage of the FLASH memory, and communicate 

with a PC. Therefore, the parameters of the sensor system can be configured for 

applications by programming, including: 

(1) The sensors/calibration resistors selection, injection current volume, and the 

gain of the differential amplifier. 

(2) The signal setup time and fitting time for each measurement. 

(3) The measurement interval (the sleep/wake-up period). 

 

Waveform and DSP 

The waveform module and DSP module is used to couple to the high speed DAC 

and ADC, and to process the digital signal. With different designs of the waveform and 

DSP modules, the system can support both sine wave and square wave excitations.  

In the current implementation the system is configured for the sine wave 

excitation. The waveform module stores a 64-point digital sine wave. By controlling 

the DAC with 100 ksps sample rate, it can generate an analogue sine wave with a 

frequency of 1.5625 kHz (100/64 kHz).  

The DSP module controls the ADC to work with exactly the same sample rate as 

the DAC. Therefore the digital signal xi sampled from ADC can be described as 

following formula: 

௜ݔ    ൌ ݊݅ݏܣ ቀଶగ௜
଺ସ
ቁ ൅ ݏ݋ܿܤ ቀଶగ௜

଺ସ
ቁ ൅ ܥ ൅ ݊௜,								݅ ൌ 0,1,2,3…… [5-3] 

                               
																												௦௜௡௘	௪௔௩௘																												
ሱۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛۛ ۛሮ   

௡௢௜௦௘
ሱۛ ሮۛ 
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xi consists of the induced noise ni and the sine wave with three unknown 

parameters A, B and C. A is the magnitude of the in phase (or sine) component of the 

response, B is the magnitude of the cosine (quadrature) component, and C is the DC 

component. The amplitude and phase of the resultant response can be calculated as: 

݁݀ݑݐ݈݅݌݉ܣ  ൌ ଶܣ√ ൅      [5-4]	ଶܤ

݁ݏ݄ܽܲ  ൌ tanିଵ ஻
஺
	     [5-5] 

A three-parameter sine fitting algorithm is implemented in the DSP module for 

the calculations of A, B, and C using the following equations: 

ᇱܣ ൌ ଵ

ଷଶ௠
∑ ௜ݔ sin ቀ

ଶగ௜

଺ସ
ቁ଺ସ௠

௜ୀ଴ 	    [5-6] 

ᇱܤ ൌ ଵ

ଷଶ௠
∑ ௜ݔ cos ቀ

ଶగ௜

଺ସ
ቁ଺ସ௠

௜ୀ଴ 	    [5-7] 

ᇱܥ ൌ ଵ

଺ସ௠
∑ ௜ݔ
଺ସ௠
௜ୀ଴ 	     [5-8] 

஺݁ ൌ ᇱܣ െ ܣ ൌ ଵ

ଷଶ௠
∑ ݊௜sin	ሺ

ଶగ௜

଺ସ
ሻ଺ସ௠

௜ୀ଴ 	   [5-9] 

݁஻ ൌ ᇱܤ െ ܤ ൌ ଵ

ଷଶ௠
∑ ݊௜cos	ሺ

ଶగ௜

଺ସ
ሻ଺ସ௠

௜ୀ଴ 	           [5-10] 

݁஼ ൌ ᇱܥ െ ܥ ൌ ଵ

଺ସ௠
∑ ݊௜
଺ସ௠
௜ୀ଴ 	             [5-11] 

where A’, B’, and C’ are the fitted parameters for A, B, and C, while eA, eB, and eC are 

the fitting errors respectively. m is the period number of the sine wave. It can be 

configured by the MCU as the sampling time for each measurement.  

Normally ni is White Gaussian Noise whose average value approaches zero by 

extending the sampling length to infinity,  eC is the average (mean) of this noise with a 

length of 64m. In eA and eB this noise is first multiplied by 2sin	ሺଶగ௜
଺ସ
ሻ  and 

2cos	ሺଶగ௜
଺ସ
ሻ	respectively, and then averaged with a length of 64m. Multiplying a signal 

with a sine/cosine wave performs a frequency shift of the field of the original signal in 

both directions by the frequency of the sine/cosine wave (π/32), followed by combining 

them together.  White Gaussian Noise is a noise model which has a uniform frequency 

component. Therefore this shifting and combining does not change the uniformity of 

the frequency component, and the noise produced by the multiplication is still White 

Gaussian Noise.  Hence all the fitting errors can be reduced by increasing the sampling 

length (64m), meaning that the measurement precision of the system can be improved 

by increasing the sampling length (time), until it reaches the limitation of 16-bit 

precision. 
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Power control module 

The power control module is used for supporting the ‘wake-up’ and ‘sleep’ 

modes, eliminating unnecessary power consumption when the system is not measuring. 

There are two oscillators in the digital circuit. One with 24 MHz frequency is 

used for driving most of the modules in the FPGA, while the other with 32 kHz 

frequency is used for a timer in the power control module.  

When measuring, the analogue circuit and the 24 MHz frequency is powered on 

by the power control module, and the system operates in the ‘wake-up’ mode. 

Subsequently, the power control module turns off the power of the analogue circuit and 

the 24 MHz oscillator following the instruction MCU. The system will be kept in this 

‘sleep’ mode until a system state change is triggered by the timer. The power control 

module then turns on the power to resume the ‘wake-up’ mode.  The time interval 

between timer controlled wake up and sleep triggers can be configured by the MCU to 

define the measurement time interval of the system.  

5.2 Electronics for DO sensor 

The design of the electronic circuit supporting two/three electrode 

electrochemical system for the DO sensor is shown in figure 5-9: 

 

 

Figure 5-9 Block diagram of two/three electrode electrochemical sensor system, supporting DO 

measurement. 

 

As shown in the figure, this system is similar to the CT sensor system. The digital 

circuit uses the same hardware as the CT sensor system. However, the waveform and 

DSP module are not used for sine wave fitting, but for a waveform designed for DO 

measurement.  
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In common with the impedance measurement system (see section 5.1), the 

excitation voltage signal in the analogue circuit is generated by a DAC and a low-pass 

filter (LPF). For a three electrode system this excitation voltage signal is applied to the 

solution bulk using a reference electrode and an auxiliary electrode with a feedback 

circuit. For a two electrode system, the feedback circuit can be removed, and the 

excitation voltage signal can be directly applied to the reference electrode (using an 

optional connection included within the circuit design as shown in figure 5-9). 

A trans-impedance and amplifying model is used to set the working electrode at 

0V, and convert the current on the working electrode into a voltage signal. This voltage 

signal is sampled by an ADC, converted into a digital signal, and processed by the DSP 

module for DO calculation. Figure 5-10 shows a photograph of the PCB for the 

analogue circuit of DO sensor and USB connection. Figure 5-11 shows a photograph of 

the complete CT-DO system with 3 PCBs connecting together:  

  

Figure 5-10 A photograph of the PCB for the DO analogue circuit and USB communication. 

Two amplifiers (U6 and U7) for the feedback module are unsoldered here as this PCB is 

configured as for two-electrode electrochemical system.   
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Figure 5-11 A photograph of the complete CT-DO electronics with three layers of PCBs, where 

the CT analogue circuit PCB is on the bottom, the digital circuit PCB is in the middle, and the 

PCB of DO analogue circuit and USB connection is on the top. 

 

5.2.1 Analogue circuit for two/three electrode system 

In an electrochemical system, the voltage in the solution bulk Vsolution can be set 

by either applying a voltage Vin to the reference electrode directly (two electrode 

system), or applying Vin  through a feedback circuit using reference electrode and 

auxiliary electrode together (three electrode system). The feedback circuit has been 

introduced in chapter 3, figure 3-7. The relation between Vsolution and Vin is: 

௦ܸ௢௟௨௧௜௢௡ ൌ ௜ܸ௡ െ ௘ܸ௤              [5-12] 

where Veq is the equilibrium voltage of the reference electrode. 

A trans-impedance amplifier is usually used to set the voltage of the working 

electrode to 0V, and convert the current on the working electrode into a voltage signal. 

Therefore the voltage applied on the working electrode against the solution Vreaction is: 

   ௥ܸ௘௔௖௧௜௢௡ ൌ 0 െ ௦ܸ௢௟௨௧௜௢௡ ൌ ௘ܸ௤ െ ௜ܸ௡            [5-13] 

Figure 5-12 shows the trans-impedance and amplifying circuit for the working 

electrode: 
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Figure 5-12 A schematic of the circuit design for the trans-impedance and amplifying 

module, where the voltage of working electrode is set to 0V, and the current passing 

through the working electrode is converted into a voltage output for ADC. 

 

There are two amplifiers in this design. The first amplifier (left in the figure, 

LMP7721 [159]) acts as a trans-impedance amplifier, which sets the voltage on the 

working electrode to 0 V, and converts the current passing through the working 

electrode (I) into a voltage output V1 by a resistor R1 as ଵܸ ൌ  ଵ. The second amplifierܴܫ

(AD822 [134]) is used to further enhance this voltage signal for ADC sampling.  

The reason we need the second amplifier is that the initial current for oxygen 

measurement is large due to charging of the double-layer capacitance. R1 needs to be 

kept small to make sure the first amplifier does not saturate during this initial state. 

Otherwise if this occurs, the voltage on the working electrode will not be 0 V, causing 

measurement error. After the charging of the double layer, V1 becomes too small for the 

ADC to measure directly. Therefore the second amplifier is used to increase the input 

voltage for the ADC and enables measurement. Of course the second amplifier will 

saturate at the initial state. However this overflow will not affect the voltage set to the 

working electrode, and will not cause measurement error. 

5.2.2 Waveform and measurement 

As described in chapter 3, the Ag/AgCl reference electrode has a Veq of 0.237 V 

for 35 psu seawater at 25 oC. The data in Figure 3-6 suggest that Vreaction should be set 

between -0.4 V and 0.3 V for oxygen reduction, and 0.5~0.8 V for no oxygen 

consumption or generation. The optimum Vreaction for oxygen reduction was found by 
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experiment (figure 6-36 in chapter 6) to be -0.069 V, while Vreaction for no oxygen 

consumption/generation is 0.531 V. 

The Vreaction waveform for DO measurement is a 2 s periodic signal. Figure 5-13 

shows the waveform in one period: 

 

 

Figure 5-13 Plot of the voltage waveform applied on working electrode against solution 

bulk for DO measurement. 

 

As shown in the figure, in the first 480 ms, the applied Vreaction sweeps from -0.32 

to 0.88 V three times. Platinum electrodes held at a constant potential are known to lose 

their activity towards oxygen reduction [141, 142]. In addition electroplating can occur 

on the platinum cathode, affecting the oxygen measurement. This sweep performs 

electrode reconditioning, which maintains the activity of the electrode, and removes 

any electroplated materials [142]. 

The electrode reconditioning interferes with the oxygen concentration around the 

working electrode. Therefore Vreaction is kept in 0.531 V for 1180 ms after 

reconditioning and the oxygen concentration returns to the solution bulk value.  

After the 1180 ms rest, Vreaction reduces to -0.069 V for oxygen reduction. Instead 

of changing Vreaction immediately, a 15 ms ramp is used to avoid overflow of the trans-

impedance amplifier. After 85 ms of oxygen reduction, Vreaction goes back to 0.531 V 

for another 225 ms rest, then electrode reconditioning is repeated in the following 

period. 
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The waveform module in the digital circuit stores the waveform for Vin. 

According to equation 5-13, Vin is calculated, see figure 5-14: 

 

Figure 5-14 Plot of the voltage waveform in the waveform module for DO measurement. 

 

The DSP module samples the voltage output of the trans-impedance and 

amplifying module at the time slots of 10, 15, 25, and 35 ms after the Vreaction ramp for 

oxygen reduction. Each time slot is 1.28 ms wide, which allows 128 samples to be 

taken at 100 ksps sample rate. The 128 samples in one slot are averaged to provide one 

value for oxygen calculation, and recorded in FLASH memory. The four time slots help 

in understanding any flow and initial electrode state effects, and thence enable choice 

of an optimized measurement time with smallest measurement error.   
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Chapter 6 Experimental results 

Three versions of sensor systems have been developed, including version 1 CT 

system using chips in design 1, version 2 CT system using chips in design 2, and a 

complete CT-DO system. These systems have tested through several calibration runs 

and various deployments. This chapter presents these experimental results, including 

testing of the impedance measurement circuit, calibration and deployments of the two 

versions of CT sensor systems, testing of the DO sensor, and a deployment of the 

complete CT-DO system on a rowing boat in the Indian Ocean. Preliminary 

experiments were carried out to explore the possibility of using an electrochemical 

method to remove bio-fouling, and extending the use of the CT system into freshwater 

area. These experimental results are also presented in this chapter. 

6.1 Test of impedance measurement circuit  

The impedance measurement circuit was tested using resistors and capacitors, to 

find the optimum measurement time, power consumption, and accuracy. 

6.1.1 Measurement time 

When applying a current excitation signal to the CT sensor or the calibration 

resistor, the circuit needs to wait some time before reaching a stable voltage response. 

This time is the signal setup time. After this setup time, the stabilized voltage signal can 

be sampled for impedance calculation. The measurement time for a single impedance 

channel can be separated into the signal setup time and the sampling time. In order to 

determine the signal setup time, the transient voltage response of the impedance 

measurement circuit was measured, shown in figure 6-1: 
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Figure 6-1 Plot of the transient voltage response sampled by the ADC of the impedance 

measurement circuit, when measuring a 500 Ω resistor using a 1 kΩ gain resistor. 

 

As shown in the figure, the analogue circuit takes about 5ms to produce a stable 

sine wave. Therefore, a pessimistic estimate shows that the signal setup time is 20 ms. 

The sampling time for sine wave fitting should be an integral multiple of the 

period of the 1.5625 kHz signal. Furthermore, coupling noise will be induced by any 50 

Hz AC sources present in laboratory or calibration setups. Setting the fitting time as an 

integer multiple of 20 ms (which is the period of the 50 Hz power supply) reduces the 

coupling noise. Hence, the measurement time is set to 80 ms, which is 125 times the 

1.5625 kHz signal period, and 4 times the 50 Hz signal period. 

6.1.2 Power consumption 

The circuit was powered by a PP3 battery. With this 9 V power supply, it 

consumes 9.2 mA when measuring, and 200 µA when quiescent. The battery life time 

can be calculated from these measurements and the measured time interval. 

Because the measurement time is set to 100 ms (20 ms + 80 ms), assuming there 

are 4 channels to be measured each time, the system takes 400 ms for a complete CT 

measurement. The relation between battery life (9 V/600 mAh PP3 battery) and the 

measurement time interval is calculated and shown in figure 6-2: 
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Figure 6-2 Plot of the battery life of the CT sensor system versus measurement time 

interval. 

 

A system with a longer measurement interval has a lower duty cycle, and 

consumes less average current. Therefore, as shown in figure 6-2, the battery life 

increases with measurement time interval; the maximum battery life is about 100 days. 

This increases quickly when the interval is smaller than 50 s, because the battery life is 

governed by the 9.2 mA measuring current in this stage. However, the battery life 

increases slowly when the interval is bigger than 50 s. This is because when the duty 

cycle is already very small, and the battery life is determined by the quiescent current. 

Reducing the measuring current at this stage does not affect the battery life very much. 

The calculated battery life is 35 days for a 10 s interval. An experiment was 

carried out to verify this calculation. The system worked for 30 days with 10 s 

sampling interval; the battery voltage dropped from 9.2 V to 7.6 V, which shows that 

the battery life calculation is correct within the accuracy of the datasheet and 

measurement data. 

6.1.3 Measurement accuracy 

Four resistors and one capacitor were used to test the measurement accuracy 

without the use of calibrating resistors (following equation 5-1). The factor resistor 

(resistor Rin as described in chapter 5) was set to 500 Ω, which sets the impedance 

measurement range to 100~600 Ω.  
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The 4 resistors varied from 100 Ω to 560 Ω. First the resistors were measured 

with a multimeter with 0.1 Ω resolution to provide reference values. Then every 

resistor was measured by the impedance measurement circuit more than 100 times. The 

error in the impedance measurement circuit is determined from the difference between 

the measured values and the reference values from the multimeter, figure 6-3. 

 

Figure 6-3 Plot of the measurement error of the impedance measurement circuit for four 

resistors, X-axis is the resistor value read from a multimeter, curve shows the average error (i.e. 

the difference between the value measured with a multimeter (accuracy 0.1 Ω) and the mean of 

100 measurements made with the impedance circuit), and error bar shows the distribution 

(range) of this difference.  

 

The standard deviation of the amplitude is 0.01 Ω (0.002% of the full 

measurement range, SNR = 92 DB), and the standard deviation of phase is about 0.02o. 

As shown in figure 6-3, the biggest error is less than 0.1 Ω, which is even smaller than 

the resolution of the multi-meter.  It is probable that the measurement bias shown in the 

figure comes from the measurement error in the multi-meter.  Each error bar shows the 

distribution of 100 measurement results for one resistor. The largest distribution is 

about 0.07 Ω for the 420 Ω resistor. This distribution is probably due to temperature 

drift.  

A capacitor of nominal value of 680 nF with 10% tolerance was also tested. The 

measured value was 718.3 nF, with a phase of 89.68 o, which is very close to the 

expected value of 90o. This proves that the impedance measurement circuit can support 

full impedance measurement.  
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Calibration resistors are used to remove the temperature drift, following equation 

5-2. To test the system accuracy with calibration resistors, two calibration resistors with 

0.6 ppm/oC temperature coefficient were measured alternately. The voltage response 

from the two resistors is shown in figure 6-4:  

 

Figure 6-4 Plot of voltage responses from two calibration resistors, when the temperature of 

the analogue circuit was changed by touching the PCB. 

 

The gain resistors in the trans-impedance amplifier have temperature coefficients 

of 20 ppm/oC, which translates into a 0.002% measurement error per degree. Figure 6-

4, show the measured voltage response from each calibration resistor for a 3 oC 

temperature change giving a deviation of about 0.005% (86 dB SNR), which is close to 

the 0.006% estimated value. However the ratio of the two voltage responses had a 

lower deviation of 0.001% (100 dB in SNR). This means that if we use equation 5-1 for 

impedance calculation, the temperature drift is 0.005%. However, with calibration 

resistors and equation 5-2, measurement noise is reduced to 0.001%, and most of this 

noise comes from the 0.002% quantization noise, rather than the 0.00018% (0.6 

ppm/oC x 3 oC) temperature drift in the calibration resistor. 

The temperature in the ocean has a span of about 30 oC, and we can expect that 

the temperature drift using equation 5-1 will increase to 0.05%, if the temperature 

change covers this range. However, with a temperature coefficient of 0.6 ppm/oC, the 

calibration resistors only change by 0.002% over this 30 oC temperature range. 

Therefore the temperature drift is reduced to 0.002% by using equation 5-2. 

The quantization noise of the 16-bit ADC/DAC is about 0.002% of full scale, 

which is the limit on the system accuracy. Although this noise can also be improved by 
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averaging, this is not as efficient as for other noise sources [143].  With 80 ms sampling 

time (average of 8,000 samples) and a calibration resistor, the measurement has a 0.001% 

noise. Therefore, this measurement is already greater than the limit accuracy, and the 

system accuracy should be considered as 0.002% rather than 0.001% (imaging a 1-bit 

system, 0 for 0 V, 1 for 1 V. A 0.49 V DC signal with no noise will always be sampled 

as 0 V, with a noise of 0 V, however the measurement accuracy is still 0.5 V). With this 

0.002% accuracy, the impedance measurement circuit can support 1 S/cm accuracy 

for conductivities in the range 10~70 mS/cm, and 0.6 moC accuracy for temperature in 

the range -2~30 oC.  Of course, the final accuracy of the CT measurement also depends 

on the sensor design. 

6.2 Calibration and deployment of the CT sensors in design 1 

The CT sensors in design 1 include the seven-electrode conductivity cell with a 

2x2 mm water channel (on chip 1-A), four-electrode open conductivity cell (on chip 1-

B), and a PRT-bridge temperature sensor (on both chip 1-A and 1-B). Several 

calibrations were carried out to evaluate the performance of these sensors. Figure 6-5 

shows the sensor system using chip 1-A: 

 

Figure 6-5 A photograph of the unpackaged CT sensor system using chip 1-A as the CT sensor. 

 

6.2.1 PRT-bridge temperature sensor calibration 

The PRT-bridge temperature sensor was calibrated using a FLUKE Hart 7012 

calibration bath [144]. This provides a fixed temperature with a stability of ±0.0008 °C 
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and uniformity of ±0.002 °C at 25 °C.  The water inside the bath is mixed rapidly by 

propellers, providing a stable temperature and large flow rate. The temperature was 

changed from 4 oC to 29 oC in 5oC increments, and 100 repeat measurements were 

taken with 10 s intervals. This calibration procedure was run three times. The interval 

between each calibration was 24 hours, and the sensor was always kept immersed in 

water between calibrations.  A Sea-Bird SBE-35 temperature probe [145] was used to 

provide a reference temperature with an accuracy of ±0.001 oC.   

The relationship between the reference temperature and the PRT-bridge voltage 

was fitted to a 3rd order polynomial using the data from the third calibration run. The 

PRT-bridge voltages were converted into temperature data using this polynomial.  The 

difference between reference temperature and PRT-bridge temperature reading is the 

measurement error, and is plotted in figure 6-6:  

 

Figure 6-6 Plot of the measurement error of PRT-bridge temperature sensor, with error bar 

showing the standard deviation of the 100 repeated measurements on each temperature point. 

 

The error bar is the standard deviation of 100 repeat measurements at each 

temperature. As shown the maximum standard deviation of the error for the 3rd run is 

±0.004 oC.  This sets the limit on the resolution of the temperature sensor. The mean 

error for all temperatures was ±0.005 oC, hence the error (for the 3rd run) for a spot 

measurement compared with the Sea-Bird probe is ±0.01oC.  The drift observed during 

the first two runs leads to a maximum error of about 0.1 oC (at low temperatures). 

However, compared with the third run, drifts are seen in the first and second runs, 

especially for the low temperature part giving an error of more than 0.1 oC. 

This drift is probably due to water absorption into the SY320 insulating material 

and epoxy glue used to package the chip.  Uptake of water causes expansion of the 



 126

insulator and reduces its resistance. The expansion also induces a small strain gauge 

effect which changes the resistance of the PRT, causing drift.  During calibration the 

sensor was continuously immersed. Because the water was absorbed in the first 24 

hours, the drift was greatest between the first and second run. It is assumed that the rate 

of absorption reached a plateau after the second run. The sensor chip was bonded at  

room temperature of about 25 oC. Therefore any strain gauge effect is induced by 

thermal expansion when the temperature deviates from 25oC. As water absorption 

changes the expansion coefficient of SY320 and the epoxy glue, a larger temperature 

drift is seen in figure 6-6 when the temperature is lower than 25 oC. 

6.2.2 Thermistor calibration 

Because the PRT-bridge temperature is affected by water absorption into the 

SY320 laminate, a thermistor temperature sensor (EPCON NTC thermistor 

B57863S0302+040 [146]) was used as a replacement. The calibration result for this 

thermistor is shown in figure 6-7: 

 

Figure 6-7 Plot of the thermistor calibration results, where the curve shows the average bias 

errors, and the error bar shows the standard deviation errors. 

 

This thermistor has a bigger measurement error (about ±0.02 oC) than a PRT-

bridge. However it is a commercial temperature sensor with reliability proved by tests 

in several harsh conditions. In version 1 CT system, there was concern about the 

reliability of the PRT-bridge temperature sensor when covered with SY320 laminate. 

Therefore this thermistor was used to replace the PRT-bridge. 
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6.2.3 Temperature response time test 

A temperature sensor in the FLUKE Hart 7012 calibration bath has a very fast 

response time as there is very rapid water flow in the bath. However, if water flow is 

slow, the response time will become an issue as introduced in chapter 4.  

A thermistor is physically separated from the conductivity cell, and can be placed 

at different distances from the package to evaluate the time response. Figure 6-8 shows 

the sensor system in a Ø10x15 cm (diameter x height) cylinder: 

Thermistor

 

Figure 6-8 A photograph of the version 1 CT system with a Ø10x15 cm cylinder package. 

 

In order to provide a constant temperature environment with slow water flow, 

another precision water bath was used (Grant GD100 [147]). This bath pumps water 

constantly and slowly through the sensor, and maintains water temperature within 

±0.02 °C stability. The temperature of the seawater was changed stepwise from 4 oC to 

34 oC in 5 oC increments. A temperature probe (ASL F250 MKII Precision 

Thermometer [148]) with ±0.002 oC accuracy was used to provide the reference 

temperature at 10 s sample intervals. Each temperature was held for 1 hour.  

Two designs were tried: one with the thermistor set on top of the cylinder 

package, and another with the thermistor set 3 mm higher.  Figure 6-9 shows the 

recorded temperature: 
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Figure 6-9 Plot of the temperature data from the thermistors with heights of 0 mm and 3 mm, 

response time is estimated by comparing the temperature data from the thermistors and the 

reference temperature probe. 

 

The thermistor set on the top took about 0.5 hour to achieve a measurement 

accuracy of 0.1 oC. However, by moving the thermistor 3 mm higher, the response time 

is much improved. As figure 6-9 shows, the response of the thermistor set 3 mm away 

follows the reference temperature, and the response time is estimated to be less than the 

10 second measurement interval. 

6.2.4 Conductivity sensor calibrations 

The FLUKE Hart 7012 calibration bath produces many bubbles from the 

propellers, and cannot be use to calibrate the conductivity sensor. Therefore both the 

seven-electrode conductivity cell with channel (chip 1-A) and the four-electrode open 

conductivity cell (chip 1-B) were calibrated using the same temperature bath, as for the 

response time test. The Grant temperature bath was filled with seawater at a salinity of 

30 psu. The salinity of this water was measured using a salinometer (Guildline 8410A 

Portasal [149]) with an accuracy of ±0.003 psu. 

The temperature of the seawater was changed stepwise from 4 oC to 34 oC in 5 oC 

increments, and each temperature step took 1 hour. Spot calibration was performed to 

determine the relationship between the measured cell conductance and the water 

conductivity for 7 different temperatures, following the formula given in [10]. The 

conductivity of the seawater was calculated at each temperature based on the measured 

salinity of the sea water. At each temperature, a total of 360 conductance (1/Rs) 

measurements were taken (over one hour), and the last 100 values were averaged to 
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give the mean cell conductance at this temperature. The relationship between measured 

conductance and calculated seawater conductivity gives the cell constant κ of the sensor.  

Normally κ is constant, independent of the measured conductivity. However, in order to 

improve the accuracy of the sensor (for example, due to small non-linearity in the 

circuits), κ was calculated from a 3rd order polynomial fit between measured 

conductance and seawater conductivity. The calibration results are shown in figure 6-

10: 

 

Figure 6-10 Plot of the conductivity sensor calibration results, where the curves show the 

average bias errors, and the error bars show the standard deviation errors: (a) four-electrode 

open cell; (b) seven-electrode cell with channel. 

 

Both the four-electrode open cell and the seven-electrode cell have similar 

measurement errors of about ±0.03 mS/cm. However the seven-electrode cell has a 

slightly smaller standard deviation of about ±0.005 mS/cm, which can be considered 

the resolution of the system.  

The seven-electrode conductivity cell is expected to have no proximity effects. 

To experimentally determine the proximity effects, conductivity measurements were 

taken both with and without a conducting metal rod placed close (1 mm or less) to the 

seven-electrode conductivity cell. The position of this rod was varied, and made no 

difference to the measurements; the difference between the two measurements was less 

than the ±0.03 mS/cm precision. The effect of an insulating object was evaluated by 

placing the sensor in air with the channel full of seawater. Again the reading was 

unaffected, within the precision of measurement. 
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6.2.5 Repeatability testing of the conductivity sensor 

To test the stability and repeatability of the conductivity sensor, the seven-

electrode cell was spot calibrated in the Grant temperature bath with three seawater 

samples. The calibration results are shown in figure 6-11: 

 

Figure 6-11 Plot of the calibration results of the seven-electrode cell with channel (chip 1-A) in 

three seawater samples. 

 

The fitted curve is based on the data from the first calibration. The second 

calibration was affected by an air bubble inside the water channel, so that the measured 

conductivity (fitting curve) deviates from the actual value, especially for data at higher 

temperature, which makes the air bubble bigger. However the data for the third 

calibration still differs from the first calibration, with an average difference 

(measurement error) of about 1 mS/cm. This error is due to water absorption by the 

SY320 laminate, which changes the geometry of the water channel. In addition, the 

Araldite 2020 epoxy [150], which was used to glue the sensor chip and plastic water 

channel, also absorbs water. 

Testing was also carried out on the four-electrode open cell. It was tested with 

two seawater samples in the temperature bath, and the results are shown in figure 6-12: 
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Figure 6-12 Plot of the four-electrode open cell (chip 1-B) calibration results in two seawater 

samples. 

 

The four-electrode open cell has a bigger drift of about 2 mS/cm. This is also 

because of the water absorption into the SY320 laminate, which cover the middle of the 

electrodes. The laminate expanded and became uneven after immersion in water for 48 

hours, so that drift occurred. 

6.2.6  Deployment of version 1 CT system 

Eight version 1 CT sensor systems with the seven-electrode cell on chip 1-A and 

a thermistor (figure 6-8), were tested on an Atlantic cruise from 4th Jan, 2010 to 19th 

Feb, 2010 in the North Atlantic (24.5N, -62.55W). The systems were packaged into 

Ø10x15 cm pressure pots, shown in figure 6-8, and deployed from a floating buoy.  

The depth of a particular sensor was adjusted by configuring the length of rope.  Figure 

6-13 shows photographs of the deployment, and figure 6-14 shows temperature (T) and 

salinity (S) data collected by the sensor in 0.4 meter deep seawater: 

 



 132

 

Figure 6-13 Photographs of the deployment of the version 1 CT system in the Atlantic. 

 

 

Figure 6-14 Plot of temperature and salinity data collected at 24.5N, -62.55W, at a depth of 

0.4 m, with sampling interval of 10 s.  Data shown is from a 40 minute deployment. 

 

A typical deployment was one hour.  During measurement, the sensor was held 

just below the surface of the water but was not immobile. Owing to wave action the 

water depth changed periodically. As water temperature varies with depth, this periodic 

change is reflected in the temperature profiles seen in figure 6-14.  In this example the 

average temperature showed a gradual increase with time whilst the salinity showed the 

opposite trend.  

The salinity measured by the CT sensor varied from 36.5 to 36.8 psu. As a 

reference, a water sample was taken close to the sensor, and measured by a handheld 
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commercial CT probe (YSI Model 30 [151]) with ±0.1 psu accuracy. The reference 

reading obtained was 36.6 psu, which is within the range measured by the sensor. 

The CT sensor was used periodically during the first 5 weeks of the cruise 

without losing calibration.  It slowly drifted by about 3 psu over weeks 5 to 7.  Re-

calibration was performed after the cruise, and the data is present in figure 6-15. It 

indicated that the conductivity cell constant changed by 8%. Also the response of the 

conductivity sensor became unstable, with standard deviation error increasing from 

±0.03 mS/cm to ±0.5 mS/cm as shown in figure 6-16. Again, we presume that this was 

due to water absorption into the epoxy laminate and glue that was used as an insulator 

and packaging. Examination of the sensor after deployment showed that some of the 

epoxy glue had detached from the channel. This caused errors due to a change in the 

geometry of the sensor cell. Re-calibration also indicated that the thermistor 

temperature sensor had drifted by 0.1 oC, with standard deviation unchanged. This drift 

is presumably due to water absorption into the insulating material, reducing its 

resistance. 

 

Figure 6-15 Plot of the conductivity calibration results of a version 1 CT system, before and 

after the Atlantic cruise. 
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Figure 6-16 Plots of the conductivity sensor voltage of a version 1 CT system during the 

calibrations: (a) before the Atlantic cruise; (b) after the Atlantic cruise. 

6.3 Calibration and deployment of the CT sensors in design 2 

The CT sensor in design 1 has good initial accuracy of ±0.03 mS/cm over the 

range 25~55 mS/cm, and ±0.01 oC over the range 4~34 oC. However, the repeatability 

and stability is poor due to water absorption into the SY320 laminate and poor 

durability of the Araldite 2020 epoxy glue.  

Design 2 aimed to solve the repeatability and stability problem. It includes a four-

ring-electrode open cell conductivity sensor (chip 2-A) and a PRT-bridge temperature 

sensor (chip 2-B). As introduced in chapter 4, a 300 nm thick silicon nitride layer and 

25 µm thick SU8 were used to replace the SY320 laminate. The Epo-Tek 302-3M 

epoxy glue [152] is used to replace the Araldite 2020 for a better durability. A silane 

pre-treatment technique [153] using (3-glycidoxypropyl) trimethoxysilane [154] was 

used to improve the adhesion between the glass chip and epoxy glue. Furthermore, the 

open channel design of the conductivity sensor is less dependent on the durability of 

the epoxy glue. 

Figure 6-17 shows version 2 CT system in the Ø10x15 cm package, with the CT 

sensor of design 2 placed horizontally: 
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Figure 6-17 Photograph of a version 2 CT system in the Ø10X15cm package, where the chip 2-

A and chip 2-B are placed horizontally on the top of the package. 

 

6.3.1 CT sensor calibration 

Chips 2-A and 2-B were calibrated together three times in the Grant temperature 

bath.  The salinity of the seawater was set to around 30 psu. Water samples were taken 

before and after each calibration for salinity measurement, and the measured salinity 

was used to calculate the conductivity at each temperature step. 

Again the temperature was changed from 4 to 34 oC, in 5 oC increments. The last 

100 measured values at each temperature step were averaged to give the mean cell 

conductance at this temperature. A 3rd order polynomial was used to fit the spot 

calibrations. Figure 6-18 shows calibration result for the conductivity sensor on chip 2-

A, and figure 6-19 shows the calibration result for the temperature sensor on chip 2-B.  
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Figure 6-18 Plot of calibration results for the four-ring-electrode open conductivity sensor on 

chip 2-A. The sensor was placed in 30 psu seawater, with temperature changed from 4 to 34 oC 

in 5 oC increments for each calibration. The calibration was performed for three times. 

 

  

Figure 6-19 Plot of calibration results for the PRT-bridge temperature sensor on chip 2-B. The 

surrounding water temperature was changed from 4 to 34 oC in 5 oC increments for each 

calibration. The calibration was performed for three times. 

 

The standard deviations of the CT sensors in design 2 are ±0.003 oC and ±0.003 

mS/cm respectively, which is similar to the sensors in design 1. However, the initial 

accuracy and repeatability error is much improved. 

As shown in figure 6-18, the initial conductivity accuracy of chip 2-A in design 2 

sensor improves to ±0.02 mS/cm (1st run). The repeatability error also improves to 
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±0.04 mS/cm, which is much better than the 1 mS/cm repeatability error of the seven-

electrode channel sensor (chip 1-A in design 1). The repeatability error might be due to 

water absorption of the epoxy glue or the SU8 laminate. However the errors in 2nd and 

3rd run did not show a trend that looks like a gradual drift. Another reason for this 

repeatability error is water evaporation, which changes the salinity of the seawater. As 

seawater samples are only taken before and after each calibration, the salinity during 

each temperature step can only be determined by estimation using the salinities from 

the two seawater samples. The two samples normally have a salinity difference of 

about 0.1 psu, which may cause a maximum estimated error of 0.1 mS/cm in 

conductivity, inducing the repeatability error. 

The PRT-bridge temperature sensor on chip 2-B has an initial accuracy of ±0.01 
oC, as shown in the 1st run of figure 6-19. The three repeat calibrations show a 

repeatability error of ±0.03 oC. This is a big improvement compared with the 0.1 oC 

repeatability error for design 1. This improvement can be attributed to less water 

absorption of the SU8 laminate, and the silicon nitride layer which removes error 

caused by the resistance change in the SU8 laminate. 

6.3.2 Proximity effects of conductivity sensor 

Experiments were carried out to test the proximity effect of the four-ring-

electrode open conductivity sensor on chip 2-A. In this experiment, the CT sensor was 

placed in the Grant temperature bath, with a fixed water temperature of 20 oC. The 

salinity of the seawater inside the bath was 30 psu. A plastic pen of 6 mm diameter was 

used as an insulating object. One end of the pen was placed 1 mm above the surface of 

the glass chip, and the pen was moved horizontally. The distance between the end of 

the pen and the centre of the ring electrode was recorded. The proximity effects can be 

estimated by comparing the change in the measured conductivity for different 

distances.  Figure 6-20 shows a photography of this experiment, where the pen is 

placed on the edge of the conductivity chip (5 mm away from the centre): 
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Figure 6-20 A photograph of the experiment setup for the proximity effect test of chip 2-A, 

where plastic pen is place 5 mm away from the centre of the ring-electrode. 

 

Experiments show that when the plastic pen is on top of the centre of the ring 

electrode, the measured conductivity reduces by 2.5%. This reduces to 0.6% when the 

distance increases to 3 mm (horizontally), and disappears when the distance is 7 mm.  

An aluminium probe was used as a conducing object. However, instead of 

increasing, it also reduces the measured conductivity by the same amount as the plastic 

pen. The reason is that the surface of the aluminium probe is oxidised, making it appear 

as an insulating object to the conductivity sensor. 

Proximity effects were also tested by moving the plastic pen vertically; results 

show that the proximity effects disappears when the pen is 7 mm away from the surface 

of the glass chip.    

6.3.3 Dock deployment of version 2 CT sensor system 

In order to test durability in a real environment, a version 2 CT sensor system 

with the Ø10x15 cm package was deployed in Southampton docks for 6 weeks. The 

system was fixed to a float to give a fixed deployment depth of about 20 cm. The 

measured temperature and salinity data of the first two weeks deployment is shown in 

figure 6-21: 
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Figure 6-21 Plot of temperature and salinity data from the version 2 CT system during the first 

two weeks dock deployment. 

  

We can see that the water temperature has a daily periodic change, with an 

average value of about 17.5 oC. The salinity of the dock water is around 30 psu. 

However the salinity varies from 25 to 32 psu, with a period of about 12 hours. This 

periodic change in salinity is caused by the tide. Figure 6-22 compares the measured 

salinity from the CT sensor and the recorded water depth: 

 

Figure 6-22 Plot of salinity data from the version 2 CT system and recorded water depth during 

the first two weeks dock deployment. 

 

The tide in Southampton has a period of about 12 hours. A river is beside the 

dock. When there is an ebb tide, the fresh water in the river comes into the dock. The 

fresh water is on top of the dock water, reducing the salinity around the CT sensor to 

about 28 psu. When there is a flood tide, the unmixed fresh water goes back to the 

river, and deeper dock water with higher salinity comes to the top. Therefore the 

salinity around the CT sensor rises up to about 32 psu. 
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Figure 6-23 A photograph of the version 2 CT system after first two weeks dock deployment. 

 

The CT sensor had heavy bio-fouling after the first two weeks of deployment - 

figure 6-23. However, as figure 6-21 shows, the salinity data was not significantly 

affected by this bio-fouling. The CT sensor was cleaned after the first two weeks 

deployment, and then deployed again. A commercial CTD probe (Idronaut Ocean 

Seven 320+ [155]) with ±0.001 mS/cm and ±0.001 oC CT accuracies was deployed 

close to the CT sensor to verify the performance. Figure 6-24 shows the recorded 

temperature data, while figure 6-25 shows the salinity data. 

 

Figure 6-24 Plot of the temperature data sampled from the version 2 CT system (blue curve) 

and the Idronaut CTD probe (red curve) in a dock deployment. 
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Figure 6-25 Plot of the salinity data sampled from the version 2 CT sensor system (blue curve) 

and the Idronaut CTD probe (red curve) in a dock deployment. 

 

As shown in figure 6-24 and 6-25, the data from the version 2 CT system and the 

reference CTD probe are in excellent agreement, with a maximum difference of 0.03 oC 

for temperature, and 0.03 psu for salinity. These differences are within the repeatability 

accuracy, and may be caused by the non-uniform temperature and salinity distributions 

in the dock. 

The CT sensor was kept in the dock for 6 weeks in total. Then another calibration 

was performed to determine the drift error. The conductivity sensor did not have any 

drift error bigger than the ±0.04 mS/cm repeatability error. However, the PRT-bridge 

temperature sensor drifted by 0.1 oC, probably due to water absorption in the SU8, 

causing a strain-gauge error in the temperature measurement. 

6.4 Improvements in the CT sensors in design 2 

6.4.1 Summary of existing problems 

Experiments show that the CT sensors in design 2 have big improvements in 

accuracy, repeatability and stability, compared to that in design 1. However, the major 

problem is that the temperature still drifted by 0.1 oC during the dock deployment, due 

to the water absorption into the SU8, causing a strain gauge effect. In addition, the 
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calibration method needs to be improved to support higher accuracy calibration, so that 

the drift of the conductivity sensor can be determined.   

For temperature calibration, we discovered that the temperature in the water bath 

used for calibration was not uniform because the flow rate was not high enough. 

Therefore if the temperature sensor is too far away from the reference temperature 

probe, there will be a temperature difference causing a calibration error. For each 

calibration, this temperature difference may be different for different positions, leading 

to a repeatability error. Conductivity calibration is also affected by the non-uniform 

temperature profile in the water bath. Furthermore, water evaporation also causes 

problems in estimating water salinity, introducing a calibration error. 

The Ø10x15 cm package has a big thermal mass, causing temperature around the 

package to be different from the environment temperature, and slows the sensor 

response time. Furthermore, if the temperature around the temperature sensor and 

conductivity sensor are different, error will be induced in salinity calculation by this 

difference. To reduce this effect and achieve the maximum performance of the CT 

sensor, chips 2-A and 2-B were packaged as probes as shown in figure 6-26: 

 

Figure 6-26 Photograph of the CT sensor probe, where the temperature sensor probe (chip 2-B) 

is on the left, and conductivity sensor probe (chip 2-A) is on the right. 
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The CT sensor probe consists of the sensor chip, wires, and epoxy glue for 

potting the soldering pads. In the following experiments, only these probes are 

immersed into the water. Electronics are kept outside the bath, with wires connected to 

the probes. Because of the small thermal mass of the probe, we expected that these 

probes should have better accuracy, repeatability, and faster response time. 

6.4.2 PRT-bridge temperature sensor probe coated with ECG-2702 

The drift problem of the PRT-bridge temperature sensor on chip 2-B is due to the 

water absorption of the SU8. A metal sleeve was used to insulate the temperature 

sensor from contact with water to solve the drift problem. However this leads to a large 

response time (10 min for 0.1 oC accuracy). Figure 6-27 shows the CT sensor with an 

aluminium sleeve to cover the temperature sensor: 

 

Figure 6-27 Photograph of a version 2 CT sensor system, where the conductivity sensor chip is 

placed vertically on the left, and temperature sensor chip is coated inside a aluminium sleeve on 

the right. 

 

In order to insulate the SU8 from water, whilst keeping a good time response, the 

3M ECG-2072 [156] coating material was used. This is a fluoro-polymer, which is anti-

wetting, and protects the SU8 from contact with water. The temperature sensor probe 

was coated with this material to a thickness of about 20 µm, and tied to the reference 

temperature probe to reduce the error from the space between the two devices. The 

sensor was calibrated in the Grant temperature bath three times, with a cycle from 5 to 

35 oC in 5 oC increments. The calibration result is shown in figure 6-28: 
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Figure 6-28 Calibration results for the temperature sensor probe of chip 2-B coated with ECG-

2702. The surrounding water temperature was changed from 5 to 35 oC in 5 oC increments for 

each calibration. The calibration was performed for three times. 

 

As shown in the figure, the ECG-2702 coating improves both the initial accuracy 

and repeatability error to ±0.008 oC. Furthermore, the smallest error of ±0.002 oC is 

found at 20 oC, which is close to room temperature; temperatures furthers from room 

temperature have highest repeatability error. This is because the reference temperature 

probe is part exposed out of the water. If the room temperature differs from the water 

temperature, the accuracy of the reference temperature will be affected and becomes 

worse than the declared accuracy (±0.002 oC). Therefore the ±0.008 oC repeatability 

error may not come from our temperature sensor, but from the reference temperature 

probe. Potentially the maximum accuracy of the temperature sensor may be achieved in 

a single run calibration. 

Figure 6-29 shows the experimental result for a single run calibration, where 7 

data points are fitted by a 3rd order polynomial with 4 unknown parameters. The 

maximum error of this fit is ±0.003 oC, which is the initial accuracy of the temperature 

sensor. 
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Figure 6-29 Plot of calibration result for the temperature sensor probe of chip 2-B coated with 

ECG-2702. The surrounding water temperature was changed from 5 to 35 oC in 5 oC 

increments for each calibration.  

 

To test the long term stability of the ECG-2702 coated temperature sensor, the 

sensor probe was tested in the Grant temperature bath for 5 weeks. The temperature is 

changed from 5 to 30 oC periodically, with 5 oC increments. Each temperature step is 

kept for 1 hour. The temperature reading from the temperature sensor and F250 

reference probe are recorded, and averaged for each temperature. The difference 

between the two averaged temperature data sets is present in figure 6-30:   
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Figure 6-30 Plot of the measurement error of the ECG-2702 coated temperature sensor probe in 

a 5-week test. The surrounding water temperature was changed periodically from 5 to 35 oC in 

5 oC increments.  

 

As shown in the figure, the maximum error during the test is ±0.02 oC. However 

part of this error may come from the reference probe when the water temperature is 

different from room temperature. The error from the reference probe is removed by 

filtering this data with a low-pass filter. The filtered data indicates that the maximum 

error is ±0.01 oC. Furthermore, no significant drift is observed. Therefore the long term 

stability of the coated temperature sensor is up to ±0.01 oC 

In order to estimate the response time, a dip test was performed. The temperature 

probe was kept in air at room temperature (about 20.5 oC), and then quickly immersed 

into the Grant temperature bath at a temperature of 14.89 oC. The temperature data was 

sampled at 1 s interval – the results are shown in figure 6-31. We see that the sensor 

takes 7 s to reach the 0.01 oC accuracy, and the time constant τ of this temperature 

probe is 1 s for a 63.2% change. 
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Figure 6-31 Plot of the data for the dip in test of the temperature sensor probe. The probe was 

firstly kept in the air of about 20.5 oC, and then immersed into water with temperature of 14.89 
oC at 63 s. 

 

6.4.3 Calibration of conductivity sensor probe in water buckets 

Both version 1 and version 2 CT systems were calibrated in the temperature bath 

as described previously. The seawater in the bath has a fixed salinity, and the 

conductivity was changed by changing the water temperature. This method gives many 

conductivity values, as the temperature can be set to an arbitrary value. However, the 

major disadvantage is water evaporation, which changes the salinity and introduces 

calibration error. 

Another method for conductivity calibration, which avoids evaporation error, is 

to measure the conductivity of water samples with different salinities over a short time. 

The volume of the water sample must be large enough to avoid evaporation error, with 

a relatively stable temperature.  

The calibration lab in the National Oceanography Centre has four seawater 

samples, with salinities in the range from 10 to 40 psu. Each sample is contained in a 

300 L bucket, giving a large volume. The water sample is mixed by a pump to provide 

a uniform salinity distribution. However, normally the water sample has a temperature 

about 2 oC lower than room temperature, and the surface water has a higher 

temperature. By stirring the water with pump, the temperature around the conductivity 

sensor is not constant, but fluctuates by ±0.1 oC. This temperature fluctuation 
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introduces errors into the reference conductivity calculation unless a temperature probe 

with fast response time can be used to track the temperature change.  

The time response of the packaged CT sensor is not fast enough, therefore this 

method was not used for the previous calibrations. However, as the temperature sensor 

probe of chip 2-B now has a very fast time response (1 s) and good accuracy (0.01 oC), 

we used the calibrated temperature sensor probe to measure the temperature profile, 

and calibrate the conductivity probe of chip 2-A in water buckets. 

During calibration, the CT sensor probes were placed close together to avoid any 

large temperature change between them. The probes were immersed into each bucket 

for 10 minutes and with a 5 s sampling interval this provides 120 samples. The salinity 

of the water sample was measured by the Guildline 8410A Portasal salinometer. The 

conductivity of the water sample was calculated from the measured salinity and the 

averaged temperature of the 120 temperature samples. As there are only four 

conductivities, a linear fitting was used to define the relation between water resistivity 

and cell resistance (instead of a 3rd order polynomial). Figure 6-32 shows this 

calibration result: 

 

Figure 6-32 Plot of the calibration result for the conductivity probe of chip 2-A in four seawater 

samples. R in the equation is cell resistance, and C is water conductivity. 

 

Although there are only four points in the calibration, the linear fit gives a 

maximum fitting error of ±0.01 mS/cm. This means that the conductivity has an 

excellent linearity (correlation R2 = 0.99999990) and initial accuracy of ±0.01 mS/cm. 
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The fit also gives the cell constant κ = 1.112 cm-1 (1/0.8992). Furthermore, the 

temperature reading from the sensor fluctuated by ±0.1 oC during calibration, which 

reduces to ±0.01 oC by averaging 120 samples. As the temperature sensor has better 

accuracy, the total uncertainty of temperature can be considered to be ±0.01 oC, which 

leads to an uncertainty in conductivity of ±0.01 mS/cm. Therefore the fitting error may 

come from the temperature effect, and the initial accuracy of the conductivity sensor 

may be further improved if the temperature fluctuation can be reduced. 

Pervious calibration with the Grant temperature bath used seven points and a 3rd 

polynomial fit, giving a fit error of ±0.02 mS/cm. Therefore the calibration in the 

buckets has smaller error even though a linear fit was used. This means that the 

nonlinear performance with higher error in the previous calibration is due to an error in 

estimating the salinity, and the non-uniform temperature distribution in the grant 

temperature bath. 

As this calibration can distinguish drifts higher than ±0.01 mS/cm, another long 

term drift test was carried out to estimate drift error of the conductivity sensor. The 

conductivity sensor probe was kept in the Grant temperature bath for 8 weeks, the same 

as for the long term test of the temperature sensor. The bath temperature was changed 

periodically from 5 to 30 oC to mimic a harsh environment. Calibration was carried out 

before this test. After the test, four seawater samples were measured using the 

calibration result before this test. The difference between the reading from the 

conductivity sensor and the Guildline 8410A Portasal salinometer is considered as the 

drift error, and presented in figure 6-33: 

 

Figure 6-33 Plot of the drift error for the conductivity sensor probe of chip 2-A after 8 weeks in 

water, with temperature changing from 5 to 30 oC periodically.  
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As shown in the figure, the conductivity sensor has a maximum drift of 0.04 

mS/cm at a water conductivity of 58 mS/cm. Therefore the monthly drift of the sensor 

can be considered to be 0.02 mS/cm, which will lead to a maximum error of 0.02 psu in 

salinity measurement. The sensor chip has a small amount of SU8 in the ring electrode 

area to cover the platinum wires. This drift is assumed to come from expansion of this 

SU8 after water absorption, changing the cell geometry; this can be improved by 

coating this part of the SU8 with ECG-2702.   

6.5 Dissolved oxygen sensor  

6.5.1 Experimental setup 

The DO sensor was tested in both a three-electrode system and a two-electrode 

system. The DC bias of the three-electrode system fluctuated with time, increasing the 

system error, while the two-electrode system has a stable DC bias. Therefore we used 

the two-electrode system to test the DO sensor. 

In the two-electrode system, the working electrode consists of five 

microelectrodes formed by holes in the insulation covering the central electrode in the 

sensor chip. Although the ring-electrodes can be used as reference electrodes by 

coating them with Ag/AgCl, this method might cause some uncertainty in the system 

because either the coating may not be mechanically sound, or the thin Ag/AgCl layer 

may be totally consumed. Therefore in the first test, an external Ag/AgCl electrode is 

used as the reference electrode. Figure 6-34 shows the DO sensor cell with a sensor 

chip and an external Ag/AgCl electrode: 

 

   Figure 6-34 A photograph of the DO sensor probe, which consists of a DO sensor chip and an 

external Ag/AgCl electrode in front of the sensor chip.  
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Figure 6-35 (a) Photograph of the experimental apparatus used to test the DO sensor. (b) 

Schematic of the experimental apparatus used to test the DO sensor. 

 

As shown in figure 6-35, the DO sensor probe was immersed in a glass jar. A 

magnetic stirrer was put in the bottom of the jar to generate flow. The glass jar is filled 

with seawater at 35 psu, and kept in a water tank. The large volume of the water in the 

tank is used to provide a relatively constant temperature for the DO sensor. An AADI 

3830 oxygen optode with 5% accuracy [91] was used to provide the reference oxygen  

calibration. This oxygen optode was kept in another jar. When the reference oxygen 

concentration is required, the optode is move to the jar containing the microelectrode 

based DO sensor to make a measurement. The reason that the optode and the 

microelectrode DO sensor are not kept together in the same jar is that the presence of 
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the optode induces a significant increase in the noise in the electrochemical DO sensor 

readings when they are in close proximity.  

6.5.2 Cyclic voltammetry of the DO sensor 

As introduced in chapter 3, the current voltage relationship for a platinum 

working electrode will have a profile shown in figure 3-6. To verify the function of the 

DO sensor, a Cyclic Voltammetry (CV) method [32] was used, where the measurement 

voltage was periodically increased from -0.663 V to 1.137 V and then decreased back 

in 0.05 V steps. 10 current measurements were taken on each step and averaged to 

generate each data point.  

Two seawater samples were used to generate two different cyclic 

voltamogrammes. One had air continuously bubbled through it to provide an oxygen 

concentration of about 270 µM, while the other one was purged with nitrogen to 

provide an oxygen concentration near to zero. Transient current measurements were 

taken at 10 ms, 15 ms, 25 ms, and 35 ms as introduced in chapter 5. The relation 

between the measurement voltage and measured current is shown in figure 6-36: 

 

Figure 6-36 Plot of current-voltage relationship of the DO sensor during the CV test. The CV 

was performed in two water samples. One was purged with N2 resulting in a near zero oxygen 

concentration, and the other was bubbled with air and had an oxygen concentration of about 

270 µM. The transient current was measured at 10ms, 15ms, 25ms, and 35ms after the ramp of 

the measurement voltage. 
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As shown in the figure, the DO sensor immersed in the air-saturated sample has a 

profile very similar to that described in figure 3-6. There is significant difference 

between the oxygenated and deoxygenated CV profiles between -0.4~0.2 V, which is 

the voltage range for oxygen reduction. The N2-saturated sample has zero oxygen; 

therefore it has a current close to zero in this region. The air-saturated sample has an 

oxygen concentration of about 270 µM, therefore it has relatively high and constant 

current in this range.  

Using the data from these CVs the DO measurement voltage was set to -0.069 V. 

Seawater in real environment may have a salinity different from 35 psu, causing 

equilibrium voltage  change in the Ag/AgCl reference electrode, and shifting the CV 

profile. However, because the current is mostly constant near -0.069 V, error induced 

by this voltage shift can be minimised by setting it as the measurement voltage. The 

rest voltage was set to 0.531 V, where the current is close to zero. This CV proves that 

the analysis in chapter 3 is correct, and the oxygen sensor is most sensitive to oxygen 

concentration at a measurement voltage of -0.069 V. 

Furthermore, the CV profile is cyclic and enables hysteresis effects to be 

observed as can be seen in the figure. There are two current values at the same 

measurement voltage one measured when the voltage is increasing, and the other when 

it is decreasing. The transient current for shorter waiting time has a large hysteresis 

because measurements with short waiting times are influenced more by the initial state. 

Measurements following the CV from left to right and right to left have different initial 

states, causing the hysteresis. 

6.5.3 Calibration of DO sensor 

The DO sensor probe was calibrated with three water samples with the same 

salinity of 35 psu but different oxygen concentrations. The temperature of the three 

water samples is 20 oC. One water sample was purged with nitrogen to give an oxygen 

concentration of 55 µM (measured from the AADI 3830 oxygen optode); one water 

sample was saturated with air, and had an oxygen concentration of 270 µM; and the 

other one was purged with oxygen to give an oxygen concentration of 340 µM.  

The DO sensor probe was placed in each sample twice, and the water was flowed 

slowly across the sensor (about 1 cm/s) using a magnetic stirrer. The DO sensor was 

recording continuously at a data rate of 0.5 Hz. 50 measurements were taken to provide 
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an average current value. The relationship between the current and the oxygen 

concentration was fitted to a 2nd order polynomial, shown in figure 6-37: 

 

Figure 6-37 Plot of the calibration result of the DO sensor. Transient current was measured at 

10 ms, 15 ms, 25 ms, and 35 ms after the ramp of the measurement voltage, and is plotted 

versus the oxygen concentration. 

 

As shown in the figure, the oxygen sensor has good repeatability with a 

maximum error of 5 µM. The linearity of the current-concentration increases with the 

wait time; data with 35 ms wait time has the best linearity, probably due to the initial 

state effects.  

Although the 0.531 V rest voltage has a current output near 0, it still slightly 

modifies the oxygen concentration around the working electrode. Therefore, during the 

initial state, the oxygen concentration is not exactly the same as the solution bulk, but 

determined by both the bulk concentration and the resting voltage. This initial 

difference in oxygen concentration makes the current-concentration relation non-linear. 

A transient current with a longer wait time is influenced less by the initial state effects, 

therefore the 35 ms data has the best linearity.    
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6.5.4  Flow effects 

The effect of flow on the oxygen concentration was tested with a stop-start-stop 

flow experiment. In the experiment, a water sample at 285 µM oxygen concentration 

and 35 psu salinity was used. The oxygen probe was running continuously in this water 

sample for 30 minutes with 0.5 Hz data rate. The magnetic stirrer was stopped during 

the first 10 minutes to provide a no flow environment, and then run at full speed for 10 

minutes to generate a rapid water flow (estimated as about 30 cm/s). After 10 minutes, 

the magnetic stirrer was stopped for 10 minutes.  

The current from the DO sensor was converted into oxygen concentration using 

the calibration data. Figure 6-38 compares DO data with 15 ms and 35 ms wait time:  

 

Figure 6-38 Plot of the flow test data of the DO sensor probe. Transient current was measured 

at 15 ms and 35 ms after the ramp of the measurement voltage. Water flow was applied 

between 600 and 1200 s. 

 

As shown in the figure, the current increases at 600 s and decreases at 1200 s due 

to the flow. The wait time of 35 ms has a slightly higher increase of 3 µM at 600 s 

when the flow starts. However this flow effect is only about 1% and is much smaller 

than estimated in chapter 4 (28% at 20 ms).  

There are two reasons for this difference. One is that the flow rate in the test 

(30 cm/s) is about one third of that used in the estimation (100 cm/s). The other reason 
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is that the estimate is pessimistic; all the oxygen brought into the diffusion boundary is 

considered consumed by the electrode, ignoring the fact that some of the oxygen is also 

removed by the water flow. The experimental test result has 10 times smaller flow 

effect than the estimate. 

Figure 6-37 also shows the measurement noise of the DO sensor. The standard 

deviation of the measurement noise is about ±2 µM, which can be considered the 

system resolution.    

Over the read time, the DO value reduced from 286 µM to 282 µM. This 

attenuation may be due to the temperature change of the sample or loss of the activity 

of the working electrode. The calibration set up used could not provide a completely 

constant temperature and oxygen concentration, and the AADI 3830 oxygen optode 

does not provide an accurate reading within the 20 mins waiting time. Therefore it is 

difficult to determine the exact reason for this attenuation. Calibration method needs to 

be improved to provide water samples with constant oxygen concentration and 

temperature so that the long term stability test and temperature profile test can be 

carried out. 

6.6 Deployment of a complete CT-DO system  

The CT sensors and the DO sensor in design 2 are combined together to make a 

complete CT-DO system. Figure 5-11 (chapter 5) shows the electronics for this system. 

A photo of the sensor head is shown in figure 6-39, and the whole system is shown in 

figure 6-40: 
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Figure 6-39 A photograph of the CT-DO sensor head. 

 

Figure 6-40 A photograph of the complete CT-DO system, including the main electronics box 

with USB connection cable, and two CT-DO sensor heads. 

 

As shown in figure 6-39, three sensor chips are installed in each sensor head. A 

2-B temperature sensor chip is in the middle. Two 2-A conductivity/DO sensor chips 

are beside the temperature sensor chip. One is for conductivity measurement, and one is 
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for DO measurement. An external Ag/AgCl electrode is placed in front of the DO 

sensor chip as the reference electrode. These sensors are protected by a metal cage. The 

sensor head is coupled with a standard yacht / boat log (distance and speed) sensor skin 

fitting [157], and can be installed into a boat or ship, with the head exposed to the 

water. 

This system was installed on a rowing boat [1] that travelled in the Indian Ocean 

from Geraldton, Australia to Mauritius, Africa. The journey started on 21st April, 2011 

and ended on 6th July, 2011 - the route is shown in figure 6-41: 

 

Figure 6-41 A diagram demonstrating the routing of the Indian Ocean rowing boats. The CT-

DO system was installed in the boat which followed the route shown by a dark purple trace. 

 

Figures 6-42 and 6-43 show historical satellite derived salinity and temperature 

data for the Indian Ocean (provided by the satellite group of the National 

Oceanography Centre), where the average salinity is about 35 psu, and temperature is 

about 25 oC. Figures 6-44 ~ 6-46 show the recorded data from the CT-DO sensor 

system. 
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Figure 6-42 Plot of the recorded salinity data for the Indian Ocean of May, 2005.  

 

 

Figure 6-43 Plot of the recorded temperature data for the Indian Ocean of April, 2011.  
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Figure 6-44 Plot of the salinity, temperature, and oxygen data from the CT-DO system of the 

Indian Ocean rowing boat. The data is from 21st April, 2011 to 1st May, 2011.  

 

 

Figure 6-45 Plot of the salinity, temperature, and oxygen data from the CT-DO system on the 

Indian Ocean rowing boat. The data is from 7th May, 2011 to 17th May, 2011.  
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Figure 6-46 Plot of the salinity, temperature, and oxygen data from the CT-DO system of the 

Indian Ocean rowing boat. The data is from 6th June, 2011 to 18th June, 2011.  

 

The boat departed the dock on 21st April, 2011 and the CT-DO sensor system was 

deployed two weeks before the departure. Figure 6-44 shows a salinity drop from 

36 psu to 32 psu when the boat departed, due to the boat passing a river outlet. The 

salinity value is about 35 psu, which is very close to the historical data.  

The temperature and oxygen sensor also worked well, see figure 6-44. The 

temperature reading is about 26 oC, close to historical data. The oxygen reading is 

about 270 µM, which is close to the oxygen concentration of air saturated water. The 

oxygen reading has periodic peaks every 24 hours. This is because the oxygen was set 

to run a CV every day. These CVs clean the working electrode and maintain its activity. 

The measured current is higher than normal after the working electrode has a CV, 

therefore peaks are generated every 24 hours. 

The conductivity and DO sensor worked until 15th May, 2011. As shown in figure 

6-45, the salinity data dropped to 18 psu, while the oxygen data rose to 500 µM on 15th 

May, 2011 (8th day in the figure). One sailor on the boat examined the sensor head and 

found that it was covered by barnacles. These barnacles prevented seawater reaching 

the sensor chip; therefore the conductivity and oxygen sensor stopped working. 

However the barnacles are thermally conducting and the temperature sensor continued 

to work.       

The barnacles were cleaned off and the conductivity sensor resumed working, as 

shown in figure 6-46. However the DO sensor did not work, the reading was higher 
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than 1000 µM. The barnacles probably broke the laminate on the sensor chip, enlarging 

the contact area of the platinum and causing a much higher and unstable reading. 

6.7 Bio-fouling cleaning experiment 

Bio-fouling is a serious problem for long term autonomous deployment of a CT-

DO sensor.  The DO sensor circuit can be used to electrochemically generate chlorine 

at the platinum electrode which should remove or inhibit bio-fouling. An experiment 

was carried out to test this. 

A ring-electrode sensor on chip 2-A was used. The connections to the exposed 

electrodes were changed to enable all electrodes to be held at a chlorine generation 

voltage. This could be achieved with switching circuits in a new version of the control 

electronics. In this test all the ring-electrodes were connected to the trans-impedance 

amplifier of the DO circuit as working electrodes. The resistor in the trans-impedance 

amplifier was set to a short circuit to allow a large current to pass. Using the same setup 

as the DO sensor, an external Ag/AgCl electrode was used to create a two-electrode 

system. A voltage waveform was applied to the ring-electrodes against this electrode 

and hence the solution bulk, with a voltage periodically changing from -1.36 V to 

2.24 V as shown in figure 6-47. 

 

Figure 6-47 Plot of the 2 s periodical waveform for chlorine generation. 

 

As discussed in chapter 3, chlorine is generated if the voltage is higher than 

1.36 V. Therefore a voltage of 2.24 V has sufficient over potential to generate chlorine. 
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Measurement showed that the current at this voltage is about 1 mA. The Ag of the 

Ag/AgCl electrode is converted to AgCl during chlorine generation. Therefore the -

1.36 V voltage is used to convert the AgCl back to Ag, preventing the reference 

electrode from being consumed. 

Another sensor chip was used for comparison. This did not have the cleaning 

wave form applied to its electrodes. The two sensor chips were deployed in the dock 

for two weeks. Figure 6-48 shows the sensor chips before deployment, and figure 6-49 

shows the sensor chips after deployment: 

 

Figure 6-48 Photograph of the two 2-A sensor chips before a 2 weeks dock deployment for bio-

fouling test. The chip on the left is applied with the cleaning wave form, while the chip on the 

right is not. 
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Figure 6-49 Photograph of the two sensor chips after a 2-week deployment in Empress Dock 

Southampton for bio-fouling test. The chip on the left had the cleaning wave form applied to it, 

while the chip on the right did not. Note that the electrodes are only present on one side of the 

chip and the chip is transparent. The bio-fouling seen on the chip with the waveform applied is 

predominantly on the side without electrodes. 

 

As shown in figure 6-49, heavy bio-fouling was found on both sensor chips. The 

chip without the cleaning waveform has bio-fouling on both sides. However, the chip 

with the cleaning waveform only has bio-fouling on the back side - the electrode is very 

clean. This indicates that the cleaning waveform works well and prevents growth on the 

electrodes. 

6.8  Calibration in fresh water 

An experiment was used to discover the possibility of using the conductivity 

sensor in fresh water. A version 2 CT system (figure 6-17) was calibrated in fresh water 

samples with conductivities in the range from 8~94 µS/cm. A YSI 3100 conductivity 

meter [158] was used for reference. The calibration result is presented in figure 6-50: 



 165

 

Figure 6-50 Plot of the conductivity calibration result for the version 2 CT system, in the 

conductivity range of 8~94 µS/cm for fresh water application. 

 

The cell constant of the version 2 CT system calibrated in fresh water is about 

1.2 cm-1, which is very close to the 1.12 cm-1 cell constant of the conductivity sensor 

probe calibrated in seawater. The slight difference in the two cell constants is not due to 

the different conductivity ranges, but because of the inaccurate reading from the 

reference conductivity value. The reference conductivity probe is a two-electrode cell, 

and is calibrated in small tubes. When using this probe in bigger containers, the 

reference reading may be larger than the actual conductivity, inducing a positive error 

in the calibrated cell constant.     

The CT sensor calibrated in fresh water was deployed in ice water of Greenland. 

The sensor worked well in the harsh environment at a temperature near to 0 oC, and 

gave conductivity readings of about 6 µS/cm. This deployment shows that the CT 

sensor can work for not only in ocean applications, but also fresh water applications in 

harsh environmental conditions.    
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Chapter 7 Conclusions and 

Further Work 

7.1 Conclusions 

In this thesis, 3 different designs of sensor chips have been presented. Design 1 

uses seven-electrodes within a channel for conductivity and a PRT-bridge temperature 

sensor, all integrated into one sensor chip. Design 2 has a four-ring-electrode open 

conductivity sensor and a PRT-bridge temperature sensor in separate chips. The four-

ring-electrode chip can also be used as DO sensor. Design 3 has a four-ring-electrode 

open conductivity sensor, a PRT-bridge temperature sensor, and a DO sensor all 

integrated into one double-sided sensor chip. 

An impedance measurement circuit was built to support the CT sensor with 16-bit 

resolution. With averaging of 8000 samples (obtained at 100 ksps) 16-bit resolution is 

obtained. To compensate for drift in the impedance measurement electronics, the 

system measures the voltage response for both CT sensors together with that for two 

calibrations resistors. This 4-channel measurement takes 400 ms in total. With a 

9.2 mA working current and 200 µA quiescent current, this circuit has a battery life of 

one month for a 10 s sampling interval when powered by a 9 V/500 mAh PP3 battery. 

This circuit does not support one year battery life with 9 V/ 500 mAh battery, because 

the 200 µA quiescent current is too large. However, if two serially connected lithium 

batteries with 7.2 V/3000 mAh capacity were used, and the sampling interval is 

increased to 30 s, the battery life will be one year. 

A separate circuit was designed for the DO sensor, supporting both two-electrode 

and three-electrode electrochemical measurements. This circuit has a working current 

of 7 mA and a quiescent current of 200 µA. It shares the same digital circuit as the 
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impedance measurement circuit. Therefore these two circuits can be combined together 

to make the electronics for a complete CT-DO system. 

The sensors of designs 1 and 2 were manufactured and tested; The sensors of 

design 3 is currently being manufactured. In design 1, the temperature sensor has an 

initial accuracy of ±0.01 oC, with a standard deviation of ±0.004 oC. However the 

temperature sensor was not stable and drifted by 0.1 oC after 72 hours of immersion in 

water. The conductivity sensor has an initial accuracy of ±0.04 mS/cm, with a standard 

deviation of ±0.005 mS/cm. A deployment on an Atlantic cruise discovered that the 

conductivity sensor had a problem with durability due to water absorption into the 

insulating laminate material and epoxy glue. 

The drift and durability problems were solved in design 2 by replacing the 

laminate and using an open cell conductivity sensor. CT sensors from design 2 together 

with the electronics were packaged in a Ø10x15cm plastic pot, and calibrated in a 

temperature bath. The initial accuracies and standard deviations of the CT sensors are 

±0.02 mS/cm and ±0.01 oC, and ±0.003 mS/cm and ±0.003 oC respectively. The CT 

calibration was affected by the thermal mass of the plastic package, non-uniform 

temperature distribution of the water bath, and the water evaporation. 3 repeat 

calibrations show maximum errors of ±0.04 mS/cm and ±0.03 oC.  

The CT sensor was made into a probe to reduce the thermal mass of the package. 

The temperature sensor probe was tied to the reference temperature sensor to reduce the 

effect of the non-uniform temperature distribution, giving a much better initial accuracy 

of ±0.003 oC. The conductivity sensor was calibrated in water buckets containing 

different water salinities to remove the effect of water evaporation, giving an accuracy 

of ±0.01 mS/cm. 

During long term stability testing, the temperature sensor drifted less than 

±0.01 oC during 5 weeks immersion in water, and the conductivity sensor had a 

monthly drift of 0.02 mS/cm after an 8-week test. Experiments were also carried to 

estimate the proximity effects for the four-ring-electrode open conductivity sensor. The 

results show that no proximity effect was found if the object is 7 mm (or more) away 

from the centre of the sensor chip. 

Table 7-1 compares our system with other commercial and published systems, 

showing that only the Seabird system has better accuracy. However, it is much larger 

and has significant power consumption. Comparing systems with equivalent dimension 
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(PCB MEMS CTD) or smaller dimension (multi-sensor system and Star-Oddi DST), 

our system has an order of magnitude or more better accuracy.  

CTD System 
Conductivity 

accuracy 

Temperature 

accuracy 

Pressure 

accuracy 

Power, battery life, & 

dimension 

Our System 

±0.01 mS/cm 

(10~70 

mS/cm) 

±0.003 oC 

(0~35 oC) 
N/A 

Battery life: 1month @ 

10s interval 

Dimension:  

Ø100x150 mm 

 

Gong 

CT System [22] 

±2.7% @ 

0.2~1 mol/L 

KCl solution 

±0.003 oC 

(0~30 oC) 
N/A 48 hours battery life 

Hyldgard 

multi-sensor 

system [36, 37] 

±0.6 mS/cm ±0.065 oC ±0.05 bar 

Chip dimension :

4x4 mm 

Package dimension: 

About Ø8x50 mm 

Broadbent 

PCB MEMS CTD 

[38] 

±1.47%  

(0~60 mS/cm) 

±0.546 oC 

(0~50 oC) 
±0.02 bar 

Battery life: 22 day @ 15 

min interval 

Dimension: Ø100x100 

mm 

Sea-bird 

SBE 911plus CTD 

[61] 

±0.003 mS/cm 

(0~70 mS/cm) 

±0.001 oC 

(-5~35 oC) 

±0.015% 

@ FS of 

10500 m 

(Underwater Unit only)

Power: 1 A @ 14.3 V 

Dimension: 

952x330x305 mm 

Star-Oddi DST 

CTD [16] 

±0.8 mS/cm 

(3~37 mS/cm 

or 

10~50 mS/cm)

±0.1 oC 

(-1~50 oC) 

±0.4% @ 

FS of 

200 m 

Dimension: 17x17x46mm 

Battery life: 4 years @ 

10min interval 

Table 7-1 Comparison of our sensor system and other salinity sensor systems. 

 

A novel DO sensor was implemented in design 2, with a platinum electrode 

covered with laminate in which there are five wells of 25 µm diameter and 25 µm 

depth used as a working electrode. The voltage-current relation of the platinum 

working electrode was analysed, and a conservative estimate made of the maximum 

flow effect on the DO sensor.  The DO sensor was tested as a two electrode system 

with an external Ag/AgCl electrode as a reference electrode. CV test shows that the 
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voltage-current relations was very close to theoretical predictions, and flow tests 

showed a 1% change in sensor readings in flow, which is 10 times smaller than 

estimated by a simple theoretical model. 

The DO sensor was calibrated using three different water samples of 35 psu 

salinity at room temperature (20 oC). It has ±5 µM initial accuracy, with ±3 µM 

standard deviation error. More experiments need to be carried out to determine the 

effect of temperature and its long term stability. Greater control of oxygen 

concentration, temperature and flow during calibration would be afforded by using the 

apparatus described by Sosna et al [83].  

A complete CT-DO sensor system was deployed in a rowing boat for 75 days in 

the Indian Ocean. The CT sensor survived and gave reasonable readings during this 

deployment. The DO sensor worked for 25 days, and then it was destroyed by bio-

fouling.  

An electrochemical method for reducing bio-fouling was tested using the 

electronics of the DO sensor. Dock deployment result shows that this method has a 

remarkable effect on bio-fouling reduction, and can be implemented in the CT sensor in 

the future by incorporating a relatively small change in the sensor electronics. 

Furthermore, the version 2 CT system was also calibrated in fresh water, and 

successfully deployed in Greenland. This means that the CT system can also be used in 

fresh water applications.  

7.2 Future work 

It has been shown that the CT sensor of design 2 has excellent initial accuracy 

and stability, and was successfully tested in several deployments. The basic functions 

of the DO sensor have been evaluated and have shown good performance. More 

experiments need to be carried out to determine the temperature coefficient and 

stability of this sensor. Several research groups and companies have expressed interest 

in the CT-DO system, demonstrating potential for commercialisation.  

However, there are still some problems that need to be solved before 

commercialising an ultra miniature, low power, low cost and high accuracy CT-DO 

system. These problems and recommended solutions are listed as follows: 

1. The one month battery life is too short for some autonomous applications, 

which might require one year battery life. The 200 µA quiescent current 
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needs to be reduced. Most of the quiescent current is consumed by the 

FPGA. Therefore this problem can be solved by using a low power 

microcontroller to power down the FPGA during sleep mode. 

2. The electronic circuits for CT and DO sensor are on separated PCBs, and 

the amplifiers for CT and DO sensor are not shared. A two-electrode DO 

system requires a trans-impedance amplifier, and another amplifier for the 

voltage signal. The CT electronics use a trans-impedance amplifier, and a 

differential amplifier, which can also be used as a voltage amplifier for 

the DO sensor. The power consumption and cost of the system can be 

further reduced by sharing these amplifiers using multiplexers. 

3. The CT-DO electronics do not support electrochemical bio-fouling 

mitigation via chlorine generation. This function should be implemented 

in the next generation of electronics. 

4. The Ø10x15 cm package is too large and has a big thermal mass, affecting 

CT response time and accuracy. More compact package should be made 

to solve this problem. 

5. All the electronics can be integrated into an ASIC (Application Specific 

Integrated Circuit). This means that the whole system can be packaged 

into something the size of a pen, enabling further reductions in cost and 

new applications such as use in a fish tag. 

6. Conductivity has a monthly drift of 0.02 mS/cm. This drift is expected to 

be reduced by coating the SU8 laminate with ECG-2702 to prevent water 

absorption. 

7. The DO sensor needs to be tested to determine the temperature coefficient 

and long term stability. Calibration in a sealed jar should be able to 

provide an environment with constant oxygen concentration. This jar can 

be placed into a water bath with good temperature control. Therefore the 

temperature coefficient could be measured from the change in the current 

of the working electrode with temperature. An alternative and high 

performance strategy is to use the calibration setup described by Sosna et 

al [83] which would enable precise control of temperature, oxygen 

concentration and flow (if a magnetic stirrer were included in the sensor 

cell). 
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8. A pressure sensor can be added to the system, since many applications 

also need depth information. 

Some of these issues will be explored as part of my post-doctorial work after this 

PhD study. For example, Figure 7-1 shows the un-finished PCB design for the next 

generation electronics:  

 

Figure 7-1 Diagram of an unfinished PCB design for CT-DO system with bio-fouling cleaning 

function. 

 

This electronics is on a 3x5 cm PCB. A microcontroller with 3 µA quiescent 

current is used for power control. The power switches for all the other components 

consume 2 µA when switched off; therefore the quiescent current for this system is 

estimated as 5 µA, which is much smaller than the 200 µA of the current electronics. 

 These electronics are designed to support the CT-DO sensor of design 3. The CT 

and DO sensor share the same trans-impedance amplifier and differential amplifiers to 

reduce power consumption and system cost. All the ring-electrodes on the double-sided 

chip can be switched to GND using multiplexers, and cleaning wave form is applied 

using an external Ag/AgCl electrode for bio-fouling removal. Furthermore, an interface 

(P5 in figure 7-1) is reserved for a third party pressure sensor.  
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This electronics and sensor chip can be packaged into a Ø5x14 cm stainless steel 

housing, as shown in figure 7-2. This housing can be deployed to 3000 m depth. The 

thickness of the housing could be increased to support full ocean depth, at 6000 m. 

 

Figure 7-2 3D diagram of the version 3 CT-DO system with a Ø5x14 cm stainless steel 

packaging and a sensor chip of design 3. 

 

In a collaboration with the University of Bologna, Italy we are developing an 

ASIC that replaces all the discrete electronics. This ASIC supports 4-channel 

impedance measurement with sine wave excitation. By replacing the analogue circuit in 

figure 7-1 with this ASIC, the PCB dimensions are reduced to about Ø1x5 cm. 

Together with the CT-DO sensor chip of design 3, the whole system can be the size of 

a pen, which would be similar in size to the commercial fish tags (Star-Oddi DST CTD 

and Hyldgard’s multi-sensor system), but with much superior performance. 
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Appendix A – Matlab Script for 

Salinity Calculation 

function s=salinity_cal(c,t,p) 
% A function for salinity calculation 
% Created by Xi Huang in 12/11/2009 
% s - salinity between 2 ~ 42, in psu 
% c - conductivity in mS/cm 
% t - temperature between -2 ~ 35, in oC 
% p - pressure between 0 ~ 10,000, in dbar 
 
k15=42.91416; %conductivity for K15 
R=c./k15; %conductivity K15 ratio 
 
%polynomial coefficients for s from K15 ratio R^0.5 
a=[0.008, -0.1692, 25.3851, 14.0941, -7.0261, 2.7081]; 
  
%polynomial coefficients for modification of s for different  
%temperature and pressure from K15 
b=[0.0005, -0.0056, -0.0066, -0.0375, 0.0636, -0.0144]; 
  
%polynomial coefficients for temperature factor 1 
ct=[0.6766097, 2.00564e-2, 1.104259e-4, -6.9698e-7, 1.0031e-9]; 
  
%polynomial coefficients for numerator of pressure factor  
d=[3.426e-2, 4.464e-4, 4.215e-1, -3.107e-3]; 
  
%polynomial coefficients for denominator of pressure factor  
e=[2.070e-4, -6.370e-8, 3.989e-12]; 
  
%temperature factor 2 
k=0.0162; 
 
%temperature factor 1 
rrt=ct(1)+ct(2).*t+ct(3).*t.^2+ct(4).*t.^3+ct(5).*t.^4;  
  
%pressure factor 
Rp=1+(p.*(e(1)+e(2).*p+e(3).*p.^2))./(1+d(1).*t+d(2).*t.^2+(d(3)+d(4).
*t).*R); 
  
%K15 ratio modified by temperature and pressure factors  
Rt=R./rrt./Rp; 
  
%calculate total salinity 
s=0; 
ds=0; 
for m=1:6 
    Rtc=Rt.^(0.5*(m-1)); 
    s=s+a(m).*Rtc; 
    ds=ds+b(m).*Rtc; 
end 
s=s+(t-15)./(1+k.*(t-15)).*ds; 
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Appendix B – Chip Fabrication 

Flow 

 

A diagram demonstrating the fabrication flow of the sensor chip. 

As shown in the diagram. There are 8 steps in the fabrication: 
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(1) Photoresist is coated to a wafer, which has glass substrate covered with 20 

nm Titanium (Ti) and then 100~300 nm Platinum (Pt).   

(2) Photoresist is exposed and developed to form the pattern where Pt needs 

to remain after the fabrication. 

(3) Uncovered Pt and Ti are removed by ion beam milling. 

(4)  Photoresist is removed by acid cleaning. 

(5) Wafer is coated by silicon nitride (SiN). 

(6) Wafer is coated by epoxy based photoresist. 

(7) Epoxy based photoresist is exposed and developed to form the pattern 

where Pt and glass should not be exposed. 

(8)  Uncovered SiN is etched. 

In this process, the epoxy based photoresist is SY320 for design 1 and SU8 for 

design 2. Step (5) and (8) are not applied to design 1 as there is no SiN in this design. 
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