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Abstract—This paper will describe recent developments in the 

science and technology of sound reproduction with an emphasis 

on the application of new methods for the generation of virtual 

(or “3D”) sound images. The aim of the paper will be to evaluate 

the potential for application of these new technologies in modern 

communication systems. A brief summary will first be presented 

of the factors governing the human perception of sound source 

location through reference to recent computational models of 

binaural hearing. Conventional methods of “stereophonic 

reproduction” will first be reviewed and the limitations discussed 

of such two-channel techniques and their multi-channel 

extensions. The problem of binaural reproduction via 

loudspeakers will be described within the framework of the 

simple linear algebra associated with a two-input two-output 

system whose inversion enables the optimal design of cross-talk 

cancellation filters. The correct implementation of such filters 

enables the accurate delivery of acoustic signals to the ears of a 

listener. The influence of ill-conditioning of this system will be 

described together with the natural consequences for the 

distribution of acoustic sources as a function of frequency that 

ensures robust reproduction. A description will be presented that 

illustrates the remarkable potential offered by a strategy that 

involves the frequency dependent spatial distribution of acoustic 

source strength. The extension of these techniques to the 

generation of robust virtual images for multiple listeners will be 

discussed briefly. Alternative approaches to the reproduction of 

sound for multiple listeners will then be described, most of which 

rely on the reproduction of an acoustic field in its entirety over a 

defined spatial region, either through a knowledge of the values 

of the acoustic variables on the boundary of the region or 

through a knowledge of the natural basis functions used to 

describe the field within the region. The difficulty of ensuring 

reproduction with a sparse or non-uniform distribution of 

acoustic source strength will be outlined and recent work will be 

described that aims to overcome such problems by seeking to 

reproduce alternative acoustic field variables. (Abstract) 

Keywords- sound; virtual; 3D; binaural; stereophony; multi-

channel;ambisonics; wavefield. 

I.  INTRODUCTION  

Methods are described here for producing ―3D sound‖, or 
the perception by a listener of sound that appears to come from 
sources located at prescribed positions in the three dimensional 
space surrounding the listener. Generally, the acoustic signals 
generated at the listener‘s ears are manipulated to ensure that 
they replicate those signals that would be produced by a 
―virtual source‖ in the spatial position required. The methods 
used to accomplish this are reviewed briefly here. They include 

the use of headphones to deliver the ear signals, the use of a 
conventional stereo pair of loudspeakers, more recent methods 
using a number of loudspeaker pairs with suitably processed 
input signals and the use of arrays of loudspeakers enveloping 
the listener. These discussions are preceded by a brief 
introduction to the mechanism of binaural hearing, an 
understanding of which is essential to the effective design of 
systems for the production of virtual acoustic images. Some 
new work is also presented on the design of sparse and 
irregular loudspeaker arrays for reproducing sound fields over 
extended spatial regions. 

II. CHARACTERISTICS OF BINAURAL HEARING 

 

Figure 1.  Block  diagram  of simple signal processing model of the auditory 

periphery [7]  

It is helpful to first outline the factors that influence the 
human perception of the location of a sound source. Many of 
these, particularly those associated with the human auditory 
periphery, can be described quite readily in signal processing 
terms. The transfer function that characterises the relationship 
between the signal emitted by an acoustic source at a given 
position in space and the signal produced at the eardrum is 
known as the Head Related Transfer Function (HRTF). This 
transfer function is both linear and time invariant for fixed 
positions of source and listener‘s head and can be expressed, 
for example, by a series of FIR filters describing the transfer 
functions from the source to both ears of listener. A number of 
databases of such transfer functions have been measured and 
are available (see [1] for example). The inner ear, through 
which signals arriving at the eardrum are transmitted to the 
cochlea, can broadly be characterised as a band-pass filter that  



 

Figure 2.  Illustration of the output signals from the auditory periphery 
(outputs from the ―inner hair cells‖ shown in Figure 1.)  

 

Figure 3.  Details of parts of the signals illustrated in Figure 2 

has the inverted form of the equal loudness contour [2]. The 
filtering action of the basilar membrane within the cochlea is 
often characterised by a series of band-pass filters [3], a 
popular representation being a series of gammatone filters (see 
[4] for example). Finally, the neural transduction undertaken by 
the organ of Corti can to some extent be modeled by a half 
wave rectifier and low-pass filter to represent the generation of 
neural impulses, and a square root compressor to approximate 
the input-output non-linearity of this process [5,6]. 

A block diagram of this signal processing scheme is shown 
in Fig. 1 which is based on the model described in [7]. Some 
typical outputs of this system are illustrated in Fig 2. which 
shows the model of the signals generated by the hair cells that 
are subsequently transmitted to the binaural processor. Fig 3 
also shows an expanded version of sections of these signals, 
illustrating the extent to which the relative phase of the ear 
input signals is preserved at low frequencies, but also how the 
amplitude difference between the signals is more apparent at 
high frequencies. Importantly, this figure also illustrates how 
the time-differences between the envelopes of the ear input 
signals are also preserved at high frequencies. These factors are 
all known to be important in the human localization of acoustic 
sources.  

The neural firing patterns from the left and right ears are 
combined in a binaural processor, the classical representation  

 

Figure 4.  Schematic representation of the array of ―EI cells‖ used to model 

the binaural processor [7] 

of which [8] relies on the computation of inter-aural cross-
correlation in order to determine the inter-aural time 
differences between the signals arriving at the ears, although 
such approaches do not account for inter-aural level differences, 
and the use of such models is still debated [9]. A more recent 
approach [10] to the representation of the binaural processor 
makes use of an elegant method for dealing with both inter-
aural time and level differences. This relies on so-called 
equalisation-cancellation (EC) networks in which both ―delay 
lines‖ and ―attenuation lines‖ are represented. Fig. 4 illustrates 
such a network. The right and left neural signals in a given  
frequency band are both delayed and attenuated by a series of 
prescribed amounts and subtracted from one another in so-
called excitation-inhibition (EI) cells, the output of which 
represents the difference between the input signals. The EI 
cells are arranged in two-dimensional array and the cells with 
the minimum output identify the most probable inter-aural time 
and level difference in the given frequency band. Overall, the 
output of the array of the EI cells can be thought of as defining 
an ―EI pattern‖ that characterises the relative differences 
between the left and right ear signals in a given frequency band. 

Again, the neural mechanisms used to interpret the binaural 
information provided by such EI patterns (assuming they exist 
at the higher levels of the auditory processing system) are far 
from understood. However, recent work [7] has demonstrated 
the success of a simple pattern matching procedure that 
compares, via cross-correlation, the EI patterns generated by an 
acoustic source in a given location and a series of template EI 
patterns generated by sources in a series of pre-determined 
locations. The output of this process is a probability function 
that represents the similarity between the target and template EI 
patterns in a given frequency band as a function of azimuthal 
direction. Simply put, the EI template providing the ―best fit‖ 
to a given EI pattern is used to determine the location of the 
source. 

III. CONVENTIONAL STEREOPHONY  

Sound reproduction using two-channel stereophonic 
systems classically relies on the simple procedure of adjusting 
the relative gain of the identical input signals applied to a pair 
of loudspeakers positioned to the front of a centrally located  



 

Figure 5.  Symmetrical arrangement of two sources producing acoustic 

pressures p1 and p2 at the listener‘s ears (neglecting the scattering of the 

listener‘s head). 

listener and subtending an angle of typically sixty degrees. An 
early history of the technique is given in [11], where it is also 
demonstrated that, at low frequencies in a harmonic sound field, 
the sound fields from the two loudspeakers interfere to give a 
phase difference at the ears of the listener. This phase 
difference results in the perception by the listener of a virtual 
(or phantom) source at an angular location between the two 
loudspeakers. The amplitude difference between the signals 
applied to the two loudspeakers can be adjusted to change the 
phase difference at the ears of the listener and thus the 
perceived location of the virtual source. This can be understood 
by following generally the analysis presented in [11]. Thus it is 
assumed that the sources and listener are arranged 
symmetrically as depicted in Fig 5. The relationship between 
the ear pressures    and    and the strengths (volume velocities) 
of the point monopole sources    and    can be written as 
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The phase difference between the pressures at the two ears 
is given by in the inverse tangent of the ratio of the imaginary 
and real parts of this function and can be written as 

 

Figure 6.  Output of the model of the binaural processor for a stereophonic 

image at 20 degrees from the normal to the front of the listener [7] 
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Thus under the assumptions given, the simple act of 
changing the relative amplitude of the two sources fed with the 
same (in-phase) signal, produces a phase shift between the 
signals at the listener‘s ears. Such ―amplitude panning‖ is 
generally assumed to be effective only at low frequencies, 
typically below about 700Hz, since at frequencies above this 
the inter-aural phase difference becomes ambiguous. However, 
at higher frequencies, the shadowing effect of the listener‘s 
head results in inter-aural level differences (ILDs) between the 
two ears that result in the perception of a virtual source [12, 13]. 

The model of binaural hearing described in Section II 
above has been applied to the evaluation of the stereophonic 
sound field and found to give an excellent representation of 
listener perception of source location [14, 15]. Simulation 
results [7] (see Fig 6) confirm the accurate location of virtual 
sources at low frequencies, with increasing deviations from the 
target image position as frequency increases, and the prediction 
of an overestimation of virtual source angular location between 
1kHz and 3kHz. Above about 3kHz, the influence of the ILD 
reduces the bias in the estimation of the angular location of the 
virtual source, although the position of the virtual source image 
again becomes ambiguous at about 6kHz.  

The predictions of this model have been broadly verified by 
a series of listening tests as reported in [14, 15]. The human 
subjects in the experiments used an electromagnetic tracking 
device to report the perceived position of virtual source images. 
The stimuli used were 1/3 octave bands of noise centred at 7 
frequencies from 0.5 kHz to 6 kHz. The results of the tests 
shown in Fig. 4 are compared with the predictions of the model 
of binaural hearing and shown to be in good agreement. 



Further details of the results are discussed in [7], but broadly 
one concludes that the model is a reasonable representation of 
the key elements of the auditory processes underlying the 
binaural localisation of sound. 

It has proved tempting to extend the amplitude panning 
scheme associated with conventional two channel stereophony 
by surrounding the listener with multiple loudspeakers and 
simply activating the pair of loudspeakers between which one 
wishes to generate a virtual source. However, the amplitude 
panning approach, particularly for loudspeakers placed to one 
side of a listener, does not result in the same low frequency 
phase differences that are produced by a frontal pair of 
loudspeakers. Thus for a pair of loudspeakers placed 
symmetrically to one side of a listener, the difference in path 
lengths from one of the listener‘s ears to the two loudspeakers 
becomes very much less than is the case for a pair of 
loudspeakers to the front of the listener. Hence amplitude 
differences between the loudspeaker input signals are not so 
readily converted into phase differences between the ears. It 
has been shown conclusively in recent listening tests [15] that 
the image position may not be controlled by amplitude-panning, 
and subjects in the localisation experiments simply reported the 
position of the louder transducer as the location of the acoustic 
image.    

IV. BINAURAL REPRODUCTION 

The binaural reproduction of sound is achieved by accurate 
replication of the signals at the ears of a listener that would 
have been produced at that listener‘s ears by an acoustic source 
at a prescribed spatial position. The implementation of such an 
approach improves greatly upon conventional stereophony and 
can in principle result in the perception by the listener of virtual 
sound images throughout the entirety of the surrounding three-
dimensional space. One might expect that reproduction of the 
requisite ear signals by using a pair of headphones would be 
the solution of choice, especially since the headphones might 
be expected to provide a good environment for the accurate 
control of the desired ear signals. However, it has long been 
known (and is matter of common experience) that presentation 
of acoustic signals to the listener‘s ears via headphones or (in-
ear transducers) generally results in the perception by the 
listener of the auditory image being ―inside the head‖.  

Many explanations for this phenomenon were investigated 
in early studies [16] although it is now thought to be due 
simply to the fact that, without any pre-processing of the input 
signals, headphones are not generally successful in replicating 
the signals at the listener‘s eardrums that would be produced by 
a source under free field listening conditions. It has been 
established [17-20] that if care is taken in presenting accurately 
the waveforms to the listener‘s ear-drums that would be 
generated under free field conditions, then the correct 
perception of an ―externalised‖ image is produced. However, 
the HRTF is known to be highly variable from individual to 
individual, this variability mostly being due to the effect of 
diffraction by the outer ear (pinna). A knowledge of the HRTF 
appropriate to a given individual is therefore required if the 
headphone or earphone is to be fed with input signals that 
generate the correct ear-drum signals. Whilst it has been 
established that this can be deduced, for example, by laser 

scanning an individual pinna to establish the geometry, and that 
computational methods can then be used to establish the HRTF 
[21, 22], a fast and practical method for providing individual 
data has yet to be developed. Approaches that assume a certain 
HRTF (associated for example with that of a standard ―dummy‖ 
head) have found to be partially successful in providing a 
degree of externalisation [23]. It is also well known [24, 25] 
that the addition of artificial room reverberation can enhance 
the degree of externalisation perceived. 

V. BINAURAL REPRODUCTION USING LOUDSPEAKERS 

The problem of producing externalised auditory images 
does not generally occur when the binaural signals are 
presented to the listener by a pair of loudspeakers to the front 
of a listener. However, there is the fundamental difficulty 
produced by the ―cross-talk‖ signals generated at the left ear by 
the right loudspeaker and at the right ear by the left 
loudspeaker. The two by two matrix of transfer functions 
relating the loudspeaker input signals to the listener ear signals 
can be inverted by pre-processing the loudspeaker input signals 
by two by two matrix of ―cross-talk cancellation‖ filters. 
Considerable work has been undertaken on the design of 
systems based on this approach [26-35] and the principle issues 
can readily be described with reference to the free field model 
of two monopole sources used above. Thus if G denotes the 
―plant‖ matrix relating the loudspeaker input signals to the 
listener ear signals, and H denotes the matrix of cross-talk 
cancellation filters, then one wishes to design the filters such 

that j de GH I  where I is the identity matrix and d is a delay. 

Using the expression for the plant matrix given in equation (1), 
it follows that the expression for the filter can be written in 
terms of the inverse of the plant matrix such that 
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The plant matrix becomes ill-conditioned when the 
difference in path length between the two loudspeakers and one 
of the listener‘s ears is equal to one half of an acoustic 
wavelength (assuming a symmetrical arrangement of 
loudspeakers to the front of the listener). This results in the 
inverse filter matrix having a large gain when       (i.e. at 
integer numbers of half wavelength path differences), with the 
denominator in equation (5) approaching zero. On the other 
hand, when the path length difference is one quarter of an 
acoustic wavelength, the matrix is very well conditioned. Full 
details of the analysis can be found in [36], including a formal 
consideration of the conditioning of this inversion problem 
using the singular value decomposition. 

An approach to binaural synthesis that ensures optimal 
conditioning at all frequencies is provided by the Optimal 
Source Distribution (OSD). Conceptually, this is provided by a 
pair of continuous distributions of monopole source strength 
radiating sound at a frequency of the sound that depends upon 
spatial position. The frequency radiated by each element of the 
pair of source distributions is determined to ensure that there is 
always a one-quarter wavelength path length difference 
between source elements and the ears of the listener. This 
means that the angular separation of the loudspeakers becomes 



smaller as frequency becomes higher. This also ensures that 
  is an odd integer number at all frequencies (except at very 
low frequencies) and that the singular values of the plant 
matrix are equal [35]. Under these circumstances, of a one-
quarter wavelength path difference, it also follows that

/ 2   ,  and the expression for the inverse filter matrix 

simplifies to 
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Thus the cross-talk cancellation is produced simply by a 90 
degree phase change in the cross-talk path in the inverse filter 
matrix without any change in amplitude response. The 
frequency response of the inverse filter is thus the same at all 
frequencies. Since the sound is always synthesised by 
constructive interference at all frequencies, there is no dynamic 
range loss or loss of quality compared to the case without 
system inversion. Thus the OSD can be thought of as providing 
―lossless‖ cross-talk cancellation.  

Obviously it is not easy in practise to build a pair of 
distributed transducers that realise such a continuous 
distribution of acoustic source strength. However, a suitable 
discretisation of the distribution into (say) three or four pairs of 
loudspeakers has been found to give excellent results in 
practise [37]. Whilst in principle, the details of the HRTF 
comprising the two-by-two plant matrix are also required to be 
known, it has also been found in practice that the HRTFs 
associated with a particular individual can be substituted by 
generic HRTFs associated with a dummy head [30, 37] whilst 
still producing convincingly externalised images. This 
approach to binaural reproduction has a number of other 
advantages. The sound radiated by the OSD is always smaller 
in directions other than those corresponding to the listener, and 
is also smaller than the sound radiated by a single monopole 
transducer producing the same sound level at the listener‘s ears. 
This therefore results in a system that has a good signal to 
noise ratio, reduced distortion, and which is robust to 
reflections in a reverberant environment. Furthermore, the 
radiation pattern becomes constant as a function of frequency 
and repeats periodically in the listening space. This offers the 
possibility of the perception of nearly correct binaural signals 
by multiple listeners [35]. The inverse filters have a flat 
frequency response so there is no coloration at any location in 
the listening room. When the listener is far away from the 
intended listening position, the spatial information perceived 
may not be ideal. However, the spectrum of the sound signals 
is not changed by the inverse filters and therefore a listener will 
continue to perceive correctly reproduced sound. It has also 
been recognised that the performance of the OSD can be 
improved still further, especially at low frequencies, with the 
addition of a third centrally located loudspeaker channel [35]. 

VI. SOUND FIELD REPRODUCTION 

A number of other approaches have been taken to the 
generation of virtual acoustic images for multiple listeners. 
These generally rely on the use of multiple transducers to 
generate an interference field that replicates as closely as 
possible, over a spatial region that is as large as possible, the 
field generated by a given virtual source. Such an approach is 

provided by ―Wave Field Synthesis‖ described in detail, for 
example, in [38-42]. The approach is based on the Kirchhoff-
Helmholtz integral equation which describes the sound field in 
a spatial volume in terms of the pressure and pressure gradient 
on the surface surrounding the volume. Thus the acoustic 
pressure field inside the volume V is described in terms of the 
integral over the bounding surface S such that 

( ) ( ) ( ) ( ) ( )y y
S
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where x, y are position vectors, the operator 
y  denotes the 

gradient operator with respect to the    coordinate,   is the unit 
vector perpendicular to S at y and g denotes the free-field 

Green function (note that
0/g G j ) The assumption made 

in Wave Field Synthesis is that the bounding surface is 
assumed to be planar, in which case the Kirchhoff-Helmholtz 
integral reduces to Rayleigh‘s second integral [39] which 
allows the pressure within the ―volume‖ (to one side of the 
planar bounding surface) can be determined from a knowledge 
of the pressure on the surface. The principle therefore suggests 
that the measurement or computation of the pressure on the 
surface allows the determination of the source strength 
distribution on the surface that will enable reproduction of the 
field. 

Another approach based on the Kirchhoff-Helmholtz 
integral is that proposed in [43] in which sources outside of the 
volume V are used to reconstruct the pressure and pressure 
gradient on the surface S, thereby ensuring correct reproduction 
inside V. Of course in practise it is impossible to sense both 
pressure and pressure gradient continuously over the bounding 
surface and discrete measurement points are necessary to 
describe both the pressure and the pressure gradient, the latter 
in principle being measurable by a pair of microphones spaced 
apart by a suitable fraction of the acoustic wavelength. It has 
also been shown [44-46] that it is possible to simply 
reconstruct only the pressure (or indeed the velocity) on the 
bounding surface S, these parameters describing uniquely the 
sound field inside a source free volume except at the eigen-
frequencies (or resonant frequencies) of that volume (i.e. the 
Dirichlet eigenvalues in the case of pressure and the Neumann 
eigenvalues in the case of velocity). The technical feasibility of 
the approach to reconstructing the acoustic pressure on the 
bounding surface has been clearly demonstrated in [47]. 

A further well-known technique is that known as 
―Ambisonics‖. This was first proposed in the early 1970‘s 
[48,49] and since has been extended to so-called ―Higher Order 
Ambisonics‖ (HOA) [50-53]. This approach is based on 
undertaking a spherical harmonic analysis of the field to be 
reproduced, the spherical harmonics providing a means of 
describing a three dimensional sound field in terms of natural 
spatial basis functions. An attempt is made to reproduce these 
functions by a series of loudspeakers surrounding the region in 
question. The accuracy of the spatial reproduction generally 
increases with the order of the spherical harmonics that are 
reproduced and, broadly speaking, this in turn implies that the 
number of loudspeakers required also increases. 

Another approach, described previously in [54], is simply 
to find the source strengths (or loudspeaker signal inputs) that 



provide the best fit of the reproduced sound field to the desired, 
or target, sound field associated with the virtual source to be 
simulated. Classical least squares techniques can be used to 
define the optimal source strengths necessary to minimise a 
cost function based, for example, on the sum of the squared 
differences between the desired and reproduced acoustic 
pressures [55]. This approach provides a numerical approach to 
the solution of the ―inverse problem‖ of determining the 
optimal source strengths and is not restricted to particular 
geometrical arrangements of sources or field points to be 
controlled. The approach has been studied extensively in 
connection with the active control of sound and vibration and 
provides the basis for the discussion that follows. Other 
features of the sound field reproduction problem have been 
discussed in [56-60]. 

VII. SOUND FIELD REPRODUCTION USING SPARSE AND 

IRREGULLAR LOUDSPEAKER ARRAYS 

The approach taken in [44-47] was to find the source 
strengths necessary to ensure the reproduction of the acoustic 
pressure on the surface that bounds the volume in which 
reproduction is sought. Satisfactory reproduction of the field 
within the enclosed volume is, of course, strictly only possible 
at frequencies that do not coincide with the eigen-frequencies 
of that volume. Whilst it has been demonstrated, both by 
computer simulation and by experiment, that this is an entirely 
satisfactory approach when the sources that surround the 
volume that are used for reproduction are spaced in a regular 
layout, it has also been recognized that this approach tends to 
fail if the loudspeakers used are arranged in a sparsely 
populated or irregular array. In such cases there is a tendency 
for the source strengths to ―blow up‖ and produce 
exceptionally large outputs, and whilst the field within the 
chosen volume can still be reproduced with some accuracy, the 
field elsewhere can have far from desirable characteristics.  

This observation will be illustrated with the results of some 
numerical simulations presented below. The approach taken is 
to simulate the reproduction process again by using a discrete 
number of sources and attempting to reproduce the acoustic 
pressure at a discrete number of points on the surface that 
bounds the volume. This approach will be compared with an 
alternative method that attempts to reproduce the acoustic 
particle velocity (a vector quantity) at a discrete number of 
points on the bounding surface. In both cases the conventional 
―classical‖ least squares approach will be used. It will be 
shown that the reproduction of velocity has a number of 
desirable characteristics. 

As illustrated in Figure 7, the source strengths q and 

reproduced pressures p̂  can be defined in terms of the complex 

vectors given by  
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where N and M define the total number of sources 
(loudspeakers) and control points respectively. The acoustic 
pressures induced by the source strengths can be represented 
by 

 

Figure 7.  Definition of acoustic parameters in an acoustic field:  nq y  is 

the volume velocity of the source at the loudspeaker location 
ny ,  ˆ

mp x  is 

the reproduced pressure at the control point location 
mx ,  ˆ

mu x  is the 

velocity vector at 
mx ,  m nG x y

 
and  m nF x y  are the transfer functions of 

pressure and velocity respectively from the source at 
ny  to the control point 

at 
mx ,  ˆ

x mu x ,  ˆ
y mu x and  ˆ

r mu x  are x, y and radial components of 

velocity vector  ˆ
mu x ,  mr x  is the radial unit vector at 

mx , R  is the radius 

of the control circle and   is the wavelength of target wave field. 
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where  m nG x y  is the transfer function relating the pressure 

at the control point 
mx  to the strength of the source at 

ny . The 

relation between pressure values and source strengths can be 
expressed in the matrix form given by equation (11) below 

ˆ p Gq ,                                      (11) 

where     
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In the same way, the velocity vectors in the reproduced field 
can be defined as  

   
1

ˆ ( )
N

m m n n

n

q


u x F x y y                       (12) 

where  m nF x y  is the transfer function relating the acoustic 

particle velocity at the control point at 
mx  due to the source at 

ny . If it is assumed the sources are simple monopoles in a free 

field, the transfer functions G and F can be represented 
respectively by [61], 

  0
4

jkr

m n

e
G j

r






x y ,                        (13) 
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where m nr  x y and the unit vector ,m na  is defined by 

,

m n

m n

m n






x y
a

x y
.                               (15) 

With the parameters defined above, the cost function to be 
minimized using the conventional approach of minimizing the 
sum of squared differences between the reproduced pressures 
at the control points and the target pressures at the control 
points defined by the vector of  field p

 
is given by  

2 2 2 2
ˆ

G GJ       p p q p Gq q .        (16) 

where βG is a regularization parameter. The solution for the 
source strengths that minimizes this cost function is given by

  

                       
 

1
H H

G


 q G G I G p  .                 (17) 

A convenient approach to dealing with the minimization of 
the velocity cost function is to work with the radial velocity 
vector normal to the surface bounding the volume in which 
reproduction is sought. It is also convenient to define the unit 
radial inward vector r normal to the surface. The radial 

velocity component ˆ
ru  of  û  is related to the source strengths 

by 

   
1

ˆ ( )
N

r m r m n n

n

u F q


x x y y ,

          
 (18) 

where   ,
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The relation between radial velocity components and 
source strengths can be expressed in the matrix form 
given by 

ˆ
r ru F q  ,                                (19) 

where the matrix is defined by 
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The cost function to be minimized for the velocity least 

square minimization to the target radial velocity 
ru

 
is 

represented by,  

2 2 2 2
ˆ

r r F r r FJ       u u q u F q q .      (20) 

And the optimal solution for the minimization problem is given 
by

 
 

1
H H

r r F r r

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Figure 8.  ITU 5.1 channel source distributions depicted with red circles and 

regularly distributed 32 control points represented with green circles. 

 
Figure 9.  Target pressure field (1000Hz) from the backward (180 degree) 

direction and the velocities (black solid arrows) and intensities (red dotted 

arrows) at the control points. 

A sound reproduction system with multiple loudspeakers 
arranged in a two-dimensional array has been investigated with 
respect to the efficiency of both pressure and radial velocity 
control methods. The simulation results give several clear 
indications that the proposed velocity control method provides 
benefits when the loudspeakers are irregularly arranged. 
Multiple loudspeakers in almost all standards are arranged 
irregularly and here the ITU 5.1 channel configuration has been 
chosen for illustration, especially since it is one of the best 
known standards realizing sound reproduction with five 
loudspeakers. Figure 8 shows the location of the sources 
(depicted with red circles) and control points (green circles) on 
the ―control circle‖ surrounding the volume of to be controlled. 
A total of 32 control points are regularly distributed on the 
control circle. An important point to make is that the control 
circle is chosen to have a radius that is made frequency 
dependent. It has been shown previously [47] that using a 
frequency dependent control volume results in source strengths 
whose outputs do not show rapid changes as a function of 
frequency and this results in highly desirable characteristics of 
the filters used to process the source input signals. The radius 
of the control volume studied here is thus chosen to be one 
eighth of an acoustic wavelength (λ/8) at all frequencies. 

The results of the simulations are illustrated here by using a 
plane wave target pressure field at a single frequency of 
1000Hz. The plane wave is presented from the backward 
direction (i.e. from the direction of the pair of loudspeakers to 
the rear of the listener). For this target pressure field, the radial 
components of velocities (black solid arrows) and acoustic 
intensities (red dotted arrows) at all of the control points are 
represented in Figure 9. 



 
(a)                       (b) 

Figure 10.  Reproduced pressure field controlled by pressure (a) and velocity 
(b) control methods.  

Figure 10 shows the reproduced sound fields generated by 
the pressure and velocity control methods respectively using 

the regularization factors βG=7.3×10
-5

 and βF= 1.0×10
-7

. The 

optimal source strengths associated with the pressure control 
method shows the excessive power problems which make the 
system give undesirable results. The optimal source strengths 
obtained by the velocity control method solves the excessive 
power problem and also generates stable and reasonable 
pressure field with much less energy.  

The source strengths with all of the five loudspeaker 
channels and the total energy with respect to target pressure 
field angles over the full range of incidence angles have been 
computed at the same frequency. The resulting panning 
functions are represented in Figure 11. The magnitude and 
phase of each of the channels are overlaid with the L-2 norm of 

all of the sources, q  the latter giving an indication of the total 

energy used in reproduction. The latter is depicted with black 
dashed lines over the 0°~360 ° ranges of target field incidence 
angles. 

Based on the panning functions of the pressure control 
method, it is obvious that the optimal source strengths show 
excessive power whenever the target plane is arriving from a 
direction for which the source array is sparsely populated, such 
as 30°~120°, 120°~240° and 240°~330°. If the target plane 
wave comes from a densely populated region area -30°~30°, or 
from the angle of source locations such as 120° and 240°, the 
optimal solutions of the conventional pressure control method 
are stable without excessive powers. However, the panning 
function associated with the velocity control method produces 
stable energies and reasonable source distributions throughout 
the entire range of incidence angles. 

Compared with the conventional pressure control method, 
the proposed velocity control method has no excessive power 
problem and produces less and evenly distributed stable energy 
as an optimal solution. In addition, changes of phase angle in 
the source strength associated with the velocity control method 
are less pronounced than for those arising from the pressure 
control method.  

Based on the reproduced sound pressure and the particle 
velocity calculated from the pressure difference method [62], 
the sound intensity flow diagram can be obtained as shown in 
Figure 12. In this figure, only the direction of the intensity flow 

is illustrated since at each point the magnitude has been 
normalised. The intensity flow resulting from the pressure 
control method deviates considerably from the target intensity 
flow. The intensity flow error between target and reproduced 
fields may cause a deterioration of the perceptual localization 
performance. The proposed velocity control method appears to 
produce a better result in terms of intensity flow, but a better 
quantitative evaluation of the respective performances of the 
two methods is given by the Intensity Flow Error (IFE) defined 
as  

 mod ,
(%) 100

t r
IFE

  




  ,               (22) 

where θt and θr are incident angles of target and reproduced 

intensity vectors and mod(A,B) is the modulus after division 

A/B. The IFEs associated with the pressure and velocity 

control methods are shown in Figure 13. Based on the IFE 

plots, it is clear that the proposed velocity control method gives 

better intensity flow than the conventional pressure control 

method. A ―region of interest‖ can be defined that is within 0.7 

of the distance between loudspeakers and the center of the 

system. This is depicted with red dashed lines in Figure 13. 

(Note that this region is much larger than the control circle 

upon which reproduction is sought). A ―sweet area‖ can then 

be defined in percentage terms as the ratio between the area 

having less than 20% IFE and the total area within the region 

of interest. 

The exact sweet area for Figure 13 (a) is 5% and for (b) is 

42.2%. In order to identify the performance enhancement by 

the velocity control method, the changes of sweet areas with 

respect to the target incidence angle have been represented in 

Figure 14 for both pressure and velocity control methods. 

Based on the sweet area curves, it is obvious that the excessive 

power problem greatly reduces the sweet areas in the case of 

pressure control method. The velocity control method has 

much wider sweet areas, especially when the target plane 

wave is presented from directions that are sparsely populated 

with loudspeakers. Consequently, based on the intensity flow 

analyses, the proposed velocity control method appears to 

have some advantages over the conventional pressure control 

method, especially in terms of IFE and when multiple 

loudspeakers are arranged irregularly. 

The frequency depenednce of the two techniques have been 

investigated by computing the filters that would be neecsseary 

to process the input signal associated with a target plane wave 

in order to deduce the source strength signals. The filters in 

Figure 15 within the frequency range from 0 to 3000 Hz have 

been obtained for both the pressure and velocity control 

methods when the target pressure field comes from the 

backward (180°) direction. Note that these filters have been 

equalized by a      factor. The total energies (L-2 norm) 

depicted with black dotted lines of both control method are 

also represented. The filters generated by the pressure control 

method suffer from the excessive power problem within the 

crucial frequency range around 1000 Hz and above. However, 

filters generated by the proposed velocity control method are 



much flatter than the conventional method even if they show 

some roll-off in the very low frequency range around 10 Hz. 

 
(a)                                 (b) 

 

(c)                                 (d) 

Figure 11.  Panning functions and corresponding phase angles obtained by 

pressure (a, c) and velocity (b, d) control methods (black dotted lines: L2 norm, 
solid lines: channel 1 (black), channel 2 (blue), channel 3 (red), channel 4 

(magenta) and channel 5 (cyan)).  

 
(a)                                 (b) 

Figure 12.  Intensity flows based on the pressure fields obtained by pressure (a) 

and velocity (b) control methods.  

 
(a)                         (b) 

Figure 13.  Intensity flow error by pressure (a) and velocity (b) control 

methods.  

The excessive power problem with the pressure control 

method with an irregular loudspeaker layout can to some 

extent be improved by using a change of regularization which 

must therefore become an angular dependent parameter, with a 

larger value of β used for target fields from sparsely populated 

directions, and a smaller β chosen for more to densely 

populated directions [63]. However, the proposed velocity 

control method could be made to function with a 

regularization factor that was independent of target incidence 

angle. 

 

 

Figure 14.  Change of sweet area by pressure (dotted lines) and velocity (solid 
line) control method.  

 

(a)                                 (b) 

Figure 15.  Filters obtained by pressure (a) and velocity (b) control methods 

when the target pressure field from the backward (black dotted lines: L2 norm, 

solid lines: channel 1 (black), channel 2 (blue), channel 3 (red), channel 4 

(magenta) and channel 5 (cyan)).  

VIII. CONCLUSIONS  

Methods for producing virtual sound images have been 

reviewed briefly, starting with conventional stereo methods, 

discussing more recently developed techniques based on 

binaural reproduction, and finishing with approaches based on 

multichannel loudspeaker arrays. Some new work has been 

presented that illustrates the difficulties in reproducing sound 

over spatial volumes when sparse and irregular loudspeaker 

arrays are used to control the pressure field on the surface 

surrounding a reproduction volume. Results suggest that many 

of these difficulties can be overcome by controlling the 

acoustic particle velocity on the surface of the volume. 
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