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Abstract

Since joint source-channel decoding is capable of explpithe residual redundancy in the encoded source
signals for improving the attainable error resilience as lattracted substantial attention. Motivated by the ppiac
of exploiting the source redundancy at the receiver, in theatise we study the application of iterative Error
Concealment (EC) for low-complexity uplink video commuations, where the video signal is modelled by a first-
order Markov process. Firstly, we derive reduced-compyeiirmulas for the first-order Markov modelling aided
source decoding. Then we propose a bit-based iterative B@itim, where a horizontal and a vertical source
decoder are employed for exchanging their informationgugine iterative decoding philosophy. This scheme may
be combined with low-complexity video codecs, providedt ttieey retain some of the redundancy residing in
the video signals and are capable of estimating the sofilirmation representing each bit of the video pixels.
As application examples, we test our proposed two-dimeasiberative EC in both Wyner-Ziv video coded and
uncompressed video transmission scenarios. Finally, wehmark the attainable system performance against the

existing first-order Markov process based softbit sour@odimg scheme, where the softbit decoding is performed
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by a one-dimensional Markov model aided decoder, as wellyathé existing pixel-domain Wyner-Ziv video
scheme. Our simulation results show tliat/ N, improvements in excess of 6 dB are attainable by the proposed
technique in uncompressed video home-networking appitait Furthermore, up to 21.5% bitrate reduction is

achieved by employing our proposed iterative error comaeat technique in a Wyner-Ziv video coding scheme.

I. INTRODUCTION

Shannon’s separation theorem [1] states that reliablestmégsion can be accomplished by separate
source coding using lossless entropy codes and channelgcadder the idealized assumption of Gaussian
channels and potentially infinite encoding/decoding delagt complexity. However, a finite-delay, finite-
complexity source encoder fails to remove all the redungaesiding in the source signals, such as audio
and video. Hence, joint source-channel coding (JSCC) [X pmposed for additionally exploiting the
source statistics for the sake of improved error conceaintamrthermore, Gortz [3], [4] proposed the
iterative source and channel decoding (ISCD) philosophyclvperformed turbo-like iterative decoding
by exchanging extrinsic information between the sourceodec and decoder. Softbit source decoding
(SBSD) [5] was proposed for error concealment of speechatsgoy Fingscheidt and Vary using softbit
information, where the correction of adjacent speech sosamples were modeled by a first-order Markov
process. Afterwards, Adrat and Vary [6], [7] developed SBiSDiterative source-channel decoding using
both forward- and backward-oriented calculations.

Similar to speech, joint source channel decoding of imagkvatleo signals also attracted substantial
attention. For example, Kliewer, G6rtz and Mertins [8], f®pposed an ISCD scheme for images modelled
by a Markov Random Field (MRF) by exploiting that any pixelncaxchange extrinsic information
with its eight neighbors for exploiting the residual sphtarrelations residing in the encoded image.
In [10], Kliewer proposed a novel symbol-based soft-inpyposteriori probability (APP) decoder for
packetized variable length coded (VLC) [11] source sigitr@ssmitted over wireless channels, where the
Markov-modelled residual redundancy generated afterceoancoding was exploited for achieving an
improved error protection. In the context of distributedim@ coding, the authors of [12] proposed an

error-resilient JSCC scheme using a Slepian-Wolf (SW) cpddnich exploited the knowledge of both



the channel statistics and the correlation between spedd®o frames and their reference frames. In
[13], an H.264 [14] video telephone scheme was proposeduSiGD. Firstly, the H.264 bitstream was
segmented into the partitions A, B and C [14]. Then the thee&tpns were encoded by variable code-rate
short block codes (SBC), which atrtificially imposed redumjaon the H.264-encoded bitstreams. This
artificial redundancy was then exploited by the softbit seulecoder, which performs iterative decoding
by exchanging extrinsic information with the channel demoth [15], a double low-density parity-check
(LDPC) code was proposed for joint source and channel codulmgre two concatenated LDPC codes
were employed as the source LDPC and channel LDPC, reselgctt the receiver, the source LDPC
and channel LDPC performed joint decoding by exchangingresit information.

On the other hand, as a post-enhancement technique cothéenstandard video compression schemes,
error concealment (EC) methods [16], [17] have also a#trh&ubstantial attention for the sake of
delivering flawless video over error-prone networks, whilsing diverse video codecs, such as MPEG-
1/2/4, H.263, H.264/AVC [18]. The family of EC schemes mayda¢egorized into spatial-domain (SD)
algorithms, temporal-domain (TD) algorithms and hybrigaaithms that exploited both SD and TD
information [19]. The SD algorithms conceal the errors gdime information within the same frame. As
a design-alternative, Cheat al. [20] proposed to embed the motion vectors (MV) of a macroblock YMB
into other MBs within the same frame. When a MB is lost at theeneer, its MVs embedded into other
MBs will be retrieved for EC. In contrast to SD, the TD EC sclesnexploit the inter-frame correlation for
EC. The authors of [21] proposed the so-called adaptiver eoocealment order determination (AECOD)
method for TD EC, which adaptively determined the procegsender of MBs in a contiguous error-infested
region by analyzing the external boundary patterns of thesMBits neighborhood. For concealing the
loss of an entire frame, in hierarchical B-frame based bbalgideo coding, in [22] the MVs of the
lost frame were derived directly from the correctly receiyarevious and, future, video pictures. The
hybrid EC schemes jointly exploit the information gleanedni both the successive and the current
frame. In [23], the authors utilized both SD interpolatiardalrD prediction for mitigating the effects of

corruption. The conventional EC methods typically condbal effects of corrupted blocks by exploiting



the knowledge of surrounding blocks, but they tend to pitat errors, when the corrupted blocks
belong to a larger contiguous region. A novel two-stage B@se was proposed in [24], where first, a
novel spatio-temporal boundary matching algorithm was leysal for reconstructing the lost MVs. As
the second stage, instead of directly copying the referdfiBeo represent the recovered pixel values, a
partial differential equation (PDE) based algorithm wagoked for smoothing the reconstructed pixels.
The authors of [25] proposed to restore lost blocks from béhSD and TD surrounding information
using a Gaussian mixture based model, which was obtainedeoffilowever, a common feature of these
methods is that they tend to operate in a post-decoding mbdiel@ compression schemes, hence they
cannot be readily invoked in uncompressed or low-compoassow-complexity video scenarios for the
sake of further quality improvements.

The traditional video coding methods such as MPEG and theTHJ26x codecs impose a high encoder
complexity by the discrete cosine transform (DCT) transfomotion compensation, etc which may
become excessive in video sensor networks, mobile camemaeghand wireless personal area networks
(WPAN) [26], for example. Hence in this treatise, we focus atiention on low-complexity, Wyner-Ziv
video coding [27] and uncompressed WPAN video scenariok [26

SupposeX andY are two independently and identically distributed (i)i.dinary sequences, which
may be generated either at the same or different locatioms.Sfepian-Wolf (SW) Theorem [28] states
that it is possible to compress andY independently using two separate encoders and then tdyjoint
decode them at the receiver, using a rate similar to that @sgthX andY were encoded jointly, i.e.
as a single sequence, just like in traditional video codiolgemes, such as the ITU-T H.26x codecs.
Hence the SW philosophy may be viewed as the complement of wsihigh-complexity encoder and
a low-complexity decoder. Since it replies on either uncoeaped or on simple independent encoding
combined with joint decoding. Hence our method is eminestlitable for the mobile-station (MS) to
base-station (BS) uplink (UL). By contrast, the high-coexity H.264-style encoders combined with low-
complexity decoding and more suitable for the BS-to-HS down(DL), since the BS can afford a higher

complexity than the MS. This philosophy was also exploitedhe LTE wireless system, where the BS



can afford a higher complexity. To elaborate a little furthee may minimize(Rx + Ry ) to H (X,Y)
by jointly decodingX and Y at the receiver, wher&y and Ry are the minimum rates required for
transmitting the sourc& andY separately, whilé? (X, Y) is the joint entropy ofX andY. Wyner and
Ziv (WZ) [29] further extended this theory to lossy codingesarios. Motivated by the emerging source
encoding requirements of low-complexity video sensor oeks, Wyner-Ziv video coding, also known
as distributed video coding (DVC), has attracted substhattention in recent years, as documented both
by Girod and his team [27], as well as by Pueti al. [30]. In [31], an efficient channel-quality-aware
source-coding algorithm was proposed by Sehagahl., which combined predictive encoding and the
Wyner-Ziv paradigm. Wyner-Ziv coding may be deemed to be lausb video transmission technique
conceived for error-infested channels. A small amount dafitawhal side-information, termed as coset
information is transmitted for the sake of correcting therdes” within specific video frames, referred
to as “peg frames” [31]. Brites and Pereira [32] proposed aemealistic WZ video coding approach,
which performs online estimation of the channel-induced@&dCN) model parameters at the decoder.
The method of Brites and Pereira [32] is applicable to bottelpdomain and to transform-domain WZ
video codecs. For pixel-domain WZ (PDWZ) video coding, ¢htevels of granularity were proposed,
namely frame-, block- and pixel-level granularity. Fomséorm-domain WZ (TDWZ) video coding, DCT-
band and DCT-coefficient level granularity was proposedoAtext-adaptive Markov random field aided
reconstruction algorithm was proposed by Zhangl. [33], which exploits the spatio-temporal correlation
by modelling the WZ frames. The Slepian-Wolf and Wyner-Ziedarems state that the sequengesind
Y must be jointly decoded in order to approach the theoreticahd of the joint source entrogy (X, Y).
Hence it is possible to apply iterative decoding princidiasfurther exploiting both the intra-frame and
inter-frame source correlation at the receiver.

The emerging 60 GHz wireless personal area networks (WPAM)mthe IEEE 802.15.3c standard
family [34], [35] is designed for short-range (<10 m) transsion of very-high-speed (>2 Gb/s) multimedia
data to computer terminals and consumer appliances cdndéeoeind an individual person’s workspace,

such as in residential rooms, offices, etc. The WirelessHiifipation [36], [37], as another WPAN stan-



dard, increases the maximum data rate to 28 Gb/s, which sigpihe transmission of either compressed
or uncompressed digital high definition (HD) multimediargts. On the other hand, the transmission of
compressed rather than uncompressed video may imposeepr®lh wireless multimedia applications.
Firstly, the processing time generates an intrinsic latemhich may violate the delay endget of delay-
sensitive applications, such as interactive gaming. SHligpaome video quality degradation is inevitable
and remains unrecoverable at the receiver. Thirdly, cosgae video streaming is limited to devices, where
identical compression techniques must be employed. A ¢oatec converting between compressed video
formats is required, when a device has to relay the receiggbvstream to another device employing a
different compression technique. This may increase batctdst and complexity, hence the transmission
of uncompressed video was investigated in [26], [38].

A common feature in low-complexity video coding scenarisg¢ch as distributed video coding for
example, is that a high amount of redundancy is present itrdémsmitted video stream, which manifests
itself in terms of a high adjacent-pixel correlation anddddbe exploited at the receiver for concealing
the pixel errors in the reconstructed video. Motivated bg tiongenial principle of iterative JSCC, we
design a EC technique, where the video-domain redundaneypkited for iteratively concealing the
errors in the softbit video signals. Against this backgehuour novel contributions are:

1. We conceive a two-dimensional iterative EC techniqueickviexchanges extrinsic information
between the rows and columns of a video frame. Since the ipobans based on the philosophy of
the iterative decoding principle, it may also be used foratige joint source-channel decoding.

2. A substantial benefit of our technique is that it may be doedbwith low-complexity video codecs,
where typicallythere is source residual redundancy residing in the vidgmais. A further prerequisite
for the scheme’s operation is that the corresponding videcoder is capable of estimating the softbit
information of each bit representing the video pixels

3. We apply our proposed technique both in a Wyner-Ziv videdireg system and in an uncompressed
video transmission scenario for, improving the reconsédivideo quality.

4. Finally, we reduce the complexity of the one-dimensiatetoding algorithms derived by Vary and



his team [6], [7] by designing a novel trellis representataf the Markov process and by deriving its
decoding rules.

This rest of this paper is organized as follows. In Sectiomvl introduce the general architecture of the
EC model, which uses the proposed Iterative Horizontatisé@r Scanline Model (IHVSM) decoder. In
Section Ill, we present the technique of decoding the firdenMarkov process as well as the associated
iterative decoding principle, which will be employed in th®/SM decoder introduced in Section Il. Then
our EC model will be utilized and simulated in two represémtavideo transmission scenarios using low-
complexity video transceivers in Section V. Specificallye system architecture and the performance
of the proposed IHVSM decoder applied in both a pixel-domalyner-Ziv coding scheme and in an
uncompressed video application will be detailed in SectidA and IV-B, respectively. Finally, our

conclusions are offered in Section V.

[I. ITERATIVE ERROR CONCEALMENT MODEL

A one-dimensional iterative system model has been propaseédnalyzed by Vary and his team [4]—[7]
in the context of audio signals. Since their model was desigior one-dimensional signals, it cannot
directly exploit the two-dimensional (2D) correlation ofagtical video signals. In this section, we will
detail the iterative EC model conceived for 2D frames video,the intuitive characterization of our EC
model. In this section, we initially focus our attention dretreceiver side. The details of applying the
2D iterative EC technique in two specific video transmissoanarios will then be illustrated in Section
IV. Let us commence by stipulating the following assumpsion

. z;: the m-bit pattern of pixel scanned from the original video pixelstime instanti, which is

expressed a$z;(0), -+ ,x;(m — 1)} = z; (§¢7);

« m: the number of bits in eachi-bit patternzx; of pixels;

e X,,=410,1,---,2™ — 1}: the set of all possible values in an-bit patternz;;

o Th = x9, -, 24 the bit patterns of tha** frame of the original video consisting ¢f + 1) m-bit

patterns during the time interval spanning fronto ¢;

e Yyt =uwo, -,y potentially error-infested bit pattern of thé" frame;
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Fig. 1. Iterative error concealment architecture using 884/ whereR represents reordering of the video pixels.

The model of 2D iterative EC is displayed in Fig. 1, which oalscepts the soft bit input and generates
the corresponding hard-decision-based pixel as outputwiWediscuss the details of 2D iterative EC

techniques below.
A. Softbit Input

Let us now focus our attention on th’ original video frame carryingt¢ + 1) consecutive and
hence correlated bit patterns, eg,,---,x;. Due to the channel-impairments, the receiver can only
reconstruct the error-infested version «f, - - - , z;. Again, the 2D iterative EC shown in Fig. 1 only
accepts softbit information as its input. Then, the receivas to estimate the softbit information of
each bit representing the original pixels, - - - , z;, namelyyq, - - - , v, which carry the error-infested bit
sequenceyo ('), -+, v (;'~'). The softbit information represented by the log-likelidomtios (LLR)
may be readily derived from the softbit patterns - - - , vy, yielding L [y; (k) |z; (k)] in Fig. 1, which

indicates the receiver’s confidence in the originabit pixel z; (k).
B. Error Concealment

Given the softbit LLR input_ [y; (k) |z; (k)] of Fig. 1, our 2D iterative EC may be invoked for mitigating
the effects of channel-errors on the error-infestedit sequence oft + 1) pixelsyo (") .-+, v (§77)-
Two stages are involved in the EC process, namely the Neradtiorizontal-Vertical Scanline Model

(IHVSM) based decoding and the related pixel estimatiorsesen in Fig. 1.

1Softhit source decoding was proposed in [5]. Instead ofesging a bit as 0 or 1, a softbit represents one bit of infdomatsing a

floating-point number, indicating our confidence in that bit
2The ability to estimate the soft value of a bit constituteseamential condition of applying our EC model.



1) IHVSM based decodingAt the first stage, two similar source decoders are employanhely the
Horizontal Scanline Model Decoder (HSMD) operating in tloeirontal direction and the Vertical Scanline
Model Decoder (VSMD) proceeding in the vertical directidret us now assume that we receivé
horizontal scanlines and vertical scanlines at the receiver. Then the IHVSM decodiay be performed
based on thé H x V')-pixel block, which is represented by thé/ - V')-m-softbit patternsy,. Here we
consider the HSMD as an example for highlighting the deapg@irocess. Then-softbit-based pixel value
y; is used for generating the systematic LLR informatiopy; (k) |=; (k)], which is then input to the HSMD
without the assistance of any channel decoding. Howevenemhnique may be conceived with arbitrary
channel codecs. The HSMD also exploits t@riori LLR information L" [x; (k)] generated from the
extrinsic informationL? [z; (k)]® provided by the vertical decoder. The horizontal decoddefrendently
performs source-modelling aided soft decoding of each efHhhorizontal scanlines. Hence, following
horizontal decoding, the extrinsic LLR informatidit [z; (k)] may be generated for alf scanlines. Then
the relevant(H x V)-line extrinsic information block will be appropriatelyoelered in the block? ™!
of Fig. 1 for generating tha-priori information L [z; (k)] for the vertical decoder.

For further illustration of the IHVSM decoding process, saler the example of the horizontal and
vertical scanlines displayed in Fig. 2, where the pixelsnemted by the solid/dashed arrows belong
to a horizontal/vertical Markov process. Specifically, thepixels of the first row in Fig. 2 are mod-
elled by a 5-pixel Markov procesk;. Let us assume that the 5 pixel values available at the receiv
may be expressed ag 1, - ,y15 Of Fig. 2, each of which consists ofi soft values indicating the
decoder’s confidence in each of the systematic bits The corresponding-priori LLR information
LM [y (1)), LM [215 (57 ")] for the 5 pixels is provided by the VSMD decoder. Ttiex m)
soft values representing the 5 pixels can exchange extrimgirmation with each other, when the HSMD

decoder is processing scanling. Similarly, the pixel confidences of all 5 horizontal scaek may be

3The first-order Markov process aided decoding algorithmi bél detailed in Section llI, along with the associated tigeadecoding

principle.
4Them soft values may be acquired in different ways in differerpliations. In the application of DVC, the: soft values of the pixels

in the WZ frames are estimated from the key frames, which rtra-coded and transmitted to the receiver [27].
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Fig. 2. The structure of horizontal scanlines and verticaintines and their corresponding Markov procesggs.represents the received

pixel at the position(z, j) in the MB, which corresponds to the error-infested versibor@inal pixel z; ;.

improved by performing HSMD ohy, - - - , hs, respectively. Note that the pixels only shared their infar
tion within the horizontal scanlines in the HSMD procesgeAHSMD decoding, the extrinsic information
provided by the(5 x 5) pixels, namely the5 x 5 x m) soft values ofL” [z11 ("7")], -+, L% [255 (5]
are generated. Then, the$ex 5 x m) extrinsic information values will be reordered into vealiscanlines
by the block R~ of Fig. 1, which will be utilized asa-priori information by the VSMD decoder. Then
the VSMD decoder will decode the vertical Markov procegsbased on the systematic information
Y11, ,ys1, Whilst also exploiting thea-priori LLR information LV [z1; (§"")] .-, L [25.1 (") ]
reordered byR~!. Similar to the HSMD, the VSMD will improve the decoder’s dinience related to the
pixels by exchanging extrinsic information in the vertidadection. After VSMD processing of the vertical
scanlinesy, - - - , vs, respectively, a full iteration of the IHVSM scheme is coetpd and the HSMD will
exploit the extrinsic information fed back by the VSMD deeodh order to start the next iteration. This
iterative process will terminate after the affordable nemobf iterations. Observe that any two pixels of
a MB are related to each other according to our Markov modelcam exchange information with each
other with the aid of the IHVSM decoder. Moreover, the IHVSKEcdder performs decoding on a block
by block basis, as defined in the system.

2) Pixel Estimation:Following the IHVSM decoding process, the relevanposterioriinformation is
generated at the parameter estimation stage by summinggtesrstic LLR informatiorl. [y; (k) |z; (k)],
the a-priori LLR information LV [x; (k)] and the extrinsic LLR information.” [z; (k)], where thea-
posteriori information L [z;|yl] may be exploited either by the minimum mean square error (AMS
decoder or the maximum posteriori probability (MAP) decoder for estimating the-bit patternz; and

ultimately to output the estimated original pixel [5], which may be formulated as
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« MAP estimator

; = arg max p(z;|yf); 1)
Ve, €EXm
« MMSE estimator
T; = Z i - p(wilyp)- (2)
;€X' m

Both the MMSE estimator of Eq. (2) and the MAP estimator of @¢.may be deemed to be symbol-based
estimators, since they are based on dhgosterioriprobability p(z;|y{) of the m-bit patternz;, which is
conditioned on the received frame of bit patterfjsHowever, since the specific biis(0), - - - , z;(m —1)

of the pixels are independent of each other, if the bit-baspdsterioriprobabilityp [x;(k)|y{] is provided

by the iterative decoding process, the symbol-basgdsteriori probability p(z;|y) in Eq. (1) and Eq.

(2) may be derived from the bit-based information as thendprct:

m—1

p($z|yé) = H p [xz(k”y(t)} (3

k=0

Furthermore, the symbol-based MMSE estimation rule may la¢sderived from the bit-based probability

p[zi(k)|yE] as follows

;= Z Ti-p $z|y0 = Z i Hp i (k ‘yo

r,€EXmM r;,€EXmM
m—1

= > 2" plai(k) = 1yg) Z H p [zi(1)lyo) -
k=0 z; eXm 1=0

It may be readily shown that}" [] p[z:(1)|ys] = 1, hence the symbol-based MMSE estimatgican

z;€Xm =0
z(k)=1 l#k

be derived from the bit-based probabilities as

m—1

Bo= Y 2% p k) = 1] 4)

k=0
Finally, the hard pixelz; of Fig. 1 may be returned as the final estimate of the origime!p:;.

[1l. M ARKOV MODELLED SOFTBIT SOURCE DECODING WITH REDUCED COMPLEXITY

In this section, we focus our attention on the decoding offits#-order Markov process as well as

on its iterative decoding principle. The employment of fostler Markov modelling aided softbit source
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E Bi <x2> i (%) : Z p ($i|$z—1) c QG (%’—1)

z,€Xm zi—1E€EXm
L [; (k) 3] = log & >
[x ( )|yo} S Bix) v () DD p(wilwica) - iy (w-) (5)
:Z(Gk))(;nl Ti—1€EXm

decoding (FOMM-SBSD) was discussed in [5]-[7]. Theposteriori log-likelihood ratio of bitz;(k)
conditioned ony} was derived in [6], [7], which may be expressed as in Eqg. (3)ene the components
v, a and g are defined by Adrat and Vary in [7]. In this section, firstly weopose our novel trellis
representation of the first-order Markov source-procesSeiction I11-A. We will then detail the decoding
rules of our trellis in Section IlI-B, which is a reduced cdety version of the technique proposed by
Vary’s team [7]. Finally, we will present our extrinsic infaation formula invoked for iterative decoding

in Section 1lI-C, while the computational complexity imgabkis analyzed in Section IlI-D.

A. Trellis Representation of First-Order Markov Chain

plaialzica)  plaiziy) plaiii|z)  plaisalii)

Fig. 3. Trellis of first-order Markov process for BCJR decwyliwherep (z;+1]x;) is the Markov transition probability.

The traditional trellis representation is detailed in [3®] contrast to the traditional one, the trellis of
the first-order Markov process is shown in Fig. 3, wherethit patternx; represents the trellis state
at time instant and the probability of transition from state to statez,,; is represented by (z;1|z;),
which is the state transition of the related Markov procéss.them-bit patternz;, there ar&™ possible

states.

B. BCJR Decoding of First-Order Markov Chain

The existinga-posterioriprobability generation rule conceived for first-order Marknodeled SBSD is
shown in Eq. (5). However, we will demonstrate that the caxipy imposed may be reduced by invoking

our novel trellis introduced in Section IlI-A. Let us iniliy follow the procedure of the classic BCJR
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[40] based determination rule of threaximum a-posteriori probabilityAt the receiver, thea-posteriori
probability of them-bit patternz;, z; € X,, conditioned on the specific received framenefbit patterns
Yo, - - -,y May be expressed as

p(wlvo) == om

where the joint probability (x; A y}) of the m-bit patternz; and of the received framg may be further

formulated as

p (@ Ayo) = Bi (@) - xi (1) - i (). (7)
In Eq. (7), the components, 3, y are defined as follows
a; (z;) =p (v ' Aw)
Bi (2:) = p (Yl |x:) (8)

Xi (i) = p (yilz:) -
In Eq. (8), the symbol-based channel informatigriz;) = p (y;|x;) may be calculated from the bit-based
channel information as

X

o) = O exp 30 gy k), ), ©)
k=0

where C,, is the normalization factor, which solely dependsnFurthermore, similar to the forward

recursion calculation in BCJR, the componentz;) in Eqg. (8) may be formulated as

Q (xz) = Z Xi—1 (ﬂfi—l) “p ($i|$i—1) C QG (xi—l) .

-’EifleXm

Similarly, the backward recursion calculation of the comguat 3; (z;) in Eq. (8) is given by:

Bi (xz) = Z Biv1 ('Ti+1> * Xi41 ($i+1) 4 ($z+1|$z)

Tit1€Xm

The determination of the bit-baseatposteriori LLR from the symbol-based-posteriori probability
p (z;|yf) was presented in [7]. Similarly, the bit-basagposterioriLLR L [z; (k) |y5] may be formulated

as

w.%:() Bi (i) - xi (1) - i ()
L|x; (k ‘1 =1In Sl ) 0
[x (k) |?/0] w‘%ﬁ Bi () - xi (m3) - v () (10)
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We have now derived the final rule of determining the bit-ldaggosteriori probability LLR, which
is represented in Eqg. (10). In contrast to the existing datetion rule formulated in Eq. (5), the inner
summationy _ p (z;|x;—1) - a1 (z;_1) is avoided in Eq. (10), which reduces the computational derity.

Furthermore, the Jacobian logarithm [39] may be readilyiagdor deriving the log-domain represen-

tation of our algorithm.

C. Extrinsic Information Exchange for Iterative Decoding

A limitation of the formulas provided in Section IlI-B is théhey cannot be directly used for iterative
decoding, since they cannot exploit thgriori LLR information L [z;(k)], which was generated from the
extrinsicinformation gleaned from the other decoder involved in timbad-like iterative decoding process
[41]. The rules of iterative source and channel decoding wereeatkby Vary and his team in [6], [7]. To
make use of the-priori LLR information L [z;(k)], the combined bit-based log-likelihood informatfon

may be utilized as [7]

i (1) = exp AL (k)] + L{yi(k)|z:(k)]} (11)

where the symbol-based-bit information~ is the combination of the bit-based log-likelihoaepriori
information L [z;(k)] and of the channel informatioh [y;(k)|z;(k)]. We note in this context that of Eq.
(11) contains more valuable information than the channirimation y. By replacingyx with ~ in EQ.

(11) we have the following formula:
> Bi(w) i (w5) - i ()
L [z; (k) lyp] =In =

(12)

Moreover the symbol-baseatposterioriprobability of the first and last:-bit patterns may be expressed

as follows

P (w0 Ayg) = Bo (z0) - Y0 (x0) - p (o)
(13)

Pz Ayo) = Ye () -y () -

SSimilar to Eq. (9), a constant normalization factor is netgd since it will be canceled during the calculation.
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el A )] o )
L[z (k) |y8] = L[:(k)] + L [y; (k)|z; (k)] + In 2222 = L[z;(k)] + L [ys(k)|z:(k)] + 4
[2i (k) lyo] = L [wi(k)] + L [ys(k) | ()] + b B A TR e (21 [z:(k)] + L [y; (k) |zi(k)] +
Bty

(14)
Similar to the BCJR decoding technique of classic turbo sd@@], the bit-based-posteriori LLR
L [z; (k) |y{] may be split into three components, namely &priori information L [z;(k)], the channel
information L [y;(k)|z;(k)] and the extrinsic informatiof. [x;(k)]. Specifically, the bit-basea-posteriori
information L [z; (k) |y5] may be formulated as in Eq. (14), where the extrinsic infdiomacomponent
[ext]

7 |z (k)] may be expressed as

[ext]

% [24(k)] = exp SO AL ()] + L [ya(D)]za(D)]} -

D. Complexity Analysis

The complexity of the first-order Markov process based dec@dn be attributed to the calculation
of v; (z;), i (), Bi (z;) and L [z; (k) |y¢]. For the existing Markov process based decoding technifjue o
Eqg. (5) [7], the computational costs are on the ordeOdR™ - ¢ - m), O (2™ -t) and O (2™ - t) for ~,

« and 3, respectively. Furthermore, in Eq. (5), the inner summmeNo p (x;|z;_1) - a;_1 (x;_1) imposes

O (2°™ - t) operations. Hence, the calculation bfz; (k) |y5] has a complexity 0D (22™ -t + 2™ -t - m).
Therefore the complexity of the existing Markov processeldadecoding algorithm is on the order of
O(3-22m.¢+2.2™.¢-m). Similarly, our proposed BCJR decoder of the first-order Rdarprocess
has a complexity of) (2 -2?™ . ¢+ 2.2™-t-m). Generally speaking, the proposed decoding technique
achieves a 33% computational complexity reduction.

Note that the decoding complexity of the first-order Markaegess increases exponentially with the
number of bits per symbah. Hence, a quantizer may be employed for striking a tradeefivben the

complexity imposed and the attainable performance.

IV. PERFORMANCEANALYSIS
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Again, low-complexity video transceivers exhibit a high@mt of residual redundancy in the video
signals received at the receiver. In this section, we wilistder two representative video transmission
scenarios, namely a Wyner-Ziv video coding [27] and an urmessed video transmission scenario. In
both of the scenarios, we will firstly present the system gumétion, including the system parameters
and the key techniques employed.

Note that the peak to-signal-noise ratio (PSNR) metric ipleged for quantifying the reconstructed
video quality in this section. To avoid having infinite PSN&ues when a video is perfectly reconstructed,
we artificially set the total averaged mean squared errorEM&lue between the reconstructed and the
original frame to a minimum value of 1. This is justified, ®nthe same technique is employed in the
H.264 reference software JM. Hence the maximum unimpairéeovPSNR that may be obtained at the

receiver is about 48.1 dB.

A. IHVSM aided Wyner-Ziv Video Coding

In the Wyner-Ziv video coding schemes of Giretlal. [27], as well as of Brites and Pereira [32], the
side information (SI) of the WZ frame is estimated from thecatied key frames, which are intra-coded
by standard codecs, such as H.264 for example. Furtherraguart of the parity bits of WZ frames is
transmitted to the receiver upon request for the sake o$tasgithe receiver to recover the WZ frames.
However, the pixel-correlation within WZ frames is not exiptd. In this section, we will combine our
EC scheme with the the turbo-coding aided WZ codec [32], oheptto iteratively conceal the softbit

errors returned by the turbo decoder, thereby implicitjuang the requested bitrate.

Wyner-Ziv Encoder Wyner-Ziv Decoder

IHVSM-Turbo

Wz
frames

- Turbo
Decoder

Quantizer

Decoded

- Wz

q Re frames
econ-

struction v

Frame

Estimation

Key Decoded

c
frames_|H.264/AVC [H.264/AVC key frames
u Intra-Cod. Intra-Decod | u

Fig. 4. System architecture of our proposed IHVSM-PDWZ exystwhich is based on the PDWZ system proposed in [32].
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1) System ConfigurationGenerally, two types of techniques exist in the literatue éncoding the
WZ frames, namely pixel-domain WZ (PDW2Z) [27], [32] and tséorm-domain WZ (TDWZ) [32] video
coding. The PDWZ codec imposes a lower complexity on the @ecthan the TDWZ scheme, hence -
as expected - it exhibits a worse rate-distortion (RD) penmce. In this section, we apply the proposed
IHVSM algorithm in the context of a PDWZ scheme for improvitige attainable RD performance. The
Wyner-Ziv coding scheme advocated in [32], [42] is basedhmndtructure proposed in [43], [44], with
a number of further refinements proposed. We opted for the PBY¢tem of [32] as our benchmarker,
while some further details are illustrated in [42]. Notetttiee proposed IHVSM may also be employed in
other WZ video coding schemes provided that the video desaaiehe receiver are capable of estimating
the softbit information of the video pixels.

Let us now proceed by detailing the turbo-coded (IHVSM-T)riPDWZ system of Fig. 4. At the
transmitter, the key frame is intra-coded by the H.264/AVC video codec, whilst the Wanfre v is
uniformly quantized for generating the 2D sigmalThen the bit-patterp is encoded by the classic turbo
codec [41], where only the parity bitg will be buffered and transmitted to the receiver. At the reee
the key frame is reconstructed using the H.264/AVC intreeder. The decoded key framewill then
be utilized by the frame estimafoof Fig. 4 for estimating the side information (SI) framhe Then, our
IHVSM-Turbo decoder of Fig. 4 will perform three-stage #ve decoding [45] using the estimated Sl
framev and the received parity bitg. For the IHVSM-Turbo scheme, the S| framenay be used as the
systematic information of the corresponding WZ framevhich will be exploited by all the three decoding
components, namely the HSMD, the turbo codec, and the VSMBIgpf4. For the HSMD and the VSMD
components, the technique introduced in Section IlI-C ilézatl for iterative decoding. Furthermore, the
HSMD and the turbo codec constitute the inner decoding comp while the VSMD is the outer one.
Similarly to most proposals found in the literature [27]2]3the “request-and-decodggrocess of [27] is

repeated, until an acceptable probability of symbol ersoreiached. Finally, the quantized WZ frame is

®More details of the frame estimation process can be foun®2h [Here we focus on our proposed IHVSM-Turbo scheme.
"When failing in decoding a WZ frame, the receiver sends aesgto the transmitter, which will transmit additional parbits to the

receiver. Then the receiver re-decodes the WZ frame upoadbemulated parity bits.
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Hall Foreman| Coastguard
Representation YUV 4:2.0 | YUV 4:2.0 | YUV 4:2.0
Format QCIF QCIF QCIF
Bits Per Pixel 8 8 8
FPS 15 30 15
GOP 2 2 2
Number of Frames 165 300 150
Channel Perfect Perfect Perfect

TABLE |

TABLE OF PARAMETERS EMPLOYED FOR THE VIDEO SEQUENCES
recovered ag, which will be utilized together with the estimated Sl framédor reconstructing the WZ
frame o.

In the following, we benchmark the proposed IHVSM-PDWZ suk& performance against that of
the PDWZ system of Brites and Pereira [32], where the trawi#i turbo codec was employed. Moreover,
the corresponding results recorded for the conventioried-iname and inter-frame video coding scheme
employing the H.263 and H.264 codecs are also provided aslibasenchmarker curves in Section
IV-A.2. The RD performance of the well-known transform-daim DISCOVER [46] codec will also be
included for visualizing the gap between the pixel domain &d transform domain WZ. Three sequences
are tested, namely the Hall monitor, the Foreman and the tQuasl sequences, whose parameters
are shown in Table I. In all the experiments, the group ofyret(GOP) parameter was set to 2; the
bitrate/PSNR of both the WZ and the key frames was also takiEnaccount. The RD results recorded
for both the PDWZ and IHVSM-PDWZ schemes in Fig. 4 were patenwed by the number of WZ
coded bitplanes, which was setiio=1, 2, 3 or 4 most significant bit (MSB) planes, as usual in thxelpi
domain WZ video coding literature. This was arranged by kinwvg the uniform quantizer shown in Fig.
4. In [42], each bitplane of the MSB planes was transmittgrhssely and each bitplane was then refined
based on the previously decoded bitplanes [47]. Howevayuimsystem, all bitplanes of the MSB planes
were transmitted together, which allowed us to reduce thahau of “request-and-decode” processes

defined in [27]. The remaining parameters of our system waeatical to those in [32], [42]. Note that
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Fig. 5. Rate-distortion performance comparison of the IINM/BDWZ codec and the benchmarkers, H.263 Intra, H.264/Avi€al

H.264/AVC NoMotion, PDWZ [32] and DISCOVER [46]. Hall sequee, Foreman sequence and Coastguard sequence.

for the IHVSM-PDWZ schemes, the size of the Markov Model'at8tTransition Table (MMSTT) was of
(2™ x 2™) elements. Specifically, for the Hall sequence associatéld wi= 4, the size of the MMSTT
side information wag16 x 16) floating-point values for 165 QCIF franfes

2) Numerical ResultsThe simulation results recorded for the three sequencesligptayed in Fig.
5. Observe from Fig. 5 that for the Hall sequence the IHVSMARDusing a single iteration reduces

the bitrate by 3%, 5.9%, 10.7% and 13% in comparison to the PBdheme form = 1,--- .4 MSB

8In our simulations, the transmitter scans all adjacent!pieérs and records their difference, which may be modellgcab_aplacian
distribution. The required MMSTT is then generated at tleeineer using the received Laplace parameters. Furtherramree the key frames

are available at the decoder, an alternative technique éstimate the MMSTT from the adjacent key frames.
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Fig. 6. Transmission of uncompressed video through wisetésnnel.

planes, respectively. Wheh= 4 iterations were employed by the IHVSM-PDWZ, the bitrateusttbn
was increased to 8.5%, 10.5%, 13.8% and 15.8%nifoe= 1,--- ,4 MSB planes, respectively. This is
due to the fact that our IHVSM scheme is capable of estimaiimd) correcting the extrinsic information
gleaned from the turbo codec during each iteration. Sitgjlabserve from Fig. 5 that for the Foreman
sequence the IHVSM-PDWZ usinh= 4 iterations reduces the bitrate by 0%, 10.5%, 18.4%, 21.5% fo
m =1,---,4 MSB planes, respectively. For the Coastguard sequencdHWW8M-PDWZ using/ = 4
iterations reduced the bitrate by 1.1%, 9.6%, 16.8%, 20.dfaf=1,--- ,4 MSB planes, respectively.
For all the test sequences, the bitrate reduction increagbdhe number of MSB planes. The reason for
this is that the receiver is more unlikely to be able to estérthe S| of WZ frame accurately from the
received key frames, while our IHVSM scheme is capable aotiffely concealing the errors in the turbo
decoding process. As suggested by the simulation reshéslHVSM-PDWZ is unable to substantially
reduce the bitrate by increasing the number of iteratiormsvéver, the IHVSM-PDWZ fails to match the

performance of the transform-domain DISCOVER codec.

B. Uncompressed Video Transmission

In this section uncompressed video will be transmitted ¢fnoa Rayleigh channel. The demodulator
estimates the softbit information at the receiver, themet®eting the essential prerequisite we
emphasized in Section Il for the application of our EC teghei Hence our EC model will be

employed for concealing the error effects imposed on theorvilames.

1) System Configurationn this section, we consider the scenario of uncompressiburansmission,

which may be employed for home networking [26]. The systeanihitecture is displayed in Fig. 6. At
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Akiyo | Coastguard Football
Representation YUV 4:2:0 | YUV 4:2.0 | YUV 4:2:0
Format QCIF QCIF QCIF
Bits Per Pixel 8 8 8
FPS 15 15 15
Number of Frames 30 30 30
Bitrate 524 kbps| 1924 kbps| 3168 kbps
“Natural” Code Rate 1/8.7 1/2.37 1/1.44
Channel Unc-Ray Unc-Ray Unc-Ray
Modulation BPSK BPSK BPSK

TABLE I

TABLE OF PARAMETERS EMPLOYED FOR THE VIDEO SEQUENCE$/nc- Ray STANDS FORUNCORRELATEDRAYLEIGH.

time instanti, the transmitter has to convey a video pixe| which is mapped to then-bit pattern

x; (’0”‘1). This pixel-to-bit mapper may include a quantization fimet{18]. We treat(t + 1) consecutive
and hence correlated-bit patterns egz, - - - , z; as a frame. Let us consider the first 2D video frame for
example, which will be interleaved by a bit-based intertranf length(¢ + 1) - m. Then the signals are
transmitted to the receiver through a Rayleigh channelauitithannel coding using BPSK modulation.
At the receiver, the demodulator will generate the softbfbimation of the video pixels, which will
be input to our proposed EC model, namely to the/SM and pixel estimationblocks of Fig. 6. The
reconstructed hard-decision-based pixelcan then be acquired after the pixel estimation stage of Fig.
6. Note that for the sake of low-complexity, the system doatsemploy any channel encoder. However,
a channel encoder may be invoked for error protection, wihidkecorresponding iterative decoding may
then be performed by a three-stage decoder [45].

We compare the performance of our scheme recorded for theovs@quences Akiyo, Coastguard
and Football against that of the existing system model. &/idequences stored if176 x 144)-pixel
qguarter common intermediate format (QCIF) and 4:2:0 YUWrespntation are employed. Moreover, the
horizontal and vertical decoders perform iterative decgddased on8 x 8)-pixel blocks. Each QCIF

luminance frame is divided int(22 x 18) blocks and each QCIF chroma frame is divided ifitd x 9)
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blocks. Note that for simplicity, the uncompressed videts laire transmitted through an uncorrelated
non-dispersive Rayleigh channel using BPSK modulatiores€hparameters are summarized in Table .
The MMSTT of the first-order Markov model was derived from tiréginal video pixels, which may be
utilized by the horizontal and vertical source decodersi@s-imformation for improving the achievable
error resilience. We mainly rely on two types of curves foamtterizing the video quality, namely the
peak signal-to-noise ratio (PSNR) versus the channel SNRipenamelyE, /N, curves and the bit error
ratio (BER) versust, /N, curves.

Shannon’s channel capacity theorem [1] was proposed faréinemission of i.i.d source. Hence, to be
in line with the channel capacity theory, we have to considertrue entropy of the video sequence, when
calculating the energy efficiency per bit. More explicityyy redundancy inherent in the encoded sequence
has to be taken into account by shifting the BERA}SN, curves to the right, regardless, whether the
redundancy is natural source redundancy or whether it widiatly imposed by channel coding. In our
case, substantial redundancy resides in the video sougnalssince here we do not employ any video
encoder. Hence the true amount of non-redundant informatamsmitted to the receiver is given by the
entropy of the video sequence. Assuming that the total upcessed size of a video file i$. bits and
the entropy of this video source file is., we might interpret the raw video file as being “naturally”
losslessly encoded frorf, i.i.d bits, to generaté, bits where the code rate is= S, /S,. According to
Shannon’s source coding theorem [1], the entropy of theovgtrirce file represents the lowest achievable
rate at which the source may be losslessly represented. eHeraur simulations thé?, /N, (dB) value is
calculated ady,/ Ny = 10log, ﬁg—g However, no widely recognized technique exists for qugintj the
entropy of a realistic video source. As a practical solutie opted for using the near-lossless coding
mode of the H.264 codec [14], [18] to encode the source videthie sake of approximating its entropy.
The “natural” code rates of the Akiyo, Coastguard and Fdbg®guences used in our simulations are
listed in Table II. Quantitatively, we found that the “nailir code rates of the three sequences were

1/8.7, 1/2.37 and 1/1.44 for the scenario considered, which corresponds to the maxirachievable

compression ratios of 8.7, 2.37 and 1.44, respectively. ddreesponding bitrates and PSNR values are
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Fig. 7. BER vsE,/No comparison of MAP- and MMSE-based pixel estimation for alBgp channel. Akiyo sequence.
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Fig. 8. Y-PSNR vsE, /Ny comparison of MAP- and MMSE-based pixel estimation for alBigj channel. Akiyo sequence.

also shown in Table Il, where the PSNR values corresponddartaximum quality of the error-freely

source decoded video at the receiver.

MAP-HD | MMSE-HD | FOMM-SBSD IHVSM

Dimension 1 1 1 2

MIN Bits to Decode 1 8 64 4096

Side information None None 1XMMSTT | 1XxMMSTT
TABLE Il

COMPARISON OFIHVSM AND THE BENCHMARKERS: MAP-HD [5], MMSE-HD [5] AND FOMM-SBSD [7].

We will benchmark the performance of our system againstketlsdhemes, namely against that of the
MAP-based and MMSE-based hard decoding schemes (MAP-HBEHYD), where no softbit source
decoding is employed, as well as against the FOMM-SBSD sehewhere no IHVSM decoding is
employed. In the latter case only one of the two decoderstigaded. A brief comparison of the four

schemes is shown in Table IlI.
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2) Numerical ResultsFirstly, the BER versugy,/N, performance comparison of the MAP based and
MMSE based pixel estimation using the Akiyo sequence isgutesl in Fig. 7, while the corresponding
Y-PSNR versusE,/N, results are presented in Fig. 8. As suggested by both the BERYaPSNR
figures, the IHVSM-MAP decoder substantially outperfornashbthe FOMM-SBSD-MAP and the MAP-
HD. Specifically, at BER of3 x 1072) the IHVSM-MAP outperforms the FOMM-SBSD-MAP by about
0.65 dB, while the MAP-HD is outperformed by about 6.3 dB. By, at a Y-PSNR of 37.5 dB
the IHVSM-MAP outperforms the FOMM-SBSD-MAP by about 2.5.dBoreover, the IHVSM-MMSE
decoder significantly outperforms both the FOMM-SBSD-MM&#kd the MMSE-HD. Specifically, at a
BER of 102 the IHVSM-MMSE outperforms the FOMM-SBSD-MMSE by about 2iB. Similarly, at
a Y-PSNR of 40 dB the IHVSM-MMSE outperforms the FOMM-SBSIM8E by about 2 dB in terms
of the E}, /N, required.

Observe from Fig. 7 and Fig. 8 that we can achieve a BER &f10~3 at £,/N, of 11.9 dB and
15.6 dB for the MAP-aided and MMSE-based IHSVM, respecyivil contrast to this, we can achieve
a Y-PSNR of 40 dB at ary,/ N, of 18.1 dB and 17.4 dB for the MAP-aided and MMSE-based IHSVM,
respectively. We may conclude that the MAP estimator is lokgpaf achieving a lower BER, while the
MMSE estimator may achieve an increased PSNR. Hence, t@\wslin increased PSNR, the MMSE
based pixel estimation should be employed.

To provide further insights, we present simulation residtstwo high-dynamic video sequences in
Fig. 9, namely for the Coastguard and Football sequencesinAthe MMSE based estimator is capable
of achieving a higher PSNR than the MAP based estimator. Vife pmesent the Y-PSNR versus, /N
curves in Fig. 9 using the MMSE based estimator. As suggéstédy. 9, the IHVSM-MMSE substantially
outperforms both the FOMM-SBSD-MMSE and the MMSE-HD. Speally, at a Y-PSNR of 40 dB the
IHVSM-MAP outperforms the FOMM-SBSD-MAP by about 6 dB and 3B for the Coastguard and
Football sequences, respectively. However, for the IHVS8Nheme, the Y-PSNR decreases upon increasing
the number of iterations at low, /Ny values. This is due to the fact that the first-order Markovcpss

is unable to perfectly match the statistics of the real vidgoce the pixel values change dramatically
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Fig. 9. Y-PSNR vsE, /Ny for a Rayleigh channel when the MMSE is employed for pixelnestion. Coastguard and Football sequences.

at the scene borders in real video scenes. The visual cosopaof the decoded frames for the Akiyo,

Coastguard and Football sequences are shown in Fig. 10.

Fig. 10. Comparison of the first frames recordedvaf No of 9.4 dB, 3.7 dB and 1.6 dB for the Akiyo, Coastguard and Falbdequences,

decoded by MMSE-HD, FOMM-SBSD and IHVSM. MMSE-based pixsiimation is employed.

V. CONCLUSIONS

In this paper, we proposed a symbol-based model of iteratouece decoding for video receiver
enhancements, which may be combined with channel decoBinthermore, a reduced-complexity first-
order Markov model based source decoder was derived.ilterdécoding was performed by exchanging

extrinsic information between two source decoders, narttedyHSMD and the VSMD. Our simulation
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results showed that the proposed system model substgntigdtoves the achievable error resilience and

may facilitate a transmit power reduction in excess of 6 dBincompressed video coding. Furthermore,

by incorporating the IHVSM scheme into WZ video coding, wergvable to reduce the bitrate by up to

21.5% compared to the PDWZ benchmarker system.

Our future work will focus on iterative decoding exchangiegrinsic information between the source

decoder and channel decoder.
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