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This thesis describes the investigation of quantum dots and nano-structured metallic films for use in single genomic DNA analysis. The fluorescence of continuously illuminated core/shell CdSe/ZnS quantum dots (QDs) under various atmospheric conditions is investigated experimentally. Initial enhancement in fluorescence intensity is observed followed by degradation; both are highly dependent on the atmospheric conditions. Following a series of studies theories are put forward to explain these observations.

Solution mixtures of DNA strands and QDs are imaged with Atomic Force Microscopy and Fluorescence Microscopy to investigate the binding properties of DNA strands with QDs.

Gold nanovoids are fabricated for use as a substrate to provide localised enhanced fluorescence intensity of fluorescently labelled regions of DNA strands stretched and located over nanovoids as a result of resonant coupling with localised surface plasmon polariton modes. The energy and electric field distribution of localised surface plasmon polaritons is considered for various void geometries for use with fluorescently labelled DNA. The experimental fluorescence intensity profile along fluorescently labelled DNA strands stretched over glass, electrochemically grown gold and gold nanovoid substrates is compared and the fluorescence lifetime is measured. Short fluorescence lifetimes and increased intensities over gold nanovoids and a constant lifetime over glass are observed.
Abstract

The results of these biophysical studies are discussed with a view for application as methods for distinguishing different DNA sequences on the nanoscale.
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Figure 1.1: Illustration of DNA elongation using accelerated flow: coiled DNA molecules enter a post region for DNA uncoiling, followed by a tapered region in the microfluidic channel which provides DNA elongation by accelerated fluid flow. Elongated DNA can then be mapped using fluorescence excitation and detection of fluorescent tags.[6] .............................................................. 2

Figure 1.2: Illustration of (i) the fabrication of a regular array of gold nanovoids by (a) the deposition of a regular array of polystyrene spheres, and (b) the electrochemical growth of gold around the sphere template and subsequent removal of the spheres (c) DNA strand stretched over the nanovoid substrate (ii) conceptual fluorescence enhancement strategy by the spatial overlap between fluorescently labelled DNA strand stretched over a gold nanovoid and a resonant surface plasmon mode localised within the gold nanovoid. ................. 3

Figure 1.3: FISH on interphase nuclei of chronic lymphatic leukaemia cells (LLC), showing the normal two red signals per nuclei (a region in chromosome 7), but only one green signal per nuclei for the tumour suppressor gene RB-1 in chromosome 13, showing that one RB-1 copy is deleted.[40] ................................................................. 8

Figure 1.4: Fibre-FISH (a) showing the 18eRNA gene in the fungus C. heterostrophus using a probe 0.7 kb long, the fluorescence signal was amplified by using antibodies, bar is equal to 5 µm[43] (b) DNA stretching method by a receding meniscus.[1] ..................................................... 9

Figure 1.5: Labelling strategies in FISH (a) Direct labelling (b) indirect labelling (probe/target DNA is red/blue strand (i) probe containing nucleotides modified with (a) a fluorophore (direct) or (b) a hapten (indirect) (ii) probe-target hybridisation (iii) in indirect labelling, fluorescent antibodies bind to the hapten.[46] ................................................. 10

Figure 1.6: DLA method for DNA stretching in fluidic flow for single molecule DNA mapping, (a) setup of DLA (b) length measurements of DNA molecule, fluorescence signal from backbone staining detected in detection spot (red) EXII and (blue) ExIII, (green) fluorescence from site specific fluorescent tag when passing through excitation spot ExI.[6] ........................................................................ 11

Figure 1.7: DLA-based single molecule DNA mapping using different tags (A) theoretical location along a Lambda-phage DNA strand of (red) dye intercalated into the DNA backbone and (green) two sequence specific tags, of PNA sequence TCCTTCTC and which use TMR dye (B) experimental fluorescence signals from the (red) intercalated DNA
backbone and (green) fluorescent tags (C) occurrence of fluorescence peaks from tags a as function of distance from the centre of the DNA molecule (black) experimental data (red) Gaussian fits.[6]

Figure 1.8: DNA elongation in a nanochannel (a) in a confining tube of diameter D, DNA elongates as a series of non-interpenetrating particles, resulting in elongated DNA length of end-to-end distance Lz (D) (b) measured dependence of the standard deviation in the extension length Lz on the DNA contour length L for a nanochannel width D=100 nm, dashed line is a fit to the experimental data (c) Measured extended length Lz of a DNA monomer inside a 100 nm wide nanochannel, dashed line is a Gaussian fit, with mean value of 8.38 µm ± 0.15 µm.[56]

Figure 1.9: Tip-Enhanced Raman-Scattering on RNA (i) Schematic view of the experimental setup[3] (ii)TERS signal of a monolayer of the nucleotide bases (a) adenine (b) thymine (c) guanine (d) cytosine[59] (iii) TERS on a single stranded cytosine RNA strand (A) topography obtained by AFM (B) TERS spectra at sample locations indicated in figure 1.9(iii)(A).[3]

Figure 2.1: Dispersion curve of an electron inside (a) a bulk semiconductor and (b) a semiconductor quantum dot (adapted from[69]). The discrete energy levels in a QD can be labelled with quantum numbers n, L and F (as shown for a CdSe QD[71] in figure 2.1(b)).

Figure 2.2: (a) Energy levels in a bulk CdSe semiconductor (left) and a CdSe QD (right),[71] arrows show allowed optical transitions (b) Density of states versus energy for bulk CdSe (black line) and a CdSe QD (coloured).[71]

Figure 2.3: (i) Absorption spectrum and (ii) fluorescence spectrum of core CdSe (dashed line) and core/shell CdSe/ZnS QDs (continuous line) of core diameters of (a) 2.3 (b) 4.2 (c) 4.8 (d) 5.5 nm[17]; (iii) Energy level diagram of the lowest exciton state and the ground state (GS) in a CdSe QD. States are labelled according to the total angular momentum projection along the wurtzite hexagonal axis.[80]

Figure 2.4: Illustration of the proposed (i)fast radiative and (ii) slow radiative de-excitation routes via (a) the bandedge or (b) deep trap states due to surface selenium (SS) dangling bonds in CdSe QDs. The excited electron either (a)(i) quickly recombines radiatively with the hole in the valence band via the energy gap, or (a)(ii) or relaxes into a long-lived triplet state (TS), which lies a few meV below the singlet state, before radiatively decaying via the energy gap. Both radiative decay mechanisms in (a) yield bandedge emission (λns). (b)(i) an electron trapped in the SS state can quickly recombine with a hole in the valence energy levels, resulting in NIR deep trap emission, or (b)(ii) an electron slowly migrates towards a hole trapped in the SS site, before radiatively recombining with each other.[81]

Figure 2.5: Absorption (dashed) and emission (solid) spectrum of (a) fluorescein[91] (b) CdSe QDs.[92]

Figure 2.6: Intensity timetrace of a single QDs CdSe QD in Tris-HCl, NaCl (TN buffer) in the (a) presence or (b) absence of electron-donating β-mercaptoethanol (BME).[93]
Figure 2.7: Illustration of the Photo-electrification model: allowed transitions for a monolayer of TOPO capped core/shell CdSe/ZnS QDs on glass: electrons in the excited QD state IE> can auger-tunnel to substrate trap states Tsn and Tsf (near and far substrate traps, respectively) at a rate of ksn and ksf, respectively. Electrons in Tsn can return to the QD ground state (IG>) at a rate of ksr via thermal relaxation through trap sites with various energy levels existing in the substrate, while electrons in the capping traps return to the excited QD state at a rate of kc. CdSe/ZnS QDs were illuminated on glass under a dry nitrogen atmosphere.[110]

Figure 2.8: Effect of surface ligands (a) PFE model of phototransformation[66] (b) fluorescence quenching: different surface ligands on CdSe surface (b)(i) Schematic of energy levels of excitons at the surface of thiol capped CdSe QD. QDs are dissolved in water[121] (b)(ii) fluorescence spectrum with surface ligands thiophenol, p-hydroxy thiophenol, toluenethiol, TOPO.[121]

Figure 2.9: Photoactivation model: Light induces adsorption of water molecules onto QD surface (path A); water adsorbates oxidise QD surface (path C), quasi-reversible adsorption under return from air to vacuum (path B), or under dark conditions. Samples were monolayers of CdSe QDs and CdSe/ZnS QDs on glass.[122]

Figure 2.10: The Photo-neutralisation model: (a) reversible fluorescence peak blue-shift and peak sharpening of single QD when atmosphere is cycled between vacuum (A,C) and H2O/N2 atmosphere[68] (b) fluorescence timetrace of single QD in (ii)(a) vacuum and (ii)(b) under an H2O/N2 atmosphere.[67] Samples were CdSe/ZnS/TOPO QDs.[67, 68]

Figure 2.11: Effect of photo-oxidation: fluorescence spectrum of a single CdSe/ZnS core/shell QD at various illumination times excited under ambient air. The non-epitaxial ZnS shell is 4 monolayers thick.[61]

Figure 2.12: (i) formation of oxygen radical anion by electron transfer to oxygen[138] (ii) formation of singlet oxygen via energy transfer to triplet oxygen,[138] a is the electronic ground state, b is the excited electronic state (singlet) and c is a triplet state (iii) Energy level diagram of the CdSe QD core and the O2 LUMO state of dry oxygen (O2/O2) and hydrated oxygen (O2/H2O) and the redox potential of the O2/ O2- couple. The redox potential lies above the conduction band edge and poses an energy barrier. Polar water molecules broaden the LUMO state[64] (iv) Proposed route of singlet oxygen formation from superoxide by an excited titanium dioxide (TiO2) nanoparticle: (1)light creates an exciton within a TiO2 nanoparticle (2) the exciton recombines, or (3) the electron transfers to surface adsorbed 3O2 (reduction of 3O2) forming the oxygen radical anion O2-, followed b (4) oxidation of O2- with the photo-induced hole which partly forms singlet oxygen 1O2.[139]

Figure 2.13: Proposed route to heat-induced hydrogen peroxide (H2O2) formation via the dismutation of hydroxyl radical (OH-) and oxygen radical anion (O2-) in water (reactions (iii) and (iv) in the text): OH- looses an electron, forming OH- and a solvated electron (e). The dismutation of two OH- forms H2O2 (reaction (iii) in the text). 3O2 forms 1O2 through 40°C heat (kT). The solvated electron (e) is accepted...
by $^1\text{O}_2$, forming an oxygen radical anion. The dismutation of the oxygen radical anion, $H^+$ and $\text{HO}_2^-$ forms $\text{H}_2\text{O}_2$ and $^1\text{O}_2$ (reaction (iv) in the text).[144]............................................................................................................. 46

Figure 2.14: Illustration of the photo-corrosion model.[125]................................. 47

Figure 2.15: Experimental results for the bright-state-depopulation model under oxygen: (a) ensemble CdSe/ZnS QD fluorescence under illumination under argon (grey line) and when switched between argon and oxygen (black line). QDs were spin-cast onto a glass slide (b) Fluorescence time trace of a single CdSe/ZnS QD under argon and oxygen (c) mean “on”, “off” time durations and mean number of photons emitted during the on-time period, under argon and oxygen for single CdSe/ZnS QDs. The ZnS shell thickness of CdSe/ZnS QDs was equal to a few monolayers.[65] ................................................................. 48
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Figure 2.25: (a) Illustration of the proposed effect of water: a QD is excited from the ground state (GS) to the lowest emitting exciton state (I1>) followed by fluorescence or trapping into a surface trap state (TS) of either the electron of hole in an exciton, followed either by return of the trapped charge to the QD core, or by deep trap emission. Water stabilises the solvated surface trap state (TS_{aq}), resulting in a higher likelihood of solvated surface trapped charges returning to the lowest emitting QD state, where radiative decay via the energy gap occurs (b) suggested processes occurring under a humid oxygen atmosphere in excited CdSe/ZnS QDs: electron transfer from an excited state QD core to adsorbed oxygen creates a positively charged, non-emitting QD core, and an oxygen radical anion (left), whereas water stabilises a solvated surface trap state (right). ..............................................................70

Figure 2.26: XPS spectra of CdSe/ZnS QDs (a) not illuminated and (b) illuminated under humid oxygen atmosphere s (i) full XPS spectrum; expanded view of (ii) Cd peaks (iii) Se 3d peaks (iv) Zn peak and (v) S and Se 3p peaks. ..................................................................................73

Figure 3.1: (a) structure of nucleosome viewed from above as probed by X-ray diffraction, showing half of the nucleosome core, split between the 1.65 turns of DNA strand around the histone octamer, thus containing 4 histones (H2A, H2B, H3 and H4) and 73 DNA base pairs.[168, 173] (b) schematic of histone H1 “sealing off” the nucleosome core: 146 bp DNA (marked by the markers 0 and 146) is wound around the histone octamer and is extended by 10 bp at each end to form a full 2 turn winding that is 166 bp long. Histone H1 is attached to the extended DNA strand at the side of the nucleosome core (adapted from[172]) (c) schematic representation of the nucleosome, consisting of a core, where DNA (dark) wraps around a histone octamer (represented as a disk),
and a DNA linker region (light), which connects nucleosome cores (adapted from[173]).

Figure 3.2: Schematic of effect of ionic strength (I) on the chromatin structure: in the absence of H1, the DNA entrance and exit sites from the nucleosome do not coincide with each other (bottom right) and there is no higher order structure; in the presence of H1, the exit/entrance sites coincide with each other and a zigzag structure forms (bottom left); with increasing salt concentration (I), the chromatin forms higher ordered helical structures with increasing number of nucleosomes per turn (n), which are held together by histone H1. Salt was NaCl between 0 and 100 mM.[172]

Figure 3.3: TEM image of iodinated and platinated double-stranded DNA (arrow) on a carbon nanotube surface. DNA was self complementary 5'-ATG GTA GCT ACC AT-3' double-stranded DNA.[178]

Figure 3.4: Model for single-stranded DNA association onto carbon nanotubes illustrated with (a) the poly-T sequence in (i) side view and (ii) top view,[179] showing right-handed helical wrapping, with the nucleotide bases (red) attached to the nanotube surface by n-stacking, and the sugar-phosphate backbone (yellow) oriented away from the bases,[179] and (b) the d(GT)ₙ sequence, where n=10-45, where antiparallel d(GT)ₙ strands interact by hydrogen binding to form a double-strand that wraps around the nanotube in a highly periodic helical manner,[182] (c) proposed orientation of single-stranded DNA bases on a SWCT. The bases lie flat on the nanotube surface at an oblique angle of about 45°.[183]

Figure 3.5: Model of double-stranded DNA configuration of mixed-base 19mer oligonucleotide conjugated to MAA-capped CdSe/ZnS QD. Similar FRET efficiencies of the QD-Cy3 dye donor-acceptor system for when the Cy3 dye is attached to the (a) far-end (b) near-end of the double-stranded DNA indicate double-stranded DNA lies across the QD surface of MAA-capped QDs.[188]

Figure 3.6: (i) (a) a CdSe/ZnS QD functionalised with a single-stranded DNA strand (i)(1) a dye-functionalised complementary single-stranded DNA strand (i)(b) QD/dye functionalised DNA duplex; (ii) Fluorescence spectra of (a) CdSe/ZnS QD functionalised with a single-stranded DNA strand (b) QD/dye functionalised DNA duplex, and (c) after reaction of QD/dye duplex DNA with the enzyme DNase 1, which cleaves the DNA from the QD. QD was CdSe/ZnS QDs, dye was Texas-Red.[191]

Figure 3.7: Model of ion-mediated interaction between Calf-thymus DNA and cationic CdS nanoparticle[192]: (a) in solution the QD is surrounded by loosely-bound divalent counter-ions (2+), and the DNA strand by sodium counter-ions (+), (b) QD-DNA binding is counter-ion exchange between QD and DNA.[192]

Figure 3.8: Schematic representation of a poly(dG)-poly(dC) oligonucleotide showing the phosphorothioate groups added into the backbone of the G-strand (red).[209]

Figure 3.9: Schematic representation of adsorption states of alkanethiol-functionalised oligonucleotides (HS-(CH₂)₆-single-stranded DNA 49mer) onto a flat Au surface (a) Specific adsorption via the sulphide-
gold interaction as well as non-specific adsorption via nucleotide base-gold interaction occurs on a flat Au surface, leading to DNA strand orientation that is not perpendicular to the planar Au surface. Addition of a monolayer of mercaptohexanol (MCH) on the Au surface after DNA adsorption prevents contact between backbone and gold surface, eliminating non-specific adsorption.

Figure 3.10: Schematic representation of adsorption of thiolated 20mer single-stranded DNA (SH-single-stranded DNA) onto a MEG monolayer onto a gold surface: thiolated single-stranded DNA specifically binds to the maleimide (M), while the ethylene glycol (EG) layer prevents non-specific adsorption.

Figure 3.11: Effect of ionic buffer concentration of DNA coverage and DNA configuration: At low ionic strength (a) DNA lies flat on the gold NP surface due to nonspecific interaction between nucleotide bases and gold and attraction between negatively charged DNA and positively charged (citrate stabilised) gold NPs, while at increased ionic strength (b) the inter-strand electrostatic repulsion decreases, increasing the DNA surface coverage.

Figure 3.12: Schematic representation of (a) QDs coated in (i) HDA or (ii) peptides.

Figure 3.13: Schematic representation of the molecular structure of a designed peptide, consisting of one hydrophobic end with a SH group, and one hydrophilic end.

Figure 3.14: Schematic of the fluorimeter cuvette configuration of the exit and entrance slits of widths $w_{in}$ and $w_{out}$, respectively. The green arrow denotes the excitation light path.

Figure 3.15: Fluorescence Spectra of CdSe/ZnS QDs from Evident Technologies in toluene (red) or aqueous solution coated in peptide 2 (blue), excitation was at 400 nm, optical density at 400 nm was 0.019 in toluene and 0.009 in water.

Figure 3.16: Fluorescence spectra of quinine sulphate (black) and CdSe/ZnS QDs coated in peptide 4.

Figure 3.17: Illustration of CdSe/ZnS core/shell QD functionalised with peptide 1 (see Table 3.1 in section 3.2.1).

Figure 3.18: Fluorescence (FL) spectra of various mixed base oligonucleotides in the presence and absence of peptide-functionalised CdSe/ZnS QDs (Evident Technologies), oligonucleotide were (a) O1 (b) O2 (c) O3 (see Table 3.2 in section 3.2.2); 350 nm excitation, oligonucleotide concentration equals 250 µM, QD concentration equals 5µM. QDs were 530 nm fluorescence peak QDs coated in peptide 3 (see Table 3.1 in section 3.2.1) in water.

Figure 3.19: Fluorescence (FL) and photoluminescence excitation (PLE) spectra of 536 nm fluorescence peak CdSe/ZnS QDs (Evident Technologies) in toluene (2) functionalised with peptide 4 (Table 3.1 in section 3.2.1) in water (3) functionalised with peptide 4, mixed with double-stranded Calf-thymus DNA (200 µg/mL) in water. Excitation (for the fluorescence spectrum) was at 350 nm and detection
Figure 3.20: Fluorescence images of CdSe/ZnS QDs drop-cast onto mica (i) excitation between 450-490 nm, emission >515 nm (ii) excitation between 436-558 nm, emission > 590 nm. The QD concentration in sample buffer was equal to 10 nM. Integration times were (i) 10.6248 s and (ii) 14.9608 s. Magnification was equal to x63, 1.0 optovar. QDs were coated on peptide 4 (see Table 3.1 in section 3.2.1). ........................................... 115

Figure 3.21: Fluorescence image of a mixture of Calf-thymus double-stranded DNA and QDs drop-cast onto mica with excitation at 450-490 nm and detection at >515 nm. The sample concentration in sample buffer was equal to 50 nM QDs and 200 µg/mL DNA. The integration time was equal to 2.8736 s. The magnification was equal to x10, 1.0 optovar. QDs were coated in peptide 4 (see Table 3.1 in section 3.2.1). DNA-QD incubation time was 24 hours. .......................................................... 115

Figure 3.22: Fluorescence images of mixture of Lambda-phage single-stranded DNA and QDs stretched over glass with excitation and emission as indicated to the right. The sample concentrations in sample buffer were equal to 200 nM QDs and 0.75 µg/mL (46 pM) DNA. Integration time(s) was equal to (a)(i)3.976 (b)(i)8.5472 (a)(ii)7.4336 (b)(ii)14.3264 (a)(iii)29.3656 (b)(iii)32 (a)(iv)16.1576 (b)(iv)26.9096 s. Magnification was equal to 100x oil (a) 1.0 opt (b) 1.6 opt. QDs were coated in peptide 4 (see Table 3.1 in section 3.2.1). DNA-QD incubation time was about 26 hours. ...................................................... 117

Figure 3.23: Comparison of a stretched DNA strand (expanded view of Figure 3.22(b)), showing differences in the fluorescence image as a function of emission wavelength. ......................................................... 118

Figure 3.24: (a) AFM image of 0.2 µg/mL Calf-thymus DNA and (b) height measurements on DNA in Figure 3.24(a)(i), (c) 3D image of DNA in Figure 3.24(a)(i). The MgCl₂ concentrations during mica pre-treatment and in sample buffer are 25 mM. AFM tip ROC=10 nm. ........................................ 120

Figure 3.25: AFM images of Calf-thymus DNA (0.2 µg/mL) mixed in solution with QDs functionalised peptide 4 (a) 100 nM (b) 10 nM (c) 10 nM; (i):2D AFM images; (ii) height measurements along lines shown in (i); MgCl₂ concentration during mica pre-treatment and in sample buffer is 25 mM. AFM tip ROC=10 nm. The QD-DNA incubation time was equal to 24 hours. ...................................................... 123

Figure 3.26: 3D images from various perspectives of Calf-thymus DNA mixed with QDs as imaged by AFM. 3D images are of the 2D AFM images shown in (a) Figure 3.25(a), and (b) Figure 3.25 (b), and (c) Figure 3.25(c). ................................................................. 124

Figure 3.27: AFM image of Calf-thymus DNA (0.2 µg/mL) at optimum MgCl₂ concentration of 10 mM (mica pre-treatment) and 2 mM (sample buffer) (a) height measurement along coloured lines in figure (1) Figure 3.27(b)(i), (2) Figure 3.27(b)(ii), and (3 and 4) Figure 3.27(b)(ii); (b) AFM images of de-condensed DNA strands. AFM tip ROC=10nm... 127

Figure 3.28: Fluorescence images of (i) QDs mixed with CT-DNA (ii) CT-DNA, illuminated by a UV lamp. Sample are in sample buffer with sodium acetate (0.3 M), incubated in fridge for one day, and

(for the PLE spectrum) was at 539 nm. QD-DNA incubation time was 24 hours. ............................................................ 113
centrifuged at 13,000 rpm for (a) 0 mins (b) 30 mins and (c) 60 mins.
Exposure time=200 ms.................................................................128

Figure 3.29: AFM image of Calf-thymus DNA (0.2 µg/mL) mixed in
solution with QDs (10 nM) at MgCl$_2$ concentration of 10 mM (mica pre-
treatment) and 2mM (sample buffer): (a)(i) 2D AFM image (a)(ii) height
and profile measurement (b) 3D images from various perspectives the
of 2D image in Figure 3.29(a)(i). AFM tip ROC=2 nm. The QD-DNA
incubation time was two weeks..................................................129

Figure 3.30: AFM image of Calf-thymus DNA mixed (0.2 µg/mL) in
solution with QDs (10 nM) at MgCl$_2$ concentration of 10 mM (mica pre-
treatment) and 4 mM (sample buffer): (a)(i) 2D AFM image (a)(ii)
height and profile measurement (b) 3D images from various
perspectives the of 2D image in Figure 3.30(a)(i). AFM tip ROC=2 nm.
The QD-DNA incubation time was two weeks.................................130

Figure 4.1: Jablonski diagram showing the electronic ground state (S$_0$), the
first excited electronic singlet state (S$_1$) and the excited triplet state (T$_1$),
with the vibrational levels of the electronic states labelled v=0,1,2,3.
The processes are (i) excitation (blue) (ii) fluorescence (green) (iii)
non-radiative decay (serpentine line) and (iv) phosphorescence (red). Non-
radiative processes include internal conversion between different
electronic excited states, and vibrational relaxation within the same
electronic state. .................................................................135

Figure 4.2: Absorption and emission of a fluorescent emitter (a) The
potential energy curve of a molecule illustrating the Franck-Condon
Principle- electronic ground state (E$_0$) and first electronic excited state
(E$_1$).[264] A redistribution in electron configuration shifts the
equilibrium separation of the nuclei of the molecule by q$_{01}$. The
vibrational wavefunction amplitude in the electronic states are shown
in orange. As nuclear (vibrational) motion is slower than electronic
transitions, the inter-nuclei separation is assumed not to change
during an electronic transition, resulting in vertical electronic
transitions. The most probable final vibrational level then is the one
with the highest vibrational wavefunction overlap between initial and
final vibrational state. (b) absorption (left) and fluorescence (right)
spectrum of TOTO-1[265] (c) electron spin configuration in the
electronic state S$_0$, S$_1$ and T$_1$, with spin up or down (1/2 or
-1/2) indicated by an upwards or downwards pointing arrow, respectively.)
...........................................................................................................136

Figure 4.3: Optical cavity (a) consisting of two parallel mirrors R$_1$ and R$_2$
(b) resonant cavity modes.[280] .........................................................141

Figure 4.4: Surface plasmon polaritons (a) Electric field and surface charge
(b) electric field strength perpendicular to the interface (c) dispersion
curve of a surface plasmon polariton (red, k$^\perp$) and light in a dielectric
medium incident at $\theta<$90º and $\theta=$90º to the normal of the dielectric-
metal interface (black line). .................................................................147

Figure 4.5: SPP coupling with far-field radiation (a) vector diagram
showing the wavevectors of a plane wave incident onto a metal
dielectric interface and a SPP and the electric field of transverse
magnetic (TM) and transverse electric (TE) polarisation (b) scattering
of incident light (wavevector $k_0$ and x-component $k_0\sin\theta$) by the metal
corrugation gives the scattered photon enough in-plane momentum \( (k_0 \sin \theta + mG) \) to couple to a surface plasmon polariton mode (SPP) of wavevector \( k_{\text{SPP}} \). (c) In-plane momentum-matching condition of the coupling process illustrated in a dispersion diagram.

Figure 4.6: Illustration of the substrate, incident light incident onto the substrate at an angle to the normal \( \theta \) and substrate orientated at an azimuthal angle \( \phi \). The two surface plasmon modes supported by the substrate are localised (blue) or delocalised (orange). Inset: nanovoid parameters are void diameter \( (D_{\text{void}}) \), void thickness \( (t_{\text{void}}) \) and normalised void thickness \( (t) \).[21]

Figure 4.7: Delocalised Bragg Plasmons (i) 2D array of close-packed voids, and its unit cell (black), characterised by direct lattice vectors \( a \) and \( b \) and sample orientation (azimuthal angle) \( \phi \), which can be represented in (ii) \( k \)-space: the Fourier transform of the hexagonal lattice creates peaks at the periodicities (black points), from which the scattering planes can be drawn (dashed lines), and the inter-plane distance \( L \) derived, as illustrated for the \( (n,m) = (0,1) \) and \( (1,0) \) scattering direction. There is a 30° shift between the lattice vectors in real space \( (a,b) \) and in \( k \)-space \( (A,B) \), and hence in the respective unit cells. (iii) full set of primary reciprocal lattice vectors (black arrows) defining the reciprocal unit cell (dashed line).

Figure 4.8: Coupling of Delocalised Bragg Plasmons with Light (i and ii) wavevector diagram at \( \phi = (i) 0^\circ \) and (ii) \( 15^\circ \), showing the in-plane wavevector component of the incident light (blue), the first order grating vector, \( G_{nm} \), (black) and the excited Bragg SPP (red) (adapted from (i)[21] and (ii)[288]). (iii) Experimental (coloured) and theoretical (black lines) Bragg plasmon dispersion relation for thin substrate (normalised thickness \( \sim 0 \)), red/blue signifies strong/weak absorption of incident light due to strong/weak coupling of incident radiation into Bragg plasmons modes (adapted from [21]).

Figure 4.9: (i) Modelled electric field distribution of Mie plasmon modes \( (l, m) \) in a dielectric void fully encapsulated within a metal[21] (ii) Mie plasmon dispersion relation according to Mie theory, \( R \) is the void radius, \( l/R \) has dimensions of wavenumber \( k \), the plotted dispersions are 2D SPP (thick line), photon in air (dashed line), Mie plasmons in dielectric voids in expanse of gold according to Mie theory (white circle) and gold spheres (crosses). Each curve for spheres and voids corresponds to a different radius \( R \). Voids: lines 1, 2, 3, 5, 10 are voids of increasing radius.[289]

Figure 4.10: Mie plasmon modes modelled in truncated voids by the Boundary Element Method (i) parameterisation of the void and incident plane wave (ii) modelled absorption for \( R=500\) nm voids at (a) normal incidence (b) \( 60^\circ \) incidence, dashed lines are guides to the eye[22] (iii) modelled 2D electric field distribution of Mie modes \( mL=(i) \) \( 0^P \) and (ii and iii) \( 1^P \). To the right are indicated the electric field alignment of the void Mie modes (green) and rim modes (red).[22] (iv)(a) modelled dispersion relation of \( mL \) Mie modes for a void of radius \( R=500 \) nm and normalised thickness=0.95[22] (iv)(b) Electric field components of TM polarised incident light, \( k_{\text{in}} \) is the incident wave wavevector, \( E_{\text{in}} \) is the electric field of the incident wave, \( \theta \) is the
incident angle to the normal, $E_x$ and $E_z$ is the field component in the horizontal x and vertical z direction, respectively. .......................... 159

Figure 4.11: Envisaged fluorescence enhancement setup: a TOTO-1 stained DNA strand (green) is stretched over and located above a Mie plasmon substrate consisting of a 2D-array of spherical gold nanovoids (orange). ................................................................. 164

Figure 4.12: Normalised absorption (Mie modes), modelled by BEM, at normal incidence, for water-immersed voids of diameter (a) $D_{\text{void}}=780$ nm and (b) $D_{\text{void}}=989$ nm. To the right of each image are indicated the angular momentum indices, l, of Mie modes as predicted by Mie theory for equivalently fully enclosed voids. .................................................. 168

Figure 4.13: Modelled 2D profile of the square of the magnitude of the electric field of Mie modes, normalised to the incident field at normal incidence, for various void thicknesses of water-filled voids of diameter (a) $D_{\text{void}}=780$ nm and (b) $D_{\text{void}}=989$ nm, Modelling was by BEM ... 171

Figure 4.14: Modelled 2D profile of the square magnitude of the Mie plasmon electric field, normalised to the incident field, at 2.26 eV, for voids of diameter $D_{\text{void}}= (a)780$ nm and (b) 989 nm, at normalised void thicknesses of: (a)(i)0.2 (a)(ii) 0.3(a)(iii) 0.6 (a)(iv) 0.7 and (b)(i)0.1 (b)(ii) 0.2(b)(iii)0.3(b)(iv) 0.4; normal incidence, m=1, in water. Modelling was by BEM. ................................................................. 173

Figure 4.15: Template method for growth of spherical gold nanovoids ... 176

Figure 4.16: Setup of Meniscus method for sphere deposition (a) photograph of Teflon bath with water-immersed sample, pre-treated glass slide and Teflon sliders (b) photograph of self-assembled monolayer (SAM) of nanospheres on top of a water meniscus and water-immersed sample, dotted line shows boundary of SAM (c) drying step (a and b are courtesy of Chien Fat Chau).[298] .................. 178

Figure 4.17: SEM images of self-assembled monolayer of polystyrene nanospheres on a gold substrate, sphere diameter is equal to (a) 780 nm (b) 989 nm; Magnification of (i) 2 k (ii) 10 k (iii) 4 k; Inset: Fourier Transform (FT); lengths: (a)(i) x = 57.1 ±1.1µm, y=35.4 ±0.7 µm and (b)(i) x=52.0 ±1.0 µm, y=14.2±0.3 µm; deposition was by the bath method. ................................................................. 180

Figure 4.18: Template method for sphere depositioning (a) setup (b) SEM images of deposited spheres, 500 nm diameter, at magnification (i) 3k (ii) 5k ................................................................. 181

Figure 4.19: Three-electrode electrochemical cell setup (a) components (b) top view of optimum relative position of electrodes; CE=counter electrode (platinum wire mesh, area is about 1cm x 1cm), WE=working electrode (sample,total area is about 0.8 cm x 2 cm, exposed area is max 5mm · 5 mm), RE=reference electrode (saturated calomel reference electrode, diameter (D) is equal to about 0.6 cm, the separation (s) between WE and CE is about 1 cm. ................................................................. 183

Figure 4.20: Typical graph showing (a) a cyclic voltammogram (current versus potential) and (b) the electrochemical deposition of gold (current and charge versus time), for a substrate templated with 780 nm diameter spheres. .............................................................................................................. 185
Figure 4.21: SEM image of gold voids grown at -0.925 V......................186

Figure 4.22: Effect of adding brightener: (a) matt plating solution, which contains no brightener (b) lustrous plating solution, which contains 5 mL of brightener per 1 L of plating solution. ........................................187

Figure 4.23: SEM images illustrating the variation in grown film thickness with location on the nanovoid sample: (a) SEM image of the nanovoid sample showing the rim (area 2) and centre region (area 1) of the nanovoid area; Close-up SEM image of (b) the centre of the nanovoid sample (area 1 in Figure 4.23(a)), and (c) edge of the nanovoid sample (area 2 in Figure 4.23(a)), the diameter of the spheres is equal to 780 nm. .................................................................188

Figure 4.24: Chemical structure of (i) TO and (ii) TOTO-1, adapted from[303, 304]..................................................................189

Figure 4.25: Bis-intercalation of TOTO-1 molecule into double-stranded DNA (a) NMR image: TOTO-1 (green) and DNA (grey)[307] (b) structure, as calculated from NMR studies, of TOTO (red) bis-intercalated into DNA,[308] showing the nucleobases (light blue), and the sugar-phosphate backbone (blue), view into the minor groove (left) and major groove (right) (c) schematic of binding of bis-intercalating and intercalating molecules to DNA (adapted from[307]). .............190

Figure 4.26: Schematic decay path of a cyanine dye from the excited singlet state (S1) to the ground state (S0) in (i) solution, where rotation about the methine bridge results in radiationless decay (ii) when intercalated into DNA, when rotational restriction about the methine bridge results in fluorescence decay.[314]........................................191

Figure 4.27: Absorption and emission spectrum of TOTO-1-DNA.[318]. 192

Figure 4.28: Fluorescence detection: excitation filter BP 500/25 DMR 25 (blue), beamsplitter FT 515 HE (grey), emission filter BP 535/30 DMR 25 (red), TOTO-1 absorption spectrum (light blue line) and emission spectrum (dark blue line).[318]........................................193

Figure 4.29: Schematic of DNA combing over a glass substrate. ............195

Figure 4.30: DNA stretching-dependence on TOTO-1 concentration: fluorescence images of TOTO-1-DNA stretched over a glass substrate at bp:TOTO:1 equal to (a) 1:0.16 , (c) 1:0.016. The coverslip dimension is equal to 25x25 mm², with a drop-cast volume of 5 µL, and DNA concentration of 100 pM, 100x oil immersion. Excitation was at 485 to 510 nm, emission detection was at 518 to 550 nm (see Figure 4.28 in section 4.4.2.1). .................................................................196

Figure 4.31: DNA stretching-dependence on distance from drop-cast site: (a), (b) and (c): Fluorescence images of TOTO-1 stained DNA, stretched over a glass substrate, at various distances from the drop-cast site; (d) distances from the dropcast site of the images in Figure 4.31(a), (b) and (c). The DNA concentration is equal to 100 pM, bp: TOTO-1=1:0.16, the coverslip dimension is equal to 20x10 mm², the drop-cast volume is equal to 1.6µL, 100x oil immersion.................................197

Figure 4.32: DNA stretching over gold nanovoids (a) optimised stretching setup (b) SEM image of the gold nanovoid sample discussed in the text,
at a SEM magnification equal to (i) 20k (ii) 60k, p is the nanovoid periodicity, and l is the length of the void diameter at the void top.

Figure 4.33: Fluorescence of TOTO-1-DNA stretched over a glass substrate (a) 2D Fluorescence image of TOTO-1-DNA stretched over glass; (b),(c), (d) fluorescence intensity profile along individual DNA strands, Inset: path of maximum fluorescence intensity (red line) drawn by hand. The fluorescence images were obtained with 100x oil immersion, 1.6 optovar, the integration time equals 20.48 s. The fluorescence image and intensity profiles were normalised to 30 s integration time and the fluorescence background level due to the glass substrate was subtracted. The DNA concentration is equal to 25 pM, bp: TOTO-1 is equal to 1:0.1, the coverslip dimension is equal to 20 x 10 mm$^2$, and the drop-cast volume is equal to 1.6 µL.

Figure 4.34: Fluorescence of DNA-TOTO-1 stretched over a rough gold surface (a) 2D fluorescence image of TOTO-1-DNA stretched over a rough gold substrate; (b), (c) fluorescence intensity profile of individual DNA strands, Inset: path of maximum fluorescence intensity (red line) drawn by hand. The fluorescence images were obtained with 100x oil immersion, 1.6 optovar, the integration time equals 31.1768 s. The fluorescence image and intensity profiles were normalised to 30 s integration time and the fluorescence background level due to the rough gold substrate was subtracted. The DNA concentration is equal to 25pM, bp: TOTO-1 is equal to 1:0.16, the coverslip dimension is equal to 20 x 10 mm$^2$, and the drop-cast volume is equal to 1.6µL.

Figure 4.35: Fluorescence (FL) of DNA-TOTO-1 stretched over a gold nanovoid substrate; (a), (c) 2D FL image at two different sample locations; (b),(d) intensity profiles in FL (red line) and bright field (BF) (black line) along individual DNA strands (drawn by hand), Inset: path of maximum FL intensity in the FL image (FL, red line) and BF image (BF, black line). Indicated are locations along the DNA profile where FL and BF peaks coincide (red arrows), where FL is almost unaffected by a nanovoid (black arrows), and where FL peaks occur above the rough top gold surface (blue arrows). The FL images were obtained with a 100x oil immersion, 1.6 optovar lens, the integration time equals 28.652 s (Figure 4.35(a)) and 26.5064 s (Figure 4.35(c)). The FL image and intensity profiles were normalised to 30 s integration time and the FL background level due to the top rough gold surface was subtracted. The DNA concentration is equal to 25pM, bp: TOTO-1 is equal to 1:0.16, the coverslip dimension is 20 x 10 mm$^2$, and the drop-cast volume is equal to 1.6µL.

Figure 4.36: 3D Fluorescence images of DNA-TOTO-1 stretched over (a) glass (b) a rough gold surface (c) and (d) gold nanovoids. The fluorescence image and intensity profiles were normalised to 30 s integration time and fluorescence background due to the substrate surface was subtracted. The DNA strands can be seen in figure (a) Figure 4.33(b) in section 4.5.1, (b) Figure 4.34(b) in section 4.5.2, and (c) Figure 4.35(d)(i), and (d) Figure 4.35(d)(ii) in section 4.5.3.

Figure 4.37: Method for obtaining the total background-subtracted fluorescence signal integrated over the TOTO-1 DNA cross-sectional fluorescence width. All images are rotated so the DNA strand is aligned horizontally, and all images show the line of maximum
fluorescence intensity (red line); (a), (d) fluorescence image showing the line perpendicular to the maximum fluorescence intensity line (green), Figure 4.37(d) is a close-up along a section of the DNA strand in Figure 4.37(a); (b) background fluorescence image due to nanovoids in the vicinity of the DNA strand, each square represents the average fluorescence signal due to a number of nanovoids nearby the DNA strand; (c) bright field image, showing the location of all nanovoids.

Figure 4.38: Total fluorescence (FL) signal integrated over the fluorescence cross-sectional width of TOTO-1 DNA, for stretched lengths equal to (a) 8 to 10 µm or (b) 6 µm, over (i) glass (ii) rough gold and (iii), (iv) gold nanovoids. Red/blue and black lines are the profiles of the total fluorescence (background subtracted) (FL) and of the total fluorescence background due to the nanovoid substrate (FL bg), respectively. Each DNA strand can be seen in the figure indicated in the legend.

Figure 4.39: (i) Bright field images of the nanovoid sample showing the profile of the maximum fluorescence intensity signal along the stretched TOTO-1-DNA; (ii) The total fluorescence (background subtracted) (FL) and the total fluorescence background due to the nanovoid substrate (FL bg) integrated over the fluorescence cross-sectional width of TOTO-1 DNA; Each DNA strand can be seen in the figure indicated in the legend. Letters in Figure 4.39(i) illustrate possible DNA configurations as shown in Figure 4.40.
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Chapter 1

1 Introduction

1.1 Background and Motivation

Cancer poses one of the major health issues facing modern medicine today. In cancer cells, the genome sequence is altered, and the specific DNA sequences present can be analysed to provide a diagnosis for the type of cancer. In the past, chromosomal painting and fluorescence in situ hybridisation (FISH) approaches, in which chromosomes are fluorescently labelled, have been able to detect cytogenetic alterations in chromosomes. Recently, approaches have been developed to increase the spatial resolution on naturally coiled-up genomic DNA by decondensing and extending the genomic DNA into a linearised configuration. One of the approaches includes fibre-FISH, which uses a receding meniscus to stretch DNA strands in a uniform and controlled manner.[1] Extended DNA allows facilitated analysis of DNA sequences using fluorescence and quantitative analysis of the chromosomal alterations present in genomic DNA.[2] The optical resolution achievable for DNA analysis is limited by the optical resolution limit. Various optical approaches have been developed to circumvent this limit, such as tip enhanced Raman spectroscopy of single DNA strands.[3] However, the slow sequencing speed of near-field optical techniques is a major limitation.

Evidence suggests that cancerous cells release low copy numbers of their aberrant DNA into the patient’s blood serum.[4] For a non-invasive DNA detection approach, the aberrant DNA present in the serum could be amplified using polymerisation chain reaction (PCR) or analysed using fluorescence in situ hybridisation. However, high labour costs are associated with PCR and FISH is a slow analysis method as it relies on surface-attached DNA strands. Microfluidic devices, on the other hand, could provide a faster DNA analysis method. Microfluidic devices can be designed such that laminar fluid flow itself stretches and elongates a
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cooled-up DNA strand, which would allow more rapid and high-throughput screening. It has been shown that genomic DNA strands can be stretched by laminar microfluidic flow, as first demonstrated by Yamashita et al.[5] who used microfluidic flow in a capillary tube. Chan et al.[6] have demonstrated controlled stretching of long DNA strands using accelerated fluid flow in a microfluidic device induced by a tapered region, and demonstrated the feasibility of this technique for subsequent DNA mapping (Figure 1.1). Cipriany et al.[7] have recently used fluidic nanochannels for DNA analysis. Direct DNA sequencing on single stranded DNA a few kb long has been shown with biological nanopores,[8] and relies on the detection of an unique electrical current for each individual nucleotide base within the pore. The fabrication of lipid bilayers suspended across a quartz nanopore membrane may in future provide an increased signal to noise ratio, and thus faster data acquisition rates.[9]

![Diagram of DNA elongation](image.png)

**Figure 1.1:** Illustration of DNA elongation using accelerated flow: coiled DNA molecules enter a post region for DNA uncoiling, followed by a tapered region in the microfluidic channel which provides DNA elongation by accelerated fluid flow. Elongated DNA can then be mapped using fluorescence excitation and detection of fluorescent tags.[6]

The major limiting factor when detecting DNA sequences tagged with fluorescent probes is obtaining spatial resolutions that allow the detection of DNA sequences separated by up to the optical resolution limit, which is equal to a few hundred nanometres. In this thesis, the aim is to develop a novel technique for high resolution analysis of genomic DNA sequences directly from double stranded DNA, by exploiting the use of fluorescent semiconductor quantum dots (QDs) and gold nanostructures. QD nanoparticles, such as CdSe capped with a ZnS shell, have been...
suggested by many to provide better alternatives to fluorophores[10-15] because (a) photobleaching, as seen for fluorophores, does not occur (b) QDs have a narrow fluorescence spectrum, and (c) the excitation of a number of differently sized QDs with a single excitation wavelength is possible.[16, 17] However, as shown in the following chapters, the potential of quantum dots for quantitative DNA analysis was found to be problematic. The studies reported in this thesis will demonstrate that the QD fluorescence is highly sensitive to the illumination time and the atmospheric conditions surrounding the QDs, and furthermore, illumination under oxygen and water containing atmospheres leads to the degradation of QDs.

Randomly patterned metal nanostructures have been shown to increase the quantum yield of nearby excited-state fluorescent emitters by reducing their radiative decay lifetime.[18-20] The gold nanovoids have been shown to support strong localised surface plasmon modes within the void volume,[21, 22] which could be exploited for the fluorescent enhancement of fluorescently tagged DNA strands stretched over the gold nanovoid substrate (figure 1.2(ii)).

![Figure 1.2: Illustration of (i) the fabrication of a regular array of gold nanovoids by (a) the deposition of a regular array of polystyrene spheres, and (b) the electrochemical growth of gold around the sphere template and subsequent removal of the spheres (c) DNA strand stretched over the nanovoid substrate (ii) conceptual fluorescence enhancement strategy by the spatial overlap between fluorescently labelled DNA strand stretched over a gold nanovoid and a resonant surface plasmon mode localised within the gold nanovoid.](image-url)
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In this thesis, a novel fluorescence enhancement strategy for fluorescent emitters attached to a stretched DNA strand, using gold nanovoids, is investigated, which relies on resonant coupling between the excited emitter and localised surface plasmon polariton modes within the nanovoids. A method for facile fabrication of ordered gold micro and nanovoids has already been developed,[22, 23] by electrochemically growing gold around a template of polystyrene spheres (Figure 1.2(i)). Due to the localised surface plasmon modes within the nanovoids, gold nanovoids, unlike randomly rough or corrugated metal surfaces, would allow fluorescence enhancement at larger distances from the substrate surface, providing a more effective route for sensitive detection of fluorescently labelled DNA strands in solution.
1.2 Current DNA Sequencing and DNA Mapping Technologies-an Overview

Most current approaches used to detect a specific DNA sequence within target DNA employ a fluorescently labelled DNA probe that is complementary in sequence to the target sequence. Probe-target hybridisation is then be detected by fluorescence microscopy. Naturally, the DNA molecule is in a random coiled up state, so that DNA stretching into a linearised form can greatly facilitate analysis and enhance resolution in most fluorescence based DNA sequencing/mapping approaches. Also, human chromosomes range in size from 50 Mbp to 250 Mbp,[24] which, with current sequencing/mapping techniques, need to be fragmented into smaller pieces before analysing.

1.2.1 Polymerase Chain Reaction

The polymerase chain reaction (PCR) is a technique to amplify DNA that has been adapted for the detection of DNA mutations.[25, 26] For PCR, double stranded (ds) target DNA is denatured into single stranded (ss) DNA by heating. After cooling, a primer, a short oligonucleotide sequence that serves as a starting point for DNA replication, anneals to a nucleotide sequence within the single-stranded DNA. DNA polymerase enzymes extend the primer, base by base, along the single-stranded DNA by adding nucleotides complimentary to the target strand. Subsequent cycles of denaturating and extension exponentially amplify the copy numbers of the original DNA strand. A mutation can be detected as changes in the DNA melting curve shape compared to the melting curve of non-mutated sequences. [187, 226, 321]. Polymerase can extend DNA fragments of up to 40 kb long.[27] However, polymerase can introduce single nucleotide errors at a rate per nucleotide between $2.0 \times 10^{-5}$ and $1.6 \times 10^{-6}$, introducing artificial errors.[28]
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1.2.2 Fluorescent Sanger Sequencing

One of the earliest DNA sequencing techniques was that published by Sanger et al. in 1977, which employed radioactive phosphorous labels that are detected by autoradiography.[29] By 1990, the hazardous radioactive detection has been replaced by fluorescent labelling. The Sanger technique comprises 4 separate reactions that extend a DNA template, one reaction for each of the 4 nucleotide bases, adenine (A), thymine (T), cytosine (C) and guanine (G). In each reaction, a primer is annealed to the single-stranded DNA template and polymerase extend the DNA base by base by adding the complementary nucleotide dNTP (2’- deoxynucleotidetriphosphate), of which all four bases, A, T, C and G are present in each reaction. The novel aspect about the Sanger reaction is that each reaction also contains one of the four bases ddNTP (2’, 3’- dideoxynucleotide triphosphate), which terminates the extension when inserted into the DNA strand, because it fails to form a phosphodiester bond with the next nucleotide. The result is that each reaction contains extended strands of different lengths that all terminate with the same terminating base ddNTP in each reaction. For instance, the reaction containing ddATP will contain extended DNA strands of different lengths all ending with the base A. The products are separated out according to length by electrophoresis. Each of the four ddNTPs is labelled with a fluorescent dye emitting at a unique colour, so that the sequence of fluorescence colours and thus nucleotides of the DNA products can be read off by fluorescence. To reduce the cost of sequencing, techniques have been developed that increase the throughput. Today, automated sequencing using the Sanger method can sequence about 1.6 million base pairs (bp) a day.[30] Despite the highly automated approach, the Sanger method has limitations, such as high cost, and the strand length that can be sequenced is limited to less than about 1 kb.[31] Sanger sequencing also requires high copy numbers of DNA templates to allow DNA strand extension to many different lengths. Amplified DNA templates can be obtained by isolating the target DNA, fragmenting it and cloning it into vectors for DNA
amplification in bacterial cells. After the amplified DNA is isolated from the bacterial colonies, they can be sequenced. The problem with bacterial amplification is that some parts of the chromosomes, such as centromers, cannot be cloned.[29] Instead, other amplification methods, such as PCR, have to be used, but PCR, compared to bacterial amplification, is a slow throughput method.[29]

1.2.3 Restriction Mapping

Restriction enzymes are enzymes isolated from bacteria that recognize specific nucleotide base sequences in single or double stranded DNA and cut (digest) DNA at those restriction sites into smaller fragments (DNA digestion). For instance, the enzyme EcoRI, which is isolated from E.Coli, recognise the sequence GAATTC.[32] Restriction mapping can detect mutations: a mutation in a restriction sites would make this site unrecognisable by restriction enzymes and thus result in an abnormally long fragment, while a mutation that creates a new restriction site would be detectable as abnormally short fragments. The fragment size of digested DNA is usually analysed by agarose gel electrophoresis, in which the digested DNA is loaded (pipetted) into a well in the agarose gel. Under the influence of an electric field, the negatively charged DNA fragments will migrate through the gel towards the positive anode located at the other end of the gel. The migration rate depends on the net charge and mass (size) of the fragment. As the different sizes of DNA fragments have the same charge to mass ratio, the main separation factor is the fragment size, with smaller (lighter mass) fragments migrating faster than larger (heavier mass) fragments. The different fragment sizes form bands on the gel, which can be made visible by staining the DNA fragments with the fluorescence marker ethidium bromide and fluorescence imaging. Restriction mapping avoids the use of DNA clones by working with genomic DNA fragments directly. However, there are limitations associated with restriction mapping. DNA digestion removes the information of the order of the fragments within the original intact DNA molecule, requiring the use of multiple enzymes to reconstruct the fragment order of the original DNA.[6]
Gel electrophoresis is also a slow process, especially for larger DNA molecules, where the analysis can take up to several hours.[6] Also, large amounts of DNA are needed for digestion and in the electrophoresis step, requiring an additional DNA amplification step, such as PCR, when only a small amount of DNA sample is available. Also, restriction mapping can only be applied to short DNA molecules with an upper limit of DNA length equal to about 50 kbp.[33] Also, gel-electrophoresis poorly separates fragment longer than about 50 kb long, reducing the resolution for DNA molecules longer than 50 kb.[33]

1.2.4 Fluorescence in situ Hybridisation

Fluorescence in situ Hybridisation (FISH) is a fluorescence imaging technique that can be used to detect aberrations in genomic DNA, such as duplications,[34-36] deletions,[37, 38] translocations[36, 39] and amplifications. For FISH, target DNA strands are first denatured by heating, followed by in situ addition of fluorescently labelled DNA probes for probe-target hybridisation. The location of the probe, and hence specific nucleotide sequence, on the DNA strand is visualised by fluorescence microscopy. FISH can be done on target DNA that is chromosomal DNA, or on stretched, isolated DNA fibres, which yields higher resolution (minimum resolvable spatial separation between two probes) due to its extended, linearised form. Chromosomal DNA structure varies with cell cycle, which affects the maximum resolution attainable. During cell division (metaphase), DNA is very condensed, yielding a maximum resolution of 1 and 5 Mbp, while non-dividing (interphase) DNA is least condensed, which increases the resolution to up to 50 kbp (Figure 1.3).

Figure 1.3: FISH on interphase nuclei of chronic lymphatic leukaemia cells (LLC), showing the normal two red signals per nuclei (a region in chromosome 7), but only one green signal per nuclei for the tumour suppressor gene RB-1 in chromosome 13, showing that one RB-1 copy is deleted.[40]
The resolution can be increased to 5 kbp by a method called DIRVISH (Direct VIsual Hybridisation), in which interphase chromosomal DNA is freed from the cell membrane by lysing interphase cells with detergent, so that the DNA can slide down a tilted coverslip to become linearly extended. Fibre-FISH takes this further by removing the proteins present in chromosomal DNA (such as histones and scaffolding proteins), and stretching the protein-free DNA to 340 nm per 1 kbp by molecular combing (Figure 1.4(a)). In molecular combing, one end of the DNA strand is anchored to the surface of a silanised glass cover slip, and the glass coverslip is pulled at a constant speed out of DNA solution, so that a moving meniscus at the air-water interface applies hydrodynamic forces on the DNA molecule, stretching DNA into a linearly extended form (Figure 1.4(b)).

The theoretical resolution limit of optical microscopy (r) is about 230 nm or 0.68 kbp (assuming diffraction limited optical detection in which case \( r=0.61\lambda/NA \), with an objective of numerical aperture \( NA=1.4 \), fluorescence wavelength \( \lambda=532 \text{ nm} \), and 340 nm=1 kbp), and resolution limits of up to 1 kbp have been demonstrated with fibre-FISH. An increase in the optical resolution limit by the use of Fibre- FISH in
combination with Scanning Near Field Optical Microscopy (SNOM) has been demonstrated,[44, 45] although SNOM has longer read-times in analytical methods. Deletions can also be detected as the absence of a specific sequence compared to its presence in intact DNA.[36] Probes are usually labelled directly with fluorophores, which means that the probe contains modified nucleotides which each can hold one fluorophore (Figure 1.5(a)). The fluorescence intensity then depends on the probe length/target length, with shorter probes, which contain fewer fluorophores, lower in intensity (lower signal to noise ratio). The minimum probe length (for deletions, duplications) that can be detected is then limited by the light gathering power of the microscope (sensitivity). FISH has thus been limited to the detection of larger sequences, such as micro-deletions.[36]

![Figure 1.5: Labelling strategies in FISH](image)

To maintain detection sensitivity with shorter probes (a few bases long), the probe fluorescence intensity can be amplified using indirect labelling approaches, in which probes contain modified nucleotides that contain an antigen (hapten). A fluorescently labelled antibody can bind to the antigen (Figure 1.5(b)). Fluorescence intensity can be increased by (i) attaching several fluorophores onto one antibody or (ii) adding additional layers of fluorescently labelled molecules that have high affinity to the antibody.[47]

It has also been suggested that low hybridisation efficiencies limit the FISH sensitivity.[48, 49] In summary, limitations of FISH are limited resolution and slow speed due to low throughput of the DNA stretching
method (combing). Also, although the molecular combing DNA linearisation technique does not require high sample volumes, strands longer than about 150 kbp fragment under the moving meniscus,[24] limiting the DNA size that can be linearised.

### 1.2.5 Fluid Flow Stretching

DNA stretching methods in fluid flow for use in single molecule DNA mapping have been developed.[50-52] One such method is Direct Linear Analysis (DLA), which relies on accelerated fluid flow to stretch DNA (Figure 1.6(a)) and which has demonstrated high throughputs of up to several thousand DNA molecules per minute.[6] The optimal DNA length for DLA is between 100 and 250 kbp,[53] with longer DNA requiring prior fragmentation to the desired length by restriction enzymes.[53]

![Figure 1.6: DLA method for DNA stretching in fluidic flow for single molecule DNA mapping. (a) setup of DLA (b) length measurements of DNA molecule, fluorescence signal from backbone staining detected in detection spot (red) EXII and (blue) ExIII, (green) fluorescence from site specific fluorescent tag when passing through excitation spot ExI][6]

In DLA, naturally coiled up DNA follows the laminar fluid flow through a post region, uncoiling the DNA strand (Figure 1.6(a)). The subsequent tapered region results in flow speed acceleration, so that the DNA strand in this region experiences extension along the molecule, and is stretched to its contour length (Figure 1.6(a)). The linearised DNA molecule, its backbone stained with intercalating dye and specific sequences fluorescently labelled with sequence specific tags, is then interrogated optically at two different positions (ExI,II and ExIII) along the flow channel to create a map and deduce its stretched length (Figure 1.6(a)). Only DNA stretched to within a certain range of its contour length is mapped. The DNA length $X$ is
determined by measuring using the backbone staining dye the time it takes for a molecule to pass through the ExII excitation spot (the residence time τ) at a constant flow velocity ν, so that \( X = v \cdot \tau \) (Figure 1.6(b)). The flow velocity is determined by the spatial separation between the two interrogation spots ExII and ExIII (z) and the time for the molecule to travel between these two spots (transit time T) (Figure 1.6(b)). Maps are built up by locating the fluorescently labelled tag along the DNA strand as it passes the excitation spot ExI. The tag is a 7-8 bp long peptide-nucleic-acid (PNA) which can form very stable bonds with DNA motif due to being electrically neutral.[6] Map building involves the location of the centre of the molecules (CM) via the transit time T of backbone-stained DNA when passing excitation spot ExII, detecting the fluorescent bursts from the tags when passing ExI and converting the time domain into length (\( \mu \text{m} \)) via the calculated velocity (Figure 1.7(A) and (B)).

Figure 1.7: DLA-based single molecule DNA mapping using different tags (A) theoretical location along a Lambda-phage DNA strand of (red) dye intercalated into the DNA backbone and (green) two sequence specific tags, of PNA sequence TCCTTCTC and which use TMR dye (B) experimental fluorescence signals from the (red) intercalated DNA backbone and (green) fluorescent tags (C) occurrence of fluorescence peaks from tags a as function of distance from the centre of the DNA molecule (black) experimental data (red) Gaussian fits.[6]

With a large number of identically tagged and identical DNA molecules, a histogram of occurrence of fluorescence peaks versus distance can be built up, and Gaussian fits can be made to the peaks, for more accurate tag location along the DNA strand (Figure 1.7(C)), with limiting resolution equal to the full width at half maximum of the Gaussian peaks. DLA allows high throughput stretching and mapping sensitivity at a single DNA
molecule level, with no need for DNA amplification, but the resolution is limited by the optical resolution limit of the microscope.

### 1.2.6 DNA Linearisation by Confinement in Nanochannels

DNA is a continuously semi-flexible, self-avoiding polymer.[54] An unconfined DNA molecule in solution has an associated radius of gyration, $R_G$, which is a theoretical measure of the DNA dimension, and is equal to

$$R_G^2 = \frac{1}{N + 1} \sum_{i=0}^{N} (r_i - r_{cm})^2$$

where $r_i$ is the coordinate vector of segment $i$, and $r_{cm} = \sum_j m_j r_j$ is the molecule’s centre of mass coordinate vector, where $r_j$ and $m_j$ are the coordinate vector and mass, respectively, of segment $j$. $R_G$ depends on the root mean square distance of all DNA segments $N$ from the molecule’s centre of mass and thus depends on the number of base pairs the DNA molecule consists of. According to DeGennes, a DNA molecule inside a cylindrical channel of diameter $D$, where $D << R_G$, is confined and cannot retain its naturally coiled up configuration.[55] Due to self-avoidance, the confined DNA molecule then elongates into a series of non-interpenetrating particles along the confining channel (Figure 1.8(a)).[55] DeGennes’ theory predicts an even DNA mass distribution along the channel with a uniform DNA density along the channel length resulting in a stretched end-to-end DNA length, $L_Z$, that scales linearly with the DNA contour length $L$ according to[55, 56]

$$L_Z \approx L \left( \frac{pw}{D} \right)^{1/3}$$

where $p$ is the DNA persistence length, a measure of the DNA’s rigidity (about 50-60 nm under physiological conditions),[24] and $w$ is the DNA width (about 2 nm).[24] The self-avoidance introduces a $L_Z$-dependence on DNA width $w$, while confinement, which prevents DNA backfolding, increases the $L_Z$-dependence in the DNA contour length $L$.[56] As a result, an increased stretching length, $L_Z$, occurs for smaller confining channels.
For instance, a 100 nm diameter channel extends DNA to an extension factor equal to $L_z/L = 0.2$ i.e. 20% of its contour length $L$, while a 400 nm diameter channel achieves an extension factor of 15%, assuming $p=50nm$.[24, 56]

![Figure 1.8: DNA elongation in a nanochannel](image)

Other ways to influence the stretching is by variations in $p$ and $w$: the persistence length (DNA stiffness) increases with decreasing ionic strength and DNA staining.[24] The DNA width $w$ varies inversely with salt concentration, due to repulsion between like-charged DNA segments.[24] The contour length $L$ is the fully stretched DNA length, and increases with staining.[24] DeGennes regime is valid for channel diameters in the range of $p << D << R_G$.[24, 56] The dependence of the stretched DNA length $L_z$ on the channel diameter and the DNA contour length $L$ has been experimentally verified by Guo et al.[57] and Tegenfeldt et al. [56] respectively. Thermal fluctuations introduces variation around the mean value of the extended length $L_z$, which have been measured[54, 56] and theoretically scale as
where $\delta L_Z$ is the rms variance in the mean extension length $L_Z$ and $k$ is the effective DNA spring constant. The standard deviation from $L_Z$ at any one measurement, defined as $\sigma = \sqrt{\langle \delta L_Z^2 \rangle}$, thus varies with the square root of the contour length $L$, as has been experimentally verified (Figure 1.8(b)).[56] The standard deviation scales inversely with the number of independent measurements $M$ as $\sigma_M = \sigma / \sqrt{M}$, so that the more precise length measurements are possible with an increase in the number of length measurements. Tegenfeldt et al. have been able to measure DNA with a precision of $\pm 400$ bp within 1 minute (20 measurements) of an DNA molecule extended to 8.36 $\mu$m (Figure 1.8(c)).[56] The main advantage of DNA extension by nanochannel confinement is the possibility of stretching longer DNA molecules than is possible with molecular combing, as Tegenfeldt et al. have demonstrated DNA extension $>10^6$ bp in length.[56] However, constant extension lengths are not achieved.

### 1.2.7 Direct DNA Sequencing Using Nanopores

This technique promises, compared to Sanger sequencing, high speed sequencing without the need for DNA cloning (amplification by enzymes) or labelling. In the nanopore sequencing approach, a nanopore a few nanometers in diameter, either biological (protein pore in a lipid bilayer) or solid-state, separates two electrolyte filled chambers.[58] A voltage applied across the nanopore creates an electric field that causes ions to flow through the pore. Negatively charged, coiled up DNA present in one of the chambers can be uncoiled and passed through the nanopore by the action of the electric field. During translocation through the pore, the DNA partially blocks the ion flow through the pore, modulating the ion current. The narrowness of the pore, typically less than 5 nm, ensures base by base, sequential translocation of the DNA strand, potentially allowing direct read out of the base sequence. However, while this approach can clearly distinguish between an open and a blocked pore by means of the
modulated blockage current, it cannot attribute the modulated current to a single nucleotide, because the blocking current is the result of at least 10 nucleotides inside the pore at any one time, even for the shortest nanopore of 5 nm.[8] Even an infinitely thin nanopore has a readout region of 3 nm, much more than the required 0.4 nm that separate two successive bases.[8] Various alterations have been shown to overcome this resolution limit. One ensures the presence of only one nucleotide inside the pore at any one time. Exonuclease that is attached to the top of a α-hemolysin pore cleaves off individual nucleotides from the end of the target strand.[8] An aminocyclodextrin adaptor fitted within the nanopore then measures the blocking current of each nucleotide.[8] The blocking current of a pore filled with nucleotides was shown to differ from that of a free pore, and the blocking current was shown to be dependent on the nucleotide within the pore.[8] However, the single file translocation, as in an intact DNA strand is lost, so that for sequencing it has to be made sure that each cleaved off base is translocated and expelled at the other side that mirrors the actual DNA sequence.[8]

Another potential limitation is the high translocation speed of DNA through the pore. A typical bias of 150 mV gives a speed of 1 nucleotide per microsecond, which would have to be slowed down to at least 1 nucleotide per millisecond to resolve pA modulations in the current.[8] Processive enzymes have been shown to reduce the DNA translocation rate to a few milliseconds per base, which is achieved as the enzyme binds to the DNA and prevents the DNA strand from moving into the pore quicker than the processing rate of the enzyme.[8]

These nanopore sequencing methods are still in their infancy, but provide potential advantages over concurrent sequencing methods. The main challenge at present is how to increase the rate of sequencing.
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1.2.8 Direct DNA sequencing via Tip-Enhanced Raman Spectroscopy

Tip-Enhanced Raman Spectroscopy (TERS) allows direct analysis of the DNA by detection of unique vibrational spectroscopic fingerprint for each nucleotide base (Figure 1.9(ii) and (iii)). In TERS, the DNA molecule, located on an atomically flat surface, is placed within the strong optical near-field of a sharp metal tip[3] or a metal nanoparticle attached to an AFM tip[59] (Figure 1.9(i)), providing enhancements in the Raman intensities for improved sensitivity.

Enhancements of about $10^4$ on a single-stranded RNA polymer have been demonstrated, as well as single nucleotide base sensitivity.[3] The use of the AFM tip also provides topographic information. The spatial (lateral) resolution is limited by the AFM tip or particle diameter, ranging between...
5 and 20 nm, so that the interaction area between the tip and the sample spans several nucleotide bases, which will all be visible in the TERS spectrum obtained from this region.[3] Conceptually, single nucleotide base resolution can still be achieved by determining the TERS spectrum at lateral locations on the DNA strand separated by the base-to-base separation, with differences in TERS spectra revealing differences in base content and composition.[3] However, the effectiveness of this concept has not yet been experimentally verified. The advantages of TERS are direct analysis of the DNA strand without the need of labelling, single molecule analysis and single base sensitivity. However, the high lateral resolution relies on linearised DNA strands. Bailo et al. have not stretched strands, but looked for appropriate linearised strands, which is time consuming.[3]
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The thesis outline is as follows:

Chapter 2 presents a literature overview of previous experimental results and theoretical models about the evolution of quantum dot fluorescence under continuous illumination under various atmospheric conditions. The experimental setup for QD illumination and XPS experiments is detailed, and the experimental results on the investigation of the effect of oxygen and water on the QD fluorescence are presented.

Chapter 3 is an experimental investigation into possible DNA wrapping around quantum dots. A literature overview about experimental results and theoretical models of DNA strand wrapping around nanostructures is presented. The sample preparation procedures and experimental setup are detailed, followed by the presentation of experimental results on imaging of mixtures of DNA and QDs.

Chapter 4 introduces the theoretical and experimental background regarding surface plasmon polaritons and fluorescence enhancement. The fabrication techniques of gold nanovoids are detailed and the theoretical localised surface plasmon modes for various nanovoid geometries are modelled. Experimental results of fluorescently labelled DNA stretched over glass, gold and nanovoid substrates are compared, and fluorescent lifetime measurement results of fluorescently labelled DNA stretched over glass and nanovoids are presented.

Chapter 5 presents a summary of the experimental results of the previous chapters and gives suggestions for future work.
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2 Influence of the Atmosphere on Quantum Dot Fluorescence

Colloidal semiconductor quantum dots (QDs) potentially lend themselves as attractive biomarkers for single DNA analysis due to their high quantum yield, high photo-stability, and the possibility of facilitated colour multiplexing compared to traditional organic fluorophores.[16] There are, however in part, contradictory reports on the effect of the presence of oxygen and water molecules on QD fluorescence under continuous QD illumination.[60-68] Hence, this chapter investigates, in detail, the effect of oxygen and water molecules on the fluorescence of core/shell CdSe/ZnS QDs.

2.1 Optical Properties of Quantum Dots

This section details the optical properties of colloidal semiconductor quantum dots, which includes theoretical models and experimental observations typically found in the literature, as well as a comparison of the optical properties of quantum dots and organic dyes.

2.1.1 Energy States

Quantum Dots are semiconductor nanocrystals of a few nanometres in diameter, in which an electron is confined in all three spatial dimensions, leading to quantum effects. We first consider the case of a bulk semiconductor in 1 dimension of length $L$. Neglecting the ionic potential from the core ions of the lattice, the energy of an electron is equal to the kinetic energy, which is equal to (appendix A.1)

$$E = \frac{\hbar^2 k^2}{2m_e} = \frac{\hbar^2 n^2 \pi^2}{2m_e L^2} \quad (2.1)$$
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where \( k = \frac{n \pi}{L} \) is the wavevector, \( n > 0 \) is a positive integer, \( m_e \) is the electron mass and \( \hbar \) is the reduced Planck’s constant. Neighbouring states in k-space are separated by (appendix A.1)

\[
\Delta k = \pi / L \tag{2.2}
\]

For macroscopic values of \( L \), \( \Delta k \) is small, so that the energy levels merge into a continuous energy band (Figure 2.1(a)). In a periodic lattice of period \( a \), the periodic ionic potential due to the core ions can be assumed to be sinusoidal (appendix A.1), and electrons in a periodic lattice diffract off the periodic lattice potential, leading to energy bands separated by an energy gap (Figure 2.1(a)). The size of the energy gap is material dependent. In a semiconductor, the valence band is completely filled with electrons while the conduction band is empty. An electron excited from the valence band into the conduction band leaves behind a hole in the conduction band. Due to their electrostatic attraction, the hole and electron can form a bound state, an exciton, which has an average size equal to the Bohr radius (\( R_B \)). A quantum dot is smaller than the Bohr radius and thus is a zero-dimensional structure which confines the exciton in all three dimensions, leading to quantum effects.

There exist two confinement regimes: depending on the relative size of the QD radius (\( R \)) and the Bohr radius (\( R_B \)), the exciton can be either weakly or strongly confined. If \( R > R_B \), the exciton is weakly confined and the electron and hole can be considered as a single particle (the exciton) held together by the coulombic attraction between the oppositely charged electron and hole, and weak quantum effects already occur. If \( R < R_B \), the electron and hole are strongly confined, resulting in an increase in the kinetic energy to a value much greater than the coulombic attraction, so that the electron and hole are unbound from each other and can be considered as individual particles. The exciton Bohr radius is equal to[69]

\[
R_B = \frac{4 \pi \varepsilon_0 \hbar^2}{m_e e^2} \tag{2.3}
\]
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where \( \varepsilon = \varepsilon_0\varepsilon_r \) and \( \varepsilon_0/\varepsilon_r \) is the dielectric constant of free space/the crystal, \( m_r \) is the exciton reduced mass, which is defined as

\[
\frac{1}{m_r} = \left( \frac{1}{m_e^*} + \frac{1}{m_h^*} \right),
\]

where \( m_{e/h}^* \) is the effective mass of the electron/hole in a semiconductor due to interaction with the lattice, and \( e \) is the electron charge. Thus, \( R_B(\varepsilon) \) depends on the material, and is typically a few nm in size. For instance, CdSe has a Bohr radius equal to 5.4 nm.

![Dispersion curve](image)

*Figure 2.1: Dispersion curve of an electron inside (a) a bulk semiconductor and (b) a semiconductor quantum dot (adapted from [69]). The discrete energy levels in a QD can be labelled with quantum numbers \( n, L \) and \( F \) (as shown for a CdSe QD [71] in figure 2.1(b)).*

The reduction in material size increases the separation between states in \( k \)-space (Figure 2.1(b) and equation 2.2), so that the energy spacing between neighbouring states increases (equation 2.1), leading to the formation of discrete energy levels (figure 2.1(b)). The energy levels of a strongly confined electron and hole in a QD can be labelled like atomic orbitals with the principle quantum number \( n=1, 2, 3, \ldots \) and the orbital angular quantum number \( L=0, 1, 2, \ldots = S, P, D, \ldots \). The hole states are additionally...
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labelled with the subscript $F$, which is the total angular momentum quantum number $\tilde{F} = \tilde{L} + \tilde{J}$, and takes into account the Bloch function angular momentum $J$ due to confinement-induced mixing between different valence subbands.[71]

The increase in kinetic energy with reduced dimensionality (equation 2.1) leads to an increased energy gap in QDs compared to in bulk ($E_g(bulk)$) (Figure 2.2(a) in section 2.1.2). The energy gap in a spherical QD in the strong confinement regime is equal to [72-74]

$$E_g(QD) = E_g(bulk) + \frac{h^2 \pi^2}{2m_e R^2} \frac{1.8e^2}{\varepsilon R}$$  \hspace{1cm} (2.4)

The first term of equation 2.4 is the bulk crystal band gap, the second term is the lowest kinetic energy of the excited electron and excited hole, while the third term describes the attractive Coulomb interaction between the excited electron and the excited hole, and is negligible relative to the kinetic energy in the strong confinement regime. As can be seen from equation 2.4, unlike in bulk, the energy gap in a QD is not constant, but varies with QD size, with a reduced QDs radius yielding an increased energy gap.

2.1.2 Fluorescence and Absorption Spectrum

In the QD ground state, the valence band is filled with electrons, and the conduction band is filled with holes. Light of energy equal to or higher than the energy gap can excite an electron into the conduction band, leaving behind a hole in the valence band. Both excited charge carriers non-radiatively relax to the energy gap edge within a few picoseconds. Radiative electron-hole recombination, across the energy gap, occurs within nanoseconds, releasing a photon of energy equal the energy gap (equation 2.4 in section 2.1.1).

Due to quantisation, the density of states in a QD consists of well-separated delta-like states (Figure 2.2(b)), whereas the density of states of a bulk semiconductor scales as the square-root of the energy (Figure 2.2(b)). Figure 2.2(a) shows the allowed optical transitions in a QD, which should
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be clearly identifiable in the QD absorption spectrum. While the first absorption peak is clearly identifiable, higher energy excitation peaks merge into a continuous absorption spectrum (Figure 2.3(i)). This is due to two reasons (1) the energy spacing between energy levels decreases with increasing energy, and (2) broadening in the individual energy peaks (see below). Beyond the first excitation peak, the absorbance increases with increasing excitation energy (Figure 2.3(i)), due to a higher density of states at higher energies. The absorption onset and fluorescence peak is blue-shifted in QDs relative to the same bulk crystal, and the energy gap increases with smaller QD size (Figure 2.3(i) and 2.3(ii)) as the energy gap in QDs is strongly dependent on QD size (equation 2.4 in section 2.1.1).

The absorption and fluorescence peaks are broadened homogeneously and inhomogeneously: Homogeneous (intrinsic) broadening occurs in single QDs and is caused mainly by electron-phonon interactions. According to the Heisenberg uncertainty principle $\Delta E \Delta t \geq \hbar$, where $\Delta E$ represents the uncertainty in fluorescence energy and $\Delta t$ the fluorescence lifetime, phonon interactions shorten the fluorescence lifetime, broadening the fluorescence peak. Phonon-interactions and thus the width of the fluorescence peak can be reduced with decreasing temperature.\cite{75, 76} In a QD ensemble, additional broadening due to a distribution of sizes and shapes in QDs, and a distribution of localised charges on the QD surface, occurs (inhomogeneous or extrinsic broadening). Charges on the QD surface can induce a local electric field,
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thus altering the separation between excited electron and hole, modifying the fluorescence energy (Stark effect).[77, 78] Temporal fluctuations in the local electric field can thus broaden the fluorescence peak for QD ensembles.[77]

![Figure 2.3](image)

*Figure 2.3: (i) Absorption spectrum and (ii) fluorescence spectrum of core CdSe (dashed line) and core/shell CdSe/ZnS QDs (continuous line) of core diameters of (a) 2.3 (b) 4.2 (c) 4.8 (d) 5.5 nm[17]; (iii) Energy level diagram of the lowest exciton state and the ground state (GS) in a CdSe QD. States are labelled according to the total angular momentum projection along the wurtzite hexagonal axis.[80]*

The fluorescence peak is experimentally observed to be red-shifted relative to the absorption onset (Stokes shift), which cannot be explained by equation 2.4 in section 2.1.1. The Stokes shift is equal to a few milli-electron-Volts (meV), and increases with increasing confinement.[79] To explain the Stokes shift, equation 2.4 must be extended to include the electron-hole exchange interaction, and an asymmetric crystal field.[79, 80] The effect of this is to lift the degeneracy of the lowest excited state $1s(e)-1s_{3/2}(h)$, splitting it into five separate states[79, 80] (Figure 2.3(iii)). All of these states are optically active, except the first and third lowest in energy, $E_{\pm 2}$ and $E^L_{0}$, which are optically dark.[80] Absorption is to the lowest bright state, from where thermal relaxation to the lowest dark state occurs. [79] Emission is from the dark state and is mediated by longitudinal-optical phonons, to conserve momentum.[79] Thus, the Stokes shift is equal to the energy difference between the two lowest states, which increases with increasing confinement.[79]
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2.1.2.1 Surface Trap States

A surface trap state is a site on the QD surface that can trap a photogenerated charge carrier from the QD core. The trapped, localised charge carrier decays via a route other than fluorescence, so that surface traps have the effect of reducing the fluorescence quantum yield. As the surface to volume ratio is large in QDs, the limitation of surface trap states is crucial to obtaining high quantum yields. Surface trap sites include dangling (unpassivated) surface atoms, surface defects, and unbonded (free) electrons, and their occurrence can be minimised by coating the QD core with ligand molecules or a few monolayers of wide-gap inorganic semiconductor.

![Diagram of surface trap states](image)

*Figure 2.4: Illustration of the proposed (i) fast radiative and (ii) slow radiative de-excitation routes via (a) the band edge or (b) deep trap states due to surface selenium (SS) dangling bonds in CdSe QDs. The excited electron either (a)(i) quickly recombines radiatively with the hole in the valence band via the energy gap, or (a)(ii) or relaxes into a long-lived triplet state (TS), which lies a few meV below the singlet state, before radiatively decaying via the energy gap. Both radiative decay mechanisms in (a) yield band edge emission ($\lambda_{bE}$). (b)(i) an electron trapped in the SS state can quickly recombine with a hole in the valence energy levels, resulting in NIR deep trap emission, or (b)(ii) an electron slowly migrates towards a hole trapped in the SS site, before radiatively recombining with each other.[81]*

We now consider core QDs in more detail. Carrier loss to surface trap states yields quantum yields as low as 5%[17] and a broad emission peak that is red-shifted relative to the narrow fluorescence peak (Figure
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2.3(ii)(10x dashed line) in section 2.1.2). The red-shifted broad emission band is attributed to emission from surface trap sites. As an example, in cadmium-selenide (CdSe) QDs the main trap sites for holes are selenium (Se) dangling bonds on the QD surface, which have energy levels within the energy gap[82] (Figure 2.4 left). Radiative recombination of a photo-generated hole trapped within the surface Se dangling site can occur with the photo-generated electron in the QD core that slowly migrates to the QD surface[81] (Figure 2.4(ii)(b)). This yields long-lived, near-infra-red (NIR), deep-trap (DT) emission.[81] Experiments have also revealed a short-lived NIR emission component, which is attributed to radiative recombination of an electron in the Se dangling bond with a photo-generated hole in the valence band[81] (Figure 2.4(i)(b)). Furthermore, the effect of surface trapping of one charge carrier is that a single delocalised charge carrier within the QD core is left behind, which induces non-radiative decay of subsequently photo-generated excitons, resulting in a non-fluorescent QD (section 2.2.1).

By coating tri-n-octylphosphine oxide (TOPO)-ligands around a CdSe QD core Se surface sites are passivated by lifting the energy levels from the dangling atoms out of the energy gap with the ligand potential, leaving the energy gap free of dangling orbital states.[83] A few monolayers of ZnS around the CdSe QD core, on the other hand, passivates both Se and Cd surface sites. The energy gap of the ZnS shell exceeds that of the CdSe core, ensuring that photo-excited carriers stay confined within the QD core, further reducing carrier trapping into any remaining surface traps. The addition of a passivating semiconductor shell around a QD core slightly red-shifts the absorption onset and the fluorescence peak (Figure 2.3(i) and (ii) in section 2.1.2), as the electron wavefunction is less confined and thus extends partially into the QD shell.[17] Core/shell QDs, such as CdSe/ZnS, can reach quantum yields in excess of 50%[17] or even up to 85%.[84]
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2.1.3 Inorganic Quantum Dots and Organic Fluorophores

Quantum dots have several advantages as fluorescent labels compared to organic fluorophores, such as rhodamine, fluorescein or cyanine dyes, and this is leading to their increased use in biological analytical applications.[85-88]

First, the energy of the fluorescence peak of fluorophores is specific to the fluorophore composition. In contrast, in QDs, the fluorescence peak can be tuned with QD size. For instance, a 2.3 nm diameter CdSe QD emits at 480 nm, while a 5.5 nm diameter CdSe QDs emits at 650 nm; QDs spanning the whole of the visible spectrum can be fabricated.[17] Figure 2.5 shows the absorption and fluorescence spectrum of a typical quantum dots (Figure 2.5(a)) and fluorophore (Figure 2.5(b)).

It can be seen that while fluorophores have a red-tailed fluorescence peak, QDs have a narrow, symmetric fluorescence peak. The full-width-half-maximum (FWHM) of the fluorescence peak ranges between 35 to 100 nm for fluorophores,[16] and is equal to only 30 nm for QDs with a 5% size-variation.[89] The absorption spectrum of QD is broader than that of fluorophores (Figure 2.5(a) and 2.5(b)). The narrow symmetric fluorescence peak and broad absorption spectrum of QDs, compared to a broad fluorescence peak and narrow absorption spectrum of fluorophores, makes QDs suitable for multiplexing applications, yielding more fluorescence colours with a single excitation wavelength. For instance, up
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to five different fluorescence colours can be used simultaneously with a single excitation wavelength using QDs, while this number is reduced to three with fluorophores.[16]

QDs can absorb and fluoresce more efficiently than fluorophores, yielding higher fluorescence intensities from QDs compared to from fluorophores. For instance, the extinction coefficient at the first absorption peak in QDs can range from $10^5$ to $10^6 \text{ M}^{-1}\text{cm}^{-1}$, while extinction coefficient of fluorophores at the absorption peak is equal to only $(0.25$ to $2.5)\times10^5 \text{ M}^{-1}\text{cm}^{-1}$.[16] The quantum yield of organic fluorophores in the visible can vary considerably depending of the dye, equalling for example 3% for Cy3 in ethanol and 97% Fluorescein in ethanol.[16] Quantum yields of 50%[17] and up to 85%[90] have been reported for core/shell QDs.

Also, core/shell QDs are more resistant to photobleaching than fluorophores, owing to the shell: the semiconductor shell around the QD core protects the fluorescing QD core from photo-induced reaction with surrounding oxygen (photo-oxidation), which can result in photo-bleaching.[17] This makes QDs more suited for observations over longer timescales, such as dynamic and quantitative measurements. For instance, QDs resist photo-oxidative bleaching for more than 6 times longer than Alexa fluorophores when excited at 485 nm with a 100 W mercury lamp.[11]
2.2 Blinking and Photo-induced Fluorescence Enhancement

Blinking and photo-induced fluorescence enhancement (PFE) are two phenomena observed for quantum dots (QDs) when continuously illuminated. In contrast, fluorophores only blink when illuminated, albeit by a different mechanism, as compared to QDs. This chapter looks into the proposed origin of blinking and PFE in quantum dots, as well as reported atmospheric effects on PFE.

2.2.1 Blinking

The random switching between an emitting (bright) and non-emitting (dark) state of a continuously excited emitter is called blinking or fluorescence intermittency (FI) (Figure 2.6). The uncorrelated FI between single emitters means FI is averaged out in ensembles and thus observable in single emitters only.

Fluorophores blink because of photo-induced fluorophore isomerisation. Photo-induced reorientation of the π-electrons from the anti-bonding orbital about the sigma bond[94] results in a change in the absorption resonance of the fluorophore isomer compared to the fluorophore. Thus, the excitation energy for the fluorophore cannot excite the fluorophore isomer which is now in a dark state. In contrast, the blinking in QDs is believed to be due to switching between a neutral (bright) and charged (dark) QD state.[95, 96] Gooding et al. have shown that injection of holes into CdSe/ZnS QDs results in complete emission quenching.[97] An exciton in a neutral QD, within nanoseconds of excitation, radiatively
recombines across the energy gap, emitting a photon. A charged QD is one that has a single delocalised charge carrier, either a hole or an electron, inside its core. Any subsequently photo-induced exciton non-radiatively transfers its energy to any extra charge carrier present in the core (non-radiative Auger process), instead of emitting a photon.[98] In QDs, unlike in bulk, the non-radiative Auger process occurs on a faster timescale than fluorescence (picoseconds and nanoseconds, respectively), as it is mediated by the Coulomb interaction, which is increased in QDs compared to in bulk.[99]

QD charging (darkening) is a result of trapping of a hole or electron, leaving behind a single delocalised charge carrier inside the QD core (QD ionisation). The QD returns to a bright state when the core is neutralised, which occurs via the (thermal) return of the trapped charge to the QD core, the capture of an electron from the surrounding into the QD core[100] or an additional Auger ionisation event. The trap states are proposed to be those on the QD surface or in the QD environment (such as deep traps in the surrounding matrix[101]). Ionisation events have been experimentally shown to become more frequent with increasing excitation intensity, due to an additional Auger process involving a neutral QD that contains two excitons simultaneously inside the core.[102]. Auger-assisted tunnelling is the main ionisation route to capping and substrate traps for excitation intensities in excess of 0.1 kW/cm² (emission peak at 575 nm, excitation at 488 nm).[102] In this regime, a second exciton can be excited before the first had time to radiatively relax via the energy gap. The recombination energy of one exciton is then given non-radiatively to a charge carrier in the second exciton, transferring that charge carrier to a higher energy state, from where it can either relax non radiatively or scatter to a surface trap or an external trap state, ionising the QD.[103]

Blinking has been experimentally suppressed by coating the core QD with a semiconductor shell[95] or by coating with electron-donating molecules.[93] For instance, ZnS coated CdSe QDs showed longer on states and fewer off states than bare CdSe QDs, which is attributed a reduced likelihood of charging events due to passivated surface trap
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As another example, the addition of thiols to aqueous solution of CdSe/ZnS/streptavidin QDs has been experimentally shown to considerably prolong the duration of the QD on-state (Figure 2.6), which is due to the filling of vacant electron surface trap states on the QD surface by electron donating thiols, reducing the capturing frequency of core electrons. A similar charge transport hypothesis has been suggested to explain reduced blinking of CdSe QDs surface functionalised with oligonucleotides. An indium tin oxide (ITO) substrate has also been shown to suppress blinking, by donating electrons to traps below the CdSe QD conduction band edge, which can then quickly recombine with any single delocalised hole inside the core.

The absence of oxygen has also been experimentally shown to increase the mean on-time duration in CdSe/ZnS QDs, but does not change the mean off-time duration. This is attributed to a photo-induced reaction of the QD with the electro-negative oxygen, such as transfer of an Auger electron from the QD core to surface adsorbed oxygen, leaving behind a positively charged dark QD and oxygen radical anion (superoxide).

Jin et al. have suggested that only positively charged QDs are dark, as derived from observations that blinking is suppressed by the presence of electron donors and enhanced by the presence of electron scavengers, and that negatively charged QDs have a fluorescence yield of up to 15% of that of neutral QDs, which might be bright enough to be considered an on state. However, experimental results that show a reduced duration of the dark state in the presence of electronegative oxygen suggest that the dark state is depopulated by electron transfer to adsorbed oxygen, implying that negatively charged QDs are also dark. However, there is no consensus on this in the literature.

Experiments have revealed occasional shifts in emission energy following an off-period. These Stark shifts are attributed to a permanent redistribution of charges localised on the QD surface during a trapping and de-trapping event, which changes the local electric field on the QD surface. It has been shown that a QD have a permanent...
internal dipole moment due to charges localised on the QD surface,[107] and that a change in surface charge causes spectral shifts in the fluorescence peak.[77]

A power law dependence on the blinking decay (number of on/off times versus on/off duration) is observed experimentally, and various models have been suggested to explain this, such as a distribution of many trap states[108] and a fluctuating barrier model.[109]

### 2.2.2 Photo-induced Fluorescence Enhancement Models

Photo-induced fluorescence enhancement (PFE) has been observed in continuously excited CdSe/ZnS core/shell QD ensembles under various conditions, such as dissolved in solution, on substrates prepared as mono- or multilayers,[110] on various substrates[67, 110] under dry and humid gaseous atmospheres,[67] and various capping agents.[67, 111]

Accordingly, various theories have been put forward to explain the origin of PFE, such as (i) photo-induced passivation or neutralisation of trap sites on the QD surface by photo-induced adsorption of water molecules[64, 112] (ii) photo-induced re-arrangement of capping agents on the QD surface[66] (iii) photo-ionisation of QDs and ejected electrons suppressing the photo-ionisation of nearby QDs (photo-electrification)[110, 112-115] and (iv) photo-neutralisation of charged sites in and outside the QDs.

Furthermore, the fluorescence yield of QD has been found to depend upon the presence of oxygen (as an electron acceptor and by energy transfer),[64, 92] electron donors or acceptors,[116-119] as well as the properties of the substrate[120] and QD density (mono- or multilayers).[110] This section aims to summarize the main PFE theories suggested in the literature.

#### 2.2.2.1 Photo-electrification

According to the photo-electrification model, in addition to radiative recombination across the energy gap, there exist trap states in the glass substrate and the QD capping agent to which an excited electron in the QD core can tunnel.[110] Trapped carriers in the capping agent can quickly
return to the QD core followed by radiative recombination across the energy gap, resulting in no overall loss of fluorescence, but carriers trapped in the substrate are lost, as they either thermally relax to the QD ground state (if trapped in a near substrate trap state), or stay trapped in the long-lived, far trap state (Figure 2.7).[110]

![Diagram of Photo-electrification model](image)

**Figure 2.7**: Illustration of the Photo-electrification model: allowed transitions for a monolayer of TOPO capped core/shell CdSe/ZnS QDs on glass: electrons in the excited QD state $|E\rangle$ can auger-tunnel to substrate trap states $T_{sn}$ and $T_{sf}$ (near and far substrate traps, respectively) at a rate of $k_{sn}$ and $k_{sf}$, respectively. Electrons in $T_{sn}$ can return to the QD ground state $|G\rangle$ at a rate of $k_{sr}$ via thermal relaxation through trap sites with various energy levels existing in the substrate, while electrons in the capping traps return to the excited QD state at a rate of $k_c$. CdSe/ZnS QDs were illuminated on glass under a dry nitrogen atmosphere.[110]

The electrostatic potential due to electrons trapped in far substrate trap states in the substrate suppresses electron tunnelling from the core of nearby neutral QDs to the substrate, and as a result, increases trapping to the capping agent, reducing carrier loss.[110] The capping agent is assumed to be far enough away from the far substrate traps as not to be affected by the electrostatic blockage.[110] Continuous excitation builds up the electron population in the far substrate trap state, with a consequently increased electrostatic blockage reducing carrier loss to the substrate, which increases the QY of the QD ensemble.[110] Stabilisation of the population in the substrate and capping trap states after prolonged illumination saturates the quantum yield.[110] Although at the saturation point more ionised QDs exist in the ensemble than before illumination, the quantum yield of the still neutral, emissive QDs is higher than before saturation, yielding an overall PFE effect.[110] Auger-assisted tunnelling
2.2 Blinking and Photo-induced Fluorescence Enhancement

is suggested to be the main ionisation route for excitation intensities in excess of 0.1 kW/cm² (emission peak at 575 nm, excitation at 488 nm).[102]

2.2.2.2 Photo-transformation Model and Fluorescence Quenching by Surface Ligands

PFE has been experimentally observed for continuously excited CdSe/ZnS QDs capped with various surface ligands.[66] It is suggested that an electron or hole trapped in a QD surface trap state either non-radiatively decays to lower-lying traps, eventually producing lower energy emission, or thermalises back to the QD core, where subsequent, delayed radiative decay via the energy gap occurs (Figure 2.8(a)). The PFE is then attributed to the stabilisation of those surface traps, increasing the likelihood of trapped charges returning to the QD core (Figure 2.8(a)), effectively reducing carrier loss and increasing the fluorescence yield.

![Figure 2.8](image_url)

**Figure 2.8:** Effect of surface ligands (a) PFE model of photo-transformation[66] (b) fluorescence quenching: different surface ligands on CdSe surface (b)(i) Schematic of energy levels of excitons at the surface of thiol capped CdSe QD. QDs are dissolved in water[121] (b)(ii) fluorescence spectrum with surface ligands thiophenol, p-hydroxy thiophenol, toluenethiol, TOPO.[121]

The stabilisation of surface traps is attributed to the photo-induced rearrangement of ligands on the QD surface. Stabilisation by water, either through coordination through oxygen or due to the water dipole moment, has also been suggested to occur.[66] Experimental evidence for the
stabilisation of surface traps is an increase in fluorescence lifetime that accompanies PFE with illumination.[66]

Various hole-accepting (electron-donating) ligands on the QD surface have been experimentally shown to quench QD fluorescence[121](Figure 2.8(b)(ii)). This is attributed to quick charge separation of an exciton in the QD, as observed in a reduced fluorescence lifetime with hole-accepting compared to non-hole accepting ligands on the QD surface.[121] It is suggested that surface ligands scavenge a photo-excited hole from the valence band edge if the redox potential of the ligand lies within the QD energy gap[121] (Figure 2.8(b)(i)). Electron acceptors, such as benzoquinone, can also quench QD fluorescence.[119] Furthermore, the photo-excited hole scavenged by a surface-thiol can be a precursor to QD oxidation (section 2.2.2.4).

2.2.2.3 Effect of Water

Two main theories exist as to the role of atmospheric water in PFE: (i) photo-activation[115, 122] and (ii) photo-neutralisation.[68] Water is also suggested to facilitate QD dark state depopulation in the presence of oxygen[64] (section 2.2.2.4).

2.2.2.3.1. Photo-activation

According to the Photo-activation model, under illumination, atmospheric water molecules adsorb onto the CdSe QD surface where they photo-passivate surface trap states, causing PFE[122] (Figure 2.9, path A). There are two examples of evidence supporting this theory: (i) PFE occurs under humid atmospheres (oxygen (O₂) and nitrogen (N₂)), but not under dry atmospheres, for illuminated CdSe QDs-this suggests water is central to PFE, and (ii) cycling from vacuum to ambient air increases the fluorescence bandedge peak, and decreases the deep trap emission peak, suggesting trap state passivation occurs. The non-complete reversibility of the bandedge fluorescence intensity upon return from air to vacuum has lead Cordero et al. to suggest the incomplete removal of all surface adsorbates, i.e. photo-dissociative adsorption: the presence of chemisorbed
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OH groups and H atoms, in addition to the physisorbed H$_2$O molecules, on the QD surface.[122]

![Diagram](image.png)

*Figure 2.9: Photo-activation model: Light induces adsorption of water molecules onto QD surface (path A); water adsorbates oxidise QD surface (path C), quasi-reversible adsorption under return from air to vacuum (path B), or under dark conditions. Samples were monolayers of CdSe QDs and CdSe/ZnS QDs on glass.[122]*

Signs of QD photo-oxidation, i.e. fluorescence decay, fluorescence peak blue-shift and broadening of the fluorescence peak (section 2.2.2.4.1), occur under prolonged illumination of CdSe QDs under ambient air, and is assigned to water oxidising the QD surface (Figure 2.9, path C). However, ambient air does contain oxygen molecules, so that under ambient air photo-oxidation by oxygen cannot be excluded. Furthermore, a faster PFE is observed for core CdSe QDs compared to core/shell CdSe/ZnS QDs illuminated under air.

2.2.2.3.2. Photo-neutralisation

It is assumed that some traps on or near the QD surface are charged, creating a local electric field that increases the exciton size, and hence induces a Stark fluorescence red-shift, and induces carrier trapping into charged traps.[68] Trapping switches the QD from an “on” to an “off” state, with the switch back to the “on” state occurring after the trapped charge returns into the QD core. According to the photo-neutralisation model, illumination photo-induces the adsorption of ambient water molecules onto the QD surface, and the polar water adsorbates electrostatically shield the charges in trap sites, neutralising, and thus
inactivating, charged traps.[67, 68, 123] As a result, trapping events are less frequent and the emission yield is increased.[68]

![Figure 2.10: The Photo-neutralisation model: (a) reversible fluorescence peak blue-shift and peak sharpening of single QD when atmosphere is cycled between vacuum (A,C) and H$_2$O/N$_2$ atmosphere[68] (b) fluorescence timetrace of single QD in (ii)(a) vacuum and (ii)(b) under an H$_2$O/N$_2$ atmosphere.[67] Samples were CdSe/ZnS/TOPO QDs.[67, 68]

Experimental evidence for the photo-neutralisation model are (i) longer “on” times in single QDs in the presence compared to in the absence of water molecules[67] (Figure 2.10(ii)), suggesting that water adsorbates suppress the occurrence of carrier trapping[67] and (ii) upon transfer of a single QD from vacuum into humid nitrogen atmosphere (a) a reversible blue-shift occurs[68] (figure 2.10(i)), indicating a reduced stark red-shift due to water adsorbates shielding the charged surface traps[68] and (b) the fluorescence peak width narrows[68] (Figure 2.10(i)) suggesting reduced fluctuations in charged surface traps and thus internal electric field, which otherwise broaden the fluorescence peak.[68]

It should be noted that the PFE behaviour of core/shell CdSe/ZnS QDs[67] (TOPO capped) differs from those of core CdSe QDs (HDA capped).[122] In the absence of water, PFE does not occur for core QDs,[122] but an increase in quantum yield by about 40% is seen within 20 minutes of illumination does occur for core/shell QDs[67, 123] (excitation at 488 nm, 66.7W/cm$^2$ and 610 nm fluorescence peak).[68]
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2.2.2.4 Effects of Oxygen

Various reports, some conflicting, describing the effects of oxygen on the QD fluorescence yield and PFE effect, exist.[61, 64, 122, 124] One of the earliest of these studies was that of van Sark et al. where a reduction in the fluorescence of CdSe/ZnS QDs in air was observed along with a fluorescence spectral shift to the blue.[61] It was suggested that the QDs were photo-oxidised and this resulted in both a reduction in the core size as well as a possible degradation of the ZnS shell. On the other hand, and initial PFE has been observed to precede photo-oxidation in CdSe/CdS and CdSe QDs, which is attributed to photo-corrosion.[125] Also, reversible fluorescence reduction under oxygen has been observed for CdSe/ZnS QDs, which is attributed to shortening in the “on” time duration of blinking QDs.[65] The “on”-time shortening is explained by oxygen charging the QD by transfer of an Auger electron from a neutral QD core to surface adsorbed oxygen, creating a positively charged, dark QD and superoxide. This is in contrast to Muller et al.[64] who, have observed a shortening in the “off” time duration under ambient air, compared to under vacuum, for CdSe/ZnS QDs, and as a result, an increase in the fluorescence yield under air. This is attributed to the de-charging of dark QDs by the direct transfer of a single electron from the QD core at the conduction band to surface adsorbed oxygen, creating a neutral, bright QD and superoxide.[64] In contrast to oxygen (which is assumed to be dry), air also contains water molecules, which may facilitate the electron transfer process from QD core to oxygen adsorbates.[64]

This section summarises the main theories on the effect of oxygen on the QD fluorescence yield and PFE effect.

2.2.2.4.1 Photo-oxidation

Photo-induced oxidation (photo-oxidation) of the QD core creates new surface trap states and shrinks the QD core, resulting in an irreversible reduction in fluorescence quantum yield, an irreversible blue-shift and broadening of the fluorescence peak under continuous excitation[61] (Figure 2.11). Broadening of the fluorescence peak is suggested to be due
to fluctuations in exciton-size as the local electric field fluctuates with redistributing surface charge during a trapping and de-trapping event. Broadening may be assigned to fluctuations in exciton size due to fluctuations in the local electric field arising from surface charge redistribution during a trapping and de-trapping event.[106]

![Figure 2.11: Effect of photo-oxidation: fluorescence spectrum of a single CdSe/ZnS core/shell QD at various illumination times excited under ambient air. The non-epitaxial ZnS shell is 4 monolayers thick.][61]

CdSe QDs are usually coated with a ZnS shell, which is structurally similar to and has a higher band gap than CdSe, which passivates surface trap states[118] and hence increases the fluorescence yield. The ZnS shell is also suggested to prevent photo-oxidation of the QD core in air (CdSe/ZnS, TOP/TOPO QDs under air[122]). However, photo-oxidation of CdSe/ZnS core/shell QDs has been observed under ambient air.[126] This is attributed to partial exposure of the core to oxygen due to incomplete core coverage by the ZnS shell or a too low a ZnS thickness (< 1.3 monolayers). [17] However even, a thick (4 monolayer) ZnS shell can be permeable to oxygen, as oxygen is suggested to diffuse through grain boundaries, which exist in non-epitaxially grown shell, to the CdSe core.[61, 126] Suggested photo-oxidation products for core/shell QD oxidation include the formation of CdSeO\(_x\), where \(x\)=2 or 3, at the core/shell boundary for a thick, non-epitaxially grown shell,[126] or SeO\(_2\) if the CdSe core is only partially/sparsely covered by ZnS shell.[17] For core CdSe QDs, either SeO\(_2\) forms via the reaction CdSe+O\(_2\) \(\rightarrow\) Cd\(^{2+}\)+SeO\(_2\), if a Cd-passivating TOPO coating is present that leaves
unpassivated surface Se atoms free to react with adsorbed oxygen, or a compound oxide forms, such as CdSeO$_3$ via the reaction:\[127\] CdSe+3/2 O$_2$ \(\rightarrow\) CdSeO$_3$, if no coating is present, leaving both Cd and Se unpassivated surface sites.\[127\] Photo-induced oxidation is suggested to be the result a reaction of the QD with reactive oxygen species such as singlet oxygen\[128\] which is formed on the QD surface.

Unlike most molecules, oxygen is a triplet in its ground state (\(^3\)O$_2$), as it contains two unpaired electrons of the same spin in its outer most orbital. Spin reversal of one of the unpaired electrons generates singlet oxygen (\(^1\)O$_2$), an excited state of \(^3\)O$_2$, with the lowest \(^1\)O$_2$ state being 0.98 eV (1270 nm) above the \(^3\)O$_2$ ground state.\[129, 130\] The presence of \(^1\)O$_2$ is usually detected by the 1270 nm emission given off during the decay of \(^1\)O$_2$ back to \(^3\)O$_2$.\[131\] The lifetime of \(^1\)O$_2$ varies with the environment, and is equal to 2 to 4 $\mu$s in H$_2$O and 53 $\pm$ 5 $\mu$s in D$_2$O.\[132\] The \(^1\)O$_2$ lifetime is influenced by the O-H vibrational energy in the infra-red near 1270 nm, the excitation energy of \(^1\)O$_2$.\[133\] This is because \(^1\)O$_2$ can non-radiatively decay to the \(^3\)O$_2$ ground state via energy transfer from the \(^1\)O$_2$ to vibrational levels of the solvent molecule H$_2$O.\[133\] An isotope effect is expected because of the mass of D is larger than that of H, and therefore D-O has a different vibrational resonances to H-O. The \(^1\)O$_2$ lifetime is also influenced by reduction-oxidation reactions in the solution.\[134\] The increased singlet oxygen lifetime in D$_2$O compared to in H$_2$O is expected to result in accelerated photo-oxidation under D$_2$O compared to in H$_2$O.

Superoxide (or oxygen radical anion, O$_2$\(^-\)), on the other hand, is an oxygen molecule with an extra unpaired electron, and can be formed by electron transfer. Reports in the literature indicate that irradiated QDs are able to generate reactive oxygen species. A summary on the relevant literature is given in section 2.2.2.4.1.1.
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### 2.2.2.4.1.1 Reactive Oxygen Species Generation by Irradiated Quantum Dots

There are conflicting reports about the potential of CdSe/ZnS QDs generating oxygen radical anions (\(O_2^-\)). The oxygen radical anion has an extra unpaired electron, and is generated via electron transfer to a sufficiently reducing species, such as oxygen (Figure 2.12(i)). The presence of \(O_2^-\) can be detected by electron paramagnetic resonance (EPR). Experimental evidence suggests that irradiated dry CdSe/ZnS and CdSe QDs do not generate \(O_2^-\),[135] in agreement with theory according to which the redox potential of the reaction \(O_2\rightarrow O_2^-\) does not lie within the energy gap of CdSe.[64, 135] Furthermore, a ZnS shell in excess of two monolayers (ML) confines both the hole and the electron within the QD core, further increasing the energy barrier.[135] In contrast, superoxide has been suggested to form on the surface of CdSe/ZnS QDs in an air environment via electron transfer from the QD core to surface adsorbed oxygen molecules,[64, 65] even with a 4.2 ML thick ZnS shell.[64] Specifically, Koberling et al.[65] and Mueller et al.[64] have suggested excited CdSe/ZnS QDs generate superoxide, via electron transfer to adsorbed oxygen molecules, either via direct electron transfer from a negatively charged QD core[64] (section 2.2.2.4.4), or by ejection of an Auger electron from a neutral QD core[65] (section 2.2.2.4.3). Direct electron transfer from the conduction band edge is suggested to be facilitated by the presence of polar water molecules in the air, which broaden the \(O_2\) LUMO state of surface-adsorbed oxygen (Figure 2.12(iii)).

In addition to electron transfer from the QD core, surface trapped charges are also suggested to chemically react with surface adsorbed oxygen molecules. For instance, the reaction of oxygen with holes trapped in surface Se dangling bonds[136] oxidizes surface Se to SeO\(_2\). An equivalent oxidation mechanism, involving electrons instead, has also been proposed, whereby a transfer of electron density from Se\(^{2-}\) surface sites to adsorbed oxygen yields SeO\(_2\).[137]
2.2 Blinking and Photo-induced Fluorescence Enhancement

![Diagram of energy level diagram and proposed route of singlet oxygen formation](image)

Figure 2.12: (i) formation of oxygen radical anion by electron transfer to oxygen [138] (ii) formation of singlet oxygen via energy transfer to triplet oxygen. [138] a is the electronic ground state, b is the excited electronic state (singlet) and c is a triplet state (iii) Energy level diagram of the CdSe QD core and the O$_2$ LUMO state of dry oxygen (O$_2$/O$_2^-$) and hydrated oxygen (O$_2$/H$_2$O) and the redox potential of the O$_2$/O$_2^-$ couple. The redox potential lies above the conduction bandedge and poses an energy barrier. Polar water molecules broaden the LUMO state [64] (iv) Proposed route of singlet oxygen formation from superoxide by an excited titanium dioxide (TiO$_2$) nanoparticle: (1) light creates an exciton within a TiO$_2$ nanoparticle, (2) the exciton recombines, or (3) the electron transfers to surface adsorbed O$_2^-$ (reduction of O$_2^-$) forming the oxygen radical anion O$_2^-$, followed by (4) oxidation of O$_2^-$ with the photo-induced hole which partly forms singlet oxygen O$_2$. [139]

Samia et al. [92] and Zhang et al. [128] have experimentally shown that CdSe and CdTe QDs, respectively, generate singlet oxygen at low yield (~5% for CdSe). [92] Generally, singlet oxygen can be created by energy transfer from an excited state molecule in a triplet state to an oxygen molecule initially in the ground state (triplet energy transfer or TET) [138] (Figure 2.12(ii)). For TET to occur, also the energy transferred must be equal to at least 0.98 eV (1267 nm), which is the minimum energy difference between $^1$O$_2$ and $^3$O$_2$ (Figure 2.12(ii)), and the excited state molecule must be in contact with $^3$O$_2$. [138]

The lowest excited state of a CdSe QD is a triplet state, and thus direct $^1$O$_2$ generation via TET is allowed. [138] CdSe QDs have been shown to generate $^1$O$_2$, via two routes (1) directly via TET, when in
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Oxygen saturated toluene (the QDs were capped with TOPO),[92] or (2) indirectly in water, via energy transfer from an excited singlet state CdSe QD to a singlet state photosensitiser molecule, which transfers to its triplet state, followed by energy transfer to the triplet ground state oxygen.[92] CdSe/CdS/ZnS QDs were shown to generate $^1\text{O}_2$ indirectly via energy transfer from the QD to a photosensitiser molecule.[140] In contrast, CdSe/CdS/ZnS QDs in the absence of a photosensitiser were shown not produce detectable amounts of singlet oxygen,[140] and CdSe/ZnS were shown not to generate free radicals,[135] although the generation of singlet oxygen has been implied by DNA nicking in the presence of CdSe/ZnS QDs.[141]

The formation of singlet oxygen from the superoxide radical has also been proposed to occur on the surface of excited titanium dioxide (TiO$_2$) nanoparticles via the formation of superoxide (Figure 2.12(iv)): a $^3\text{O}_2$ molecule adsorbed onto the TiO$_2$ surface converts into a oxygen radial anion ($\text{O}_2^-$) via electron transfer from the excited state TiO$_2$ nanoparticle, followed by the oxidation of $\text{O}_2^-$ with the excited hole in the TiO$_2$ nanoparticle, forming singlet oxygen ($^1\text{O}_2$).[139]

It is known that, in aqueous solution, an oxygen radical anion can be converted into hydrogen peroxide (H$_2$O$_2$), via spontaneous dismutation of the oxygen radical anion: various such dismutation routes have been suggested to occur:[142, 143]

\[
\begin{align*}
\text{O}_2^- + \text{H}^+ + \text{HO}_2^- & \rightarrow \text{H}_2\text{O}_2 + \text{O}_2 & \text{(i)} \\
\text{O}_2^- + \text{HO}_2^- & \rightarrow \text{H}_2\text{O}_2 + \text{O}_2 & \text{(ii)} \\
\text{O}_2^- + 2\text{H}_2\text{O} & \rightarrow 2\text{H}_2\text{O}_2 + \text{e}^- & \text{(iii)}
\end{align*}
\]

The rate of spontaneous dismutation via reaction (i) is equal to $5\times10^{-5}$ M$^{-1}$s$^{-1}$,[142] so that hydrogen peroxide is present in significant amounts when oxygen radical anions are formed.[142]

Alternatively, heat-induced H$_2$O$_2$ formation in oxygen saturated water has also been suggested to occur.[144, 145] Bruskov et al.[144] observed higher H$_2$O$_2$ formation rates, across a pH range from 6 to 12, if water was additionally saturated with oxygen, compared to just with air, at 40°C. For example, at pH 7.0, the amount of H$_2$O$_2$ produced, after 3 hours
of heating at 40°C, was about 5 nM and 15 nM, in water saturated with just air or additionally with oxygen, respectively.[144] Based on these observations, Bruskov et al.[144] have suggested an additional H$_2$O$_2$ formation route, which is heat induced and is the dismutation of a pair of hydroxyl radicals into hydrogen peroxide. In effect, it was proposed that a hydroxyl ion (OH$^-$) looses an electron, forming a hydroxyl radical (OH˙) and a solvated electron, according to OH$^-$ → OH˙ + e$^{-}_{aq}$; the dismutation of two hydroxyl radicals forms a hydrogen peroxide molecule, according to[144]

\[ \text{OH}^- \rightarrow \text{OH}^+ \rightarrow \text{H}_2\text{O}_2 \]  

(iv)

This reaction is made possible by the presence of an electron acceptor, such as singlet oxygen, in water, as it captures the solvated electron lost by the hydroxyl ion, facilitating hydrogen peroxide formation via reaction (iv). In effect, the mechanism proposed is that ground state oxygen (O$_2$) forms singlet oxygen (1O$_2$) when heated (to 40°C).[144] The singlet oxygen (1O$_2$) accepts an electron from the hydroxyl anion (OH$^-$), resulting in the formation of an oxygen radical anion (O$_2$˙-) and a hydroxyl radical (OH˙), respectively.[144] Two hydroxyl radicals then dismutate to hydrogen peroxide via reaction (iv).[144] The oxygen radical anion (O$_2$˙-) is suggested to also dismutate, forming the electron acceptor singlet oxygen (1O$_2$) and hydrogen peroxide via[144]

\[ \text{O}_2^{˙-} + \text{H}^+ + \text{HO}^+ \rightarrow \text{H}_2\text{O}_2 + 1\text{O}_2 \]  

(v)

Reactions (iv) and (v) are summarised in Figure 2.13.

\[ \text{OH}^{-} \rightarrow \text{OH}^+ + e^{-} \quad \text{O}_2 \xleftarrow{kT} \quad \text{H}^+ \quad \text{H}_2\text{O}_2 \]  

\[ \text{HO}^+ \rightarrow \text{OH}^+ \rightarrow \text{H}_2\text{O}_2 \]  

\[ \text{H}_2\text{O}_2 + 1\text{O}_2 \rightarrow \text{e}^{-} \]  

Figure 2.13: Proposed route to heat-induced hydrogen peroxide (H$_2$O$_2$) formation via the dismutation of hydroxyl radical (OH˙) and oxygen radical anion (O$_2$˙-) in water (reactions (iii) and (iv) in the text): OH$^-$ looses an electron, forming OH$^+$ and a solvated electron (e$^{-}_{aq}$). The dismutation of two OH$^-$ forms H$_2$O$_2$ (reaction (iii) in the text). O$_2$ forms 1O$_2$ through 40°C heat (kT). The solvated electron (e$^{-}$) is accepted by 1O$_2$, forming an oxygen radical anion. The dismutation of the oxygen radical anion, H$^+$ and HO$^+$ forms H$_2$O$_2$ and 1O$_2$ (reaction (iv) in the text).[144]
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Similarly, ZnS powder irradiated with an electron beam forms ZnO and volatile SO$_2$.[146, 147] It has been suggested that the electron-beam induces the dissociation of molecular O$_2$ and oxygen containing H$_2$O (water vapour) adsorbed onto the ZnS surface, resulting in their conversion into reactive atomic species, and subsequent chemical reaction with the ZnS, forming volatile H$_2$S or SO$_x$, and ZnO or ZnSO$_4$.[147]

It has been shown via XPS analysis that H$_2$O$_2$ exposure to oleic acid-coated CdSe nanocrystals yields SeO$_2$, while the XPS peak of Cd shows no shift.[148]

The photo-oxidation of CdSe QDs in water following the disintegration of hole-scavenging surface thiols has been reported.[149] It is suggested that photo-excited hole scavenged from the CdSe core by surface thiols induces thiol oxidation, turning the thiols into disulfides, which form a structure that is permeable by oxygen present in water.[149]

2.2.2.4.2. Photo-corrosion

In the photo-corrosion model, atomic scale roughness on the QD surface forms surface defects that can act as carrier traps.[125] It is assumed that these “roughness states” are removed by smoothing out the surface roughness during the initial stages of photo-oxidation (Figure 2.14), and as a result the emission yield is enhanced and blue-shifted i.e. reducing the QD size, when exposed to ambient air and light. Photo-corrosion has been experimentally observed with CdSe core QDs and CdSe/CdS core/shell QDs.[125] The photo-corrosion in core/shell QDs, however, has been attributed to an incomplete CdS shell.

![Illustration of the photo-corrosion model](image)

*Figure 2.14: Illustration of the photo-corrosion model.[125]*
2.2 Blinking and Photo-induced Fluorescence Enhancement

2.2.2.4.3. Bright State Depopulation

Koberling et al.,[65] who studied the oxygen-induced blinking of CdSe/ZnS QDs under normal oxygen pressures, suggested that the adsorbed oxygen can provide extra trap states where the Auger electrons from the QD core are trapped. The Auger electron from a QD core can now not only be transferred to the surrounding matrix or nearby QD environment, but can now also be transferred to the adsorbed oxygen, creating a positively charged, non-emitting QD and a negatively charged oxygen radical.

![Figure 2.15](image)

Figure 2.15: Experimental results for the bright-state-depopulation model under oxygen: (a) ensemble CdSe/ZnS QD fluorescence under illumination under argon (grey line) and when switched between argon and oxygen (black line). QDs were spin-cast onto a glass slide (b) Fluorescence time trace of a single CdSe/ZnS QD under argon and oxygen (c) mean "on", "off" time durations and mean number of photons emitted during the on-time period, under argon and oxygen for single CdSe/ZnS QDs. The ZnS shell thickness of CdSe/ZnS QDs was equal to a few monolayers.[65]

QD neutralisation is suggested to occur via subsequent ionisation of the remaining hole in the QD core to the negatively charged oxygen. Oxygen-induced QD charging reversibly quenches the QD fluorescence of CdSe/ZnS QDs when illuminated under oxygen (Figure 2.15(a)), and reduces the mean time a single QD spends in the emitting state compared to under argon (Figure 2.15(b) and 2.15(c)), suggesting oxygen provides an additional charge trapping route.
2.2.2.4.4. Dark State Depopulation

Müller et al.[64] observed that CdSe/ZnS QDs illuminated in air compared to in vacuum spend on average less time in the charged, non-emitting state (Figure 2.16(b)). They suggested that rapid de-charging of QDs due to electron transfer from the QD core to adsorbed oxygen can lead to a fluorescence rise for samples irradiated in air.[64] It was also suggested that the low number of water molecules in the air facilitate the electron transfer by broadening the O$_2$ LUMO state of surface-adsorbed oxygen, and this then results in a reduction of the energy barrier that must be overcome during electron transfer (Figure 2.16(a)). This effect was reversible under evacuation to vacuum. Müller et al. also observed a fluorescence increase by a factor of 2 upon purging in dry oxygen, further suggesting an additional de-charging mechanism induced by oxygen.

![Energy Level Diagram](image1)

**Figure 2.16:** (a) Energy level diagram of the CdSe QD core and the O$_2$ LUMO state of dry oxygen (O$_2$/O$_2^-$) and hydrated oxygen (O$_2$/H$_2$O) and the redox potential of the O$_2$/O$_2^-$ couple. The redox potential lies above the conduction band edge and poses an energy barrier. Polar water molecules broaden the LUMO state[64] (b) Fluorescence time trace of a single CdSe/ZnS QD illuminated under vacuum or air. The ZnS shell thickness was equal to between 1.2 and 4.2 monolayers.[64]

The reduction of the mean time spent in the non-emitting state under air compared to under vacuum observed by Müller et al.[64] contrasts with the reduction in the mean time spent in the emitting state under dry oxygen compared to under dry argon observed by Koberling et al.,[65] although both samples were CdSe/ZnS QDs.
2.2.2.4.5. Surface-Trap-State-Passivation

According to the surface-passivation model, surface-adsorbed oxygen molecules passivate surface trap states on the surface of CdSe/ZnS core/shell QDs, reducing carrier loss via surface traps.[62] This yields higher fluorescence yields in the presence of oxygen. This is interpreted from the experimental observations that show (i) an increased fluorescence intensity (or quantum yield) and narrowing of the fluorescence peak with increasing oxygen pressure, as more surface traps get passivated, reducing carrier loss (Figure 2.17), and (ii) an increasing fluorescence peak red-shift with oxygen pressure, which is attributed to electronegative oxygen extending the wavefunction of the electron confined inside the QD more towards the ZnS shell, increasing the electron hole separation.

![Figure 2.17: Increase in experimental fluorescence yields of CdSe/ZnS QDs with increasing oxygen pressure.][62]
2.3 Materials and Methods

All experiments in this section employed quantum dots (QDs) that were 602 nm fluorescence peak CdSe/ZnS core/shell QDs (QDs) dissolved in toluene supplied by Evident Technologies.

2.3.1 Quantum Dot Illumination Experiments

Under clean-room conditions, QDs dissolved in toluene were diluted to a concentration of 2 µM using dry toluene (Analar grade), and drop-cast (5 µL) onto the glass substrate. The drop-cast QD solution was left to dry, which took less than one minute. The dried drop-cast QDs covered a spot of radius equal to 4.0±0.5 mm, as measured by a ruler. Drop-cast QD samples to be illuminated under ambient air were placed onto a reflective silver mirror in ambient air, while drop-cast QD samples to be illuminated under specific atmospheric conditions were placed, immediately after having dried, onto a reflective silver mirror inside a purpose-built sample chamber and purged with the appropriate gas with appropriate humidity content. The fluorescence experiment setup was calibrated by focusing the excitation laser onto the sample. This was followed by a dark period of at least 50 minutes to allow the QDs to return to their pre-illumination state, before illumination experiments were started. During this dark period, drop-cast samples to be illuminated under specific atmospheric conditions were purged with either argon or oxygen (BOC, 99.998% minimum purity). Gas humidification occurred by flow through water (Millipore) or deuterated water ((99.999%, Aldrich) of a certain volume inside a bubbler. The gas humidity was measured with an Omega RS-232 HH310 Series humidity-temperature meter, which is based upon a semiconductor and polymer capacitive sensor: a polymer between the capacitor plates absorbs moisture from the environment in which it is placed. The absorbed moisture affects the capacitance, which is used to calculate the relative humidity.
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The substrate onto which QDs were drop-cast was a glass slide and was prepared as follows. The glass sides were cleaned by sonication in acetone, isopropanol and ultrapure de-ionised water (18MΩ resistivity), in this order, for 20 minutes each, followed by drying under a dry nitrogen gas flow.

The illumination setup is shown in Figure 2.18. During illumination, excitation was with a 532 nm V5 Verdi laser (Coherent Inc) focussed onto the sample to a 590 nm waist (assumed diffraction limited spot) with a x50 objective lens (NA=0.55 (Nikon)). The excitation power was equal to 80 µW (7.32 kW/cm²) under ambient air, dry oxygen and dry argon, and equal to 60 µW (5.49 kW/cm²) for humidity studies under oxygen, and equal to 45 µW (4.12 kW/cm²) for humidity studies under argon and for QD solutions. QD fluorescence was collected with the same lens as used for excitation and passed through a 2” visible beamsplitter (Newport) and 570nm long pass filter (E570LP, Chroma) before being detected by a...
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spectrometer and CCD camera. The spectrograph was a SpectraPro 2300i spectrograph with a 300 g/mm=500 nm grating, and the CCD was a PIXIS 1024 CCD, both supplied by Acton Scientific. The fluorescence on the CCD was integrated over 191 pixels, with a theoretical saturation level of 1.27x10^7 counts. All accumulated data was less than or equal to 12% (1.46 x 10^6) of the saturation level. The CCD was connected to a computer, and in-house software was used to collect fluorescence spectra at regular time intervals and at an integration time of 5 seconds per spectrum. The first set of data (fluorescence spectrum) taken (i.e. t=0 mins) is the moment the sample is first illuminated with the 532 nm laser light; the laser is left illuminated throughout the experiment and further spectra are obtained at various times during the continued illumination.

2.3.2 X-Ray Photoelectron Spectroscopy Experiments

QDs were prepared for illumination by slowly drop-casting QDs dissolved in toluene (1.5 mg/mL, 4.94 µL) onto a pre-cleaned microscope slide under clean-room conditions. The microscope slide was previously cut to an area of 2.5 mm x 2.5 mm in size, and then pre-cleaned by sonication in acetone, isopropanol and de-ionised water, in this order, for 20 minutes each. Once dried, the QD sample was transferred to a purpose-built sample chamber (Figure 2.18 in section 2.3.1), and the excitation laser (20 mW, 1 mm beam diameter, 532 nm, Power Technology Inc.) was focused onto the sample area, resulting in an excitation intensity of 2.5 x 10^-3 kW/cm². The sample was then kept in the dark for a minimum of time of 40 minutes, during which time the sample chamber was purged with humid oxygen (1.47 mole/m³). Using the known dimensions of the glass substrate, the illumination process was automated using an x-y stage: the excitation laser was scanned across the QD sample with multiple x and y steps, with a single step in the x or y direction being 0.8 mm in magnitude, and a parking time on each illumination spot of 18 minutes. Once the illumination of the whole drop-cast QD sample was completed, the QDs were carefully washed off the glass substrate into a pre-cleaned glass jar using a minimal amount of toluene. The illuminated QD solution was
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stored under inside a pre-cleaned glass jar under dry argon inside a fridge at 2°C, during which the jar was covered with aluminium foil to minimise light exposure. This illumination-wash process was repeated 12 times until a total sample volume of 59.28 µL was reached. The total quantity of illuminated QDs was thus 1.5 mg/mL x 59.28 µL = 88.9 µg. The resulting total QD solution was slowly drop-cast into the well of a pre-cleaned aluminium sheet. Non-illuminated QDs were drop-cast into the well of a different pre-cleaned aluminium sheet. QD drop-casting and drying was done under clean room conditions under a fume-cupboard with lights switched off, so that only some ambient light was present. Aluminium sheets (purity of 99.999%, 0.5 mm thick, from Sigma-Aldrich) were prepared by cutting to a size of 10 mm x 10 mm and stamping to form a well of diameter of roughly 2.9 mm and height of roughly 0.9 mm. The so-formed aluminium sample holders were then cleaned by sonication in acetone (for 20 mins) and then methanol (for 10 mins) and immediately dried under dry nitrogen gas flow. The aluminium substrate was then rinsed 6 times with acetonitrile and then swept through acetonitrile solution several times to remove any residue, followed by drying under dry nitrogen gas flow (all solvents used were dry and highest purity). The aluminium substrates were stored under dry argon until QD samples were drop-cast into the aluminium well. The QD samples drop-cast into the aluminium well were stored under dry argon inside a pre-cleaned glass jar, which is covered in aluminium foil to minimise light exposure, and stored inside a fridge, until XPS analysis.

X-ray photoelectron spectra were acquired on a Kratos Axis Ultra X-ray photoelectron spectrometer (Kratos Ltd, Manchester). All samples were run as insulators, requiring use of the electron flood gun. The X-ray source was a monochromated Al source operated with an X-ray emission current of 10 mA and an anode high throughput (acceleration voltage) of 15 kV. Survey scans were acquired with a pass energy of 160 eV and a step size of 1.0 eV, whilst high resolution spectra were collected at a pass energy of 20 eV and a step size of 0.1 eV. All spectra were charge corrected to saturated hydrocarbon at 285.0 eV. XPS data were corrected
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for transmission using the NPL system. Calculation of the transmission function for each operating mode and pass energy allowed the use of a theoretical Scofield relative sensitivity factor library to generate quantitative data.
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2.4. Experimental Results

The evolution of the fluorescence spectrum of continuously illuminated CdSe/ZnS quantum dot samples under various atmospheric conditions was investigated to better understand the effects of atmospheric gases and water molecules.

2.4.1 Sample Characterisation

Figure 2.19 shows a fluorescence image of a typical QD sample drop-cast onto a glass substrate.

![Fluorescence image of QDs drop-cast onto glass substrate](image)

Figure 2.19: Fluorescence images of CdSe/ZnS QDs drop-cast onto a glass substrate x range=895 µm, y range=671 µm, 50 ms exposure, 10x objective, filters: BP 546/12 (excitation), FT 560 (beam splitter), BP 575-640 (emission).

The QD distribution is not uniform across the drop-cast sample area. Successive concentric, higher intensity fluorescence rings are seen, which can be attributed to the coffee ring effect, in which, during evaporation of a drop-cast drop of colloidal solution, a higher evaporation rate of the solution occurs at the drop rim that is in contact with the substrate, creating an outward flow of particles and depositing the particles at the outer rim of the droplet.[150, 151] Consequently, the fluorescence intensity depends on the QD density at the illumination spot.
Two areas on the QD sample of different fluorescence intensities are investigated in more detail. At zero illumination time, the brighter sample spot, compared to the dimmer sample spot, has a 23% higher fluorescence peak intensity (Figure 2.20(a)), with a fluorescence peak that is red-shifted (Figure 2.20(c)) and broader (Figure 2.20(d)) than that of the dimmer spot. In particular, the initial peak wavelength of the
brighter/dimmer spot is equal to 612.5/611.7 nm, a difference of 0.8 nm (Figure 2.20(c)), and the initial FWHM of the peak is equal to 39.6/38.9 nm, a difference of 0.7 nm (Figure 2.20(d)). The fluorescence peak of the QD sample is expected to be centred at 602 nm. A red-shift in the fluorescence peak has previously been attributed to (i) non-radiative inter-dot energy transfer from smaller to larger QDs (Förster Resonant Energy Transfer or FRET), which results in a red-shift of the emission peak with a narrower FWHM, as observed for close-packed CdSe QDs,[152] (ii) quantum-mechanical coupling between adjacent QDs in contact with each other, as reported for aggregated CdSe QDs.[153, 154] Coupling results in the exciton wavefunction being spread/localised over more than one QD, splitting the single exciton transition into two peaks, broadening the FWHM and red-shifting the fluorescence peak and absorption onset;[153, 154] (iii) dipole-dipole interaction, as observed for close-packed CdS QD layers, in which a photo-induced electron-hole pair in one QD induces a dipole in a neighbouring QD, lowering the exciton energy.[155] All of these mechanisms (i, ii, iii) are results of a close-packed QD configuration. In our samples, a ZnS shell and surrounding ligand molecules separate neighbouring QDs and are thus expected to reduce dipole-dipole and quantum-mechanical coupling interactions compared to core QDs that are in direct contact with each other. The initially brighter illumination sample spot, compared to the initially dimmer sample spot, shows a larger red-shift relative to the expected 602 nm fluorescence peak and its fluorescence spectrum is broader, consistent with observations of quantum-mechanical coupling between neighbouring core QDs.[153, 154] It is thus reasonable to assume that the initially higher fluorescence intensity sample spots are areas of increased QD density.

For both QD sample spots, constant illumination induces changes in the fluorescence intensity and spectrum (Figure 2.20(e)), with the less dense QD distribution showing faster and more pronounced spectral changes (Figure 2.20(b), (c), and (d)). Oxygen and water molecules have been suggested to profoundly affect the recombination dynamics of excited
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charge carriers within a QD. Thus, the next step is to investigate in detail the effects of oxygen and water molecules. In all subsequent illumination experiments, low fluorescence intensity spots are chosen for illumination experiments on drop-cast QD samples.

2.4.2 Variations in Atmospheric Conditions

In this section, the influence of oxygen and water molecules on the quantum dot fluorescence spectrum is investigated in detail.

2.4.2.1 Illumination under Dry Argon and Dry Oxygen Atmospheres

The initial fluorescence spectra under dry oxygen and dry argon are very similar. The initial fluorescence intensity of QDs under dry oxygen, however, is slightly higher (by 11%), broader (by 3.0 nm) and red-shifted (by 1.5 nm) compared to under dry argon (Figure 2.21(a)). An initially higher fluorescence intensity of CdSe/ZnS QDs under ambient air compared to under dry nitrogen has been attributed to the quenching of trap state emission by oxygen.[126] Also, a progressive red-shift, fluorescence intensity increase and narrowing of the fluorescence peak has also been observed with increasing oxygen pressure by Shu et al.,[62] which is attributed to passivation of surface trap states and extension of the electron wavefunction towards the ZnS shell by (electronegative) oxygen adsorbed onto the surface of CdSe/ZnS QDs. However, here an initially broader fluorescence peak is observed under dry oxygen compared to under dry argon (Figure 2.21(a)). Under dry argon, within 60 minutes of illumination the fluorescence peak slightly increases (by roughly 15 %), broadens (a FWHM change from 37.9 nm to 39.0 nm) and red-shifts (from 612.1 to 613.1 nm) (Figure 2.21(b-d)).
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![Graphs showing experimental results](image)

Figure 2.21: CdSe/ZnS QD illumination under dry argon (black) or dry oxygen (red) atmospheres (a) fluorescence spectrum at illumination time t=0 minutes; evolution under illumination of the (b) normalised relative quantum yield (c) emission peak wavelength (d) emission peak width (FWHM). Excitation was at 80 $\mu$W, 532 nm.

While PFE has previously been observed for CdSe/ZnS core/shell QDs illuminated under dry nitrogen,[67, 110] no significant PFE has been reported for CdSe QD monolayers illuminated under dry oxygen or dry nitrogen on glass.[122] In the cases where a PFE effect was observed, the excitation intensities were much higher (67x $10^3$ kW/cm$^2$ and 0.4-173 kW/cm$^2$) [67, 110, 123] than in the case were no PFE effect was observed (3x$10^3$ kW/cm$^2$).[122] The PFE signal of CdSe/ZnS/TOPO QDs illuminated under an inert dry atmosphere has previously been attributed to photo-electrification.[110] Photo-electrification attributes PFE to an increased probability of radiative recombination of photo-generated charge carriers via the energy gap due to the inhibition of QD ionisation by the electrostatic potential of Auger-ejected electrons trapped in surface trap states (section 2.2.2.1).[110, 115] It is suggested that photo-electrification
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is effective only at excitation intensities exceeding about 100 x 10^{-3} kW/cm^2, when Auger ejection of excited electrons is the dominant ionisation process.[102, 110] Thus, these different observations may be related to the excitation intensities. Here, an excitation power exceeding 100 x 10^{-3} kW/cm^2 is used and a small PFE effect is observed under dry argon, in agreement with experimental observations from Uematsu et al.[110] and Oda et al.[67, 123] Thus, it is reasonable to assume that the small PFE effect observed here under dry argon is due to photo-electrification.

The continuous red-shift observed under dry argon is consistent with previous observations for monolayers of illuminated CdSe/ZnS core/shell QDs,[68, 110, 113, 114, 156] and is attributed to the Stark effect induced by the presence of trapped charges on the QD surface or core/shell interface,[66, 77, 110, 113, 114, 156] while broadening of the fluorescence peak has been attributed to trapped carriers near the QD or in shallow traps,[75] or fluctuations in the charge of charged surface trap states.[67] Thus, the slight fluorescence peak broadening and red-shift indicate surface charging of illuminated QDs under dry argon.

The change in the fluorescence yield of QDs continuously illuminated under dry oxygen differs compared to that of QDs illuminated under dry argon. Under dry oxygen, a rapid 10% drop in fluorescence yield is observed within the first minute of illumination (Figure 2.21(b)). This is followed by a gradual fluorescence recovery (PFE) to near the pre-illumination fluorescence yield (after 25 mins of illumination and subsequent slight gradual fluorescence loss, by 8% after 60 mins of illumination (see Figure 2.21(b)). In contrast to illumination under dry argon, illumination under dry oxygen slightly blue-shifts and narrows the fluorescence peak (Figure 2.21(c) and (d)). After 60 mins of illumination, the blue-shift equals 3.3 nm (a shift from 613.6 nm at t=0 mins to 610.3 nm at t=60 mins) and the fluorescence peak at FWHM is narrower by 3.7 nm (a change from 40.9 nm at t=0 mins to 37.2 nm at t=60 mins) (Figure 2.21(c) and (d)).
The initial drop in fluorescence yield suggests the fluorescence yield under dry oxygen is initially quenched, suggesting there is a photo-induced reaction with oxygen. Oxygen is a good electron-acceptor, and other electron acceptors, for instance benzoquinone, have been shown to quench the fluorescence emission of CdSe QDs.[119] Consistent with this, Gooding et al., show that injection of holes into CdSe/ZnS QDs results in complete fluorescence quenching.[97] Koberling et al. have experimentally observed a drop in fluorescence intensity under oxygen of illuminated CdSe/ZnS QDs, which was attributed to electron transfer from a neutral QD core to oxygen adsorbates, resulting in a positively charged QD (QD core charging) and a oxygen radical anion.[65] In light of these reports, the initial drop in fluorescence intensity observed here under dry oxygen might be attributed to oxygen-induced charge-separation in the QD core.

Under a dry oxygen atmosphere, a continuous photo-induced shift in the fluorescence peak to the blue and narrowing of the emission peak occurs (Figure 2.21(c) and (d)). In the presence of oxygen, a blue-shift in the emission is usually attributed to shrinkage of the QD core due to photo-oxidation.[61, 126] In the context of photo-oxidation, narrowing of the fluorescence peak has been attributed to (i) a higher photo-oxidation rate of smaller QDs compared to larger QDs in a QD ensemble,[122] as a narrowing followed by a broadening was observed previously for CdSe QDs,[122] or (ii) photo-corrosion initially removing surface trap states, by smoothing out surface roughness states in the early stage of photo-oxidation.

In summary, a small PFE effect of similar magnitude occurs under both dry argon and dry oxygen atmospheres, and is consistent with previous results under dry nitrogen[67, 115, 123] and might be attributed to photo-electrification. Evidence of photo-induced QD surface-charging under dry argon is seen, while an initial drop in the fluorescence yield with illumination for samples under dry oxygen indicates initial charging of the QD core under dry oxygen. These results show that there is a small difference in the fluorescence spectrum and a minimal difference in yield.
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for CdSe/ZnS QDs illuminated under a dry oxygen or argon environment and are inconsistent with a number of studies where PFE has been evaluated for CdSe/ZnS QDs under ‘air’.[122] Since such environments (i.e. air) contain both oxygen and water molecules, our next step was to establish the effect of humidity under an inert (argon) and oxygen environment on the fluorescence properties of CdSe/ZnS QDs using similar conditions to those used in our experiments described above.

2.4.2.2 Illumination under Humid Argon

Prior to illumination, drop-cast CdSe/ZnS QDs were purged under argon, at various humidities, for at least 50 minutes, in the dark. The humidity content does not influence the initial (t=0 mins) fluorescence yield or spectrum of QDs under argon (Figure 2.22(a)). However, the humidity content does appear to enhance a process that accelerates the PFE effect (Figure 2.22(b)). For instance, within 10 minutes of irradiation, the relative quantum yield is increased by 55%/43% at 1.19/0.61 mole/m$^3$ H$_2$O humidity (Figure 2.22(b)). High humidity levels (1.19 mole/m$^3$ H$_2$O) under argon also accelerate the broadening and red-shift of the fluorescence peak compared to under dry argon (Figure 2.22(c)). As a result, after 20 minutes of illumination, the spectrum looks different under dry, compared to under humid, argon (Figure 2.22(a)). These spectral changes cannot be clearly interpreted, but what is certain is that the presence of water molecules results in a photoproduct that is different to the starting CdSe/ZnS QDs and this is crucial to the PFE effect. In short the initial emission yield is independent of the humidity, but the PFE is highly dependent on the humidity content.
Water-induced PFE in QDs has previously been observed experimentally, and have been attributed to (i) photo-induced passivation of surface traps by water-adsorbates,[122] (ii) photo-induced neutralisation of charged surface traps[67, 68, 123] (iii) stabilisation of surface trap states by photo-induced re-arrangements of surfactant molecules on the QD surface for CdSe/ZnS QDs in solution.[66] To further investigate the effect of water molecules on the PFE, the effect of deuterated water (D$_2$O) at various humidities was compared to similar humidities of H$_2$O. The H$_2$O/D$_2$O solvent isotope effects have been seen in the past to probe for electron solvation processes[157] and electron-transfer processes.[158] The data obtained from these experiments is shown in Figure 2.23.
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Figure 2.23: D$_2$O versus H$_2$O humidity dependence of the fluorescence spectrum evolution of CdSe/ZnS QDs excited under argon: (a) fluorescence spectra after 0, 3 and 20 minutes of illumination (b) evolution under illumination of the normalised relative quantum yield. Excitation was at 45µW, 532 nm.

The initial (t=0 mins) fluorescence intensity is lower under D$_2$O humidities compared to under H$_2$O humidities. For example, the initial intensity at 1.19 mole/m$^3$ under D$_2$O is 14% lower than under H$_2$O (Figure 2.23(a)). Also, the rate of fluorescence enhancement is slower under D$_2$O compared to under H$_2$O. For example, the normalised relative quantum yield at 0.61 mole/m$^3$ D$_2$O/H$_2$O has increased by 44%/68% after 30 mins illumination (Figure 2.23(b)). At 1.19 mole/m$^3$, the rate of PFE is lower under D$_2$O compared to H$_2$O, but they reach the same enhancement value after about 15 minutes of illumination (Figure 2.23(b)). Deuterium oxide has a molecular structure and physical properties similar to water, but deuterium has twice the mass of hydrogen; The isotope effect is due to differences in the solvent reorganisation of H$_2$O and D$_2$O, with different solvent reorganisation energy in H$_2$O and D$_2$O, a result of a difference in the strength and structural order of intermolecular hydrogen bonds formed by H$_2$O and D$_2$O.[159] The differences in the fluorescence properties of QDs illuminated in the presence of H$_2$O or D$_2$O under argon can thus only be explained by the isotope effect. The isotope effect observed under argon suggests that water is involved in the solvation process that leads to a photoproduct responsible for the PFE effect. The PFE is facilitated by the solvation of a charged state that is more favoured by H$_2$O than in D$_2$O. Negative isotope effects have previously been observed in other electron...
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The most probable process is stabilisation of a surface trap state of the CdSe/ZnS QDs by water molecules.

The humidity content does not affect the initial fluorescence yield under argon but increases the PFE effect. The most reasonable explanation of the effect of water is that water molecules play an important role in stabilising photo-induced charge-separated states, providing a route to preferred radiative as compared to non-radiative decay (see discussion at the end of section 2.4.2.4).

2.4.2.3 Illumination under a Humid Oxygen Atmosphere

Prior to illumination, drop-cast CdSe/ZnS QDs were purged under oxygen, at various humidities, for at least 50 minutes, in the dark. Unlike under argon, the initial fluorescence yield of QDs illuminated under oxygen is highly dependent upon humidity (Figure 2.24(a)). For example the initial (t=0 mins) peak height is about 60% lower at 0.01 mole/m$^3$ compared to similar QD samples at 1.47 mole/m$^3$ (Figure 2.24(a)). During illumination at low oxygen humidity (0.01 moles/m$^3$) the fluorescence intensity sharply drops (by 12% within 1 minute), followed by a slight fluorescence increase to only 90% of the original value within 10 minutes of illumination, and subsequent decay in the fluorescence yield by 9% after 45 minutes of illumination (relative to the value at 10 mins)(Figure 2.24(b)). Samples illuminated at a slightly higher humidity (0.15 moles/m$^3$) show a lower level of decay in the initial fluorescence yield (a decay by 9% within 1 minute), and a higher PFE (a recovery to approx. 98% of initial fluorescence yield within 10 minutes), as well as a slightly quicker drop in fluorescence yield with further illumination (the fluorescence is quenched by 15% after 45 minutes of illumination, relative to the yield at 10 minutes) (Figure 2.24(b)). At even higher humidity levels (1.47 moles/m$^3$) no initial reduction in fluorescence yield is observed, but instead, a PFE effect occurs initially (Figure 2.24(b)), and this then drops (the fluorescence yield is reduced by 30% after 45 minutes of illumination, relative to the value at 10 minutes).
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Figure 2.24: H$_2$O and D$_2$O humidity dependence of the fluorescence spectrum evolution of CdSe/ZnS QDs excited under O$_2$ atmosphere: (a) fluorescence spectra at illumination times 0, 3 and 20 mins under H$_2$O; evolution under illumination of the (b) normalised relative quantum yields under H$_2$O (c) emission peak wavelength (black) and emission peak width (blue) under H$_2$O (d) normalised relative quantum yields under H$_2$O or D$_2$O. Excitation was at 60 µW, 532 nm.

The evolution of the fluorescence spectra of the QDs is also affected by the humidity content: at low humidity (0.01 moles/m$^3$) a small red-shift in the spectrum (from 612.2 nm to 613.2 nm within 5 minutes) is followed by a gradual blue-shift in the spectrum, reaching a difference by 1 nm after 45 minutes (Figure 2.24(c)). The fluorescence peak broadens slightly within 1 minute, and narrows upon further illumination, yielding a 1.7 nm narrower fluorescence peak after 45 minutes of illumination (Figure 2.24(c)). At higher humidity content, the blue-shift is accelerated and starts earlier compared to under dry oxygen: at a humidity content of 0.01/1.47 mole/mm$^3$, the blue-shift starts after roughly 8 minutes/3 minutes of illumination, and shifts from 612.2 nm (t=0 mins) to 611.0 nm (t=45 mins)/ from 612.5 nm (t=0 mins) to 608.6 nm (t=45 mins)(Figure 2.24(c)). Accelerated narrowing of the fluorescence peak is observed under
increased humidities, with illumination at 1.47 mole/mm$^3$ H$_2$O also yielding an eventual broadening in the fluorescence peak after 14 minutes of illumination, which is not observed at lower humidities (Figure 2.24(c)).

The initial drop in fluorescence yield with illumination observed under dry oxygen was previously attributed to be due to QD charging via electron-transfer from the neutral QD core to oxygen adsorbates (section 2.4.2.1), as previously suggested by Koberling et al.[65] Our results under oxygen of a reduced initial drop in fluorescence yield with illumination and increased PFE effect under increased humidities (Figure 2.24(b)) suggest that at increased humidities under oxygen charging of the QDs becomes less dominant and that instead the PFE effect dominates.

The fluorescence spectrum of CdSe/ZnS QD samples under oxygen was also studied under various humidity levels of D$_2$O and compared to those of similar samples under various H$_2$O humidity levels. Two potential effects of using deuterated, versus non-deuterated water, under oxygen might be expected:

(i) The fluorescence yield is dependent on the same water dependent process (solvation of a charged state), as seen for the CdSe/ZnS QDs illuminated under a humid argon atmosphere, as described in section 2.4.2.2.

(ii) The singlet oxygen ($^1$O$_2$) lifetime is fifteen times longer in D$_2$O compared to in H$_2$O,[132, 134] which could lead to greater oxidation of potential photoproducts.

At a low humidity (0.01 mole/m$^3$) no difference is detected irrespective of whether D$_2$O or H$_2$O was used (Figure 2.24(d)). Very similar results within the error of measurement at a low humidity under oxygen, irrespective of whether H$_2$O or D$_2$O was used, suggest that under oxygen, compared to under argon, water molecules are less important in defining the fluorescence properties of CdSe/ZnS QDs at low humidity. It is only at the higher humidity level (1.19 moles/m$^3$) that there is a significant difference after longer illumination times (Figure 2.24(d)).
2.4. Experimental Results

One possible reason as to why the humidity content under oxygen plays such a significant role in the fluorescence properties is a photo-induced reaction with oxygen. We suggest that there are two competing processes occurring in the presence of oxygen and humidity (Figure 2.25(b)). At low humidity levels the major process is an electron transfer from a neutral QD core to oxygen molecules, resulting in quenching of the emission of CdSe/ZnS QDs (by an Auger process). At high humidity levels the process that is responsible for the PFE predominates, which results from photo-induced interactions of the CdSe/ZnS QDs with water molecules. We suggest that this site could be a surface trap state.

![Diagram](image)

**Figure 2.25:** (a) Illustration of the proposed effect of water: a QD is excited from the ground state (GS) to the lowest emitting exciton state (\(1^1\)), followed by fluorescence or trapping into a surface trap state (TS) of either the electron or hole in an exciton, followed either by return of the trapped charge to the QD core, or by deep trap emission. Water stabilises the solvated surface trap state (TS\(_{aq}\)), resulting in a higher likelihood of solvated surface trapped charges returning to the lowest emitting QD state, where radiative decay via the energy gap occurs. (b) Suggested processes occurring under a humid oxygen atmosphere in excited CdSe/ZnS QDs: electron transfer from an excited state QD core to adsorbed oxygen creates a positively charged, non-emitting QD core, and an oxygen radical anion (left), whereas water stabilises a solvated surface trap state (right).

We explain the PFE effect by adapting the schemes suggested by Jones et al.,[66] where a trap state manifold is suggested (Figure 2.25(a)). We suggest that water can stabilise a surface trap state and that trap state stabilisation involves reorganisation of the water environment, as suggested by the isotope effect under argon. Our studies suggest that solvation of a charged surface trap leads to a rise of the fluorescence of CdSe/ZnS QDs.
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Figure 2.25(a) summarises the proposed effect of atmospheric humidity on QD recombination dynamics. We suggest that the lowest exciton state (|1> state) either relaxes radiatively to the ground state, producing fluorescence, or undergoes rapid decay to a charge-separated trap state (TS). In the presence of water molecules, the trap state is rapidly solvated, forming a solvated trap state (TS\textsubscript{aq}) that is more stable than TS. The enhanced PFE under a more humid argon atmosphere and the isotope effect, suggest that, similar to the process suggested by Jones \textit{et al.},\cite{66} water-stabilised charge-separated trap states (TS\textsubscript{aq}) repopulate the lowest emitting state in the QD core more efficiently, resulting in radiative decay via the energy gap, rather than non-radiative decay processes.

In the presence of hydrated oxygen, the charge separated trap state (TS) (and possibly the lowest exciton state (|1> state)) are quenched by a reaction, which is most likely to be by electron transfer, yielding the non-emissive ionised QD and the oxygen radical anion (Figure 2.25(b)). The hydration of the charge-separated state (TS) to yield the solvated trap state (TS\textsubscript{aq}) occurs in competition with the reaction with hydrated oxygen (Figure 2.25), and thus at high humidity levels, higher fluorescence yields are seen (see Figure 2.24(b)).

2.4.2.4 X-Ray Photoelectron Spectroscopy Analysis

To establish the chemical processes involved in photo-degradation of the QD under a humid oxygen atmosphere, and to verify the proposal of van Sark \textit{et al.} that both the CdSe core and the ZnS shell are degraded by oxidation,\cite{61} we evaluate the photoproducts using X-ray photoelectron spectroscopy (XPS)(appendix A.2). XPS spectra of CdSe/ZnS QD samples illuminated under humid oxygen (1.47 mole/m\textsuperscript{3}) were analysed and compared to those not illuminated. As can be seen in Figure 2.26(i), the XPS spectra contain a number of lines, which can be assigned to elements of the non-illuminated CdSe/ZnS QDs and photoproducts of illuminated CdSe/ZnS QDs, which are shown in detail in Figure 2.26(ii-v) and are discussed below. The samples also contains lines at 282 eV, 529 eV and 399.8 eV (Figure 2.26(i)), which can be assigned to C\textsubscript{1s}, O\textsubscript{1s} and NO\textsubscript{3},
respectively, and these are most likely from the capping layer of hexadecylamine (whose structure is \( \text{CH}_3(\text{CH}_2)_{15}\text{NH}_2 \)). The photoproducts also contain silicon 2s and 2p lines from adventitious silicon.

The amounts of Cd, Se, Zn and S are drastically reduced in the illuminated compared to the non-illuminated QD sample (Table 2.1).

The XPS spectra of cadmium consist of the doublet Cd 3d_{5/2} and Cd 3d_{3/2} lines, due to spin-orbit coupling, and reveal a slight shift to higher binding energies with photo-illumination (Cd 3d_{5/2} peak at 404.4eV/409.4 eV for non-illuminated/illuminated sample) (Figure 2.26(ii)). In both cases, the position of the Cd3d_{5/2} line is between that previously recorded for cadmium selenide (405.0 eV to 405.3 eV), cadmium (404.6 eV to 404.9 eV) and cadmium oxide (404.0 eV to 404.2 eV),[161, 162] and so both peaks could represent either compound. Thus, it is not possible to state definitively that the photo-illuminated sample is entirely composed of either Cd, CdSe or CdO.

The XPS spectrum of selenium is shown in Figure 2.26(iii) and consists of the Se 3d peak. The Se 3d peak is made up of two peaks, Se 3d_{5/2} and Se 3d_{3/2}, separated by 0.85 eV, due to spin-orbit coupling. The Se 3d_{5/2} peak of the non-illuminated sample is located at 53.8 eV, consistent with quoted values of 53.89 eV for CdSe,[163] while no selenium is detected for the illuminated sample. The absence of Se after illumination is most likely a result of photo-oxidation and evaporation of selenium dioxide in the vacuum pump during XPS sample analysis.

Figure 2.26(iv) shows the XPS spectrum of zinc. The Zn 2p signal is a doublet, with a separation of 23 eV, but only the Zn 2p_{3/2} peak is shown here for clarity. The non-illuminated sample has a Zn 2p_{3/2} peak at binding energy 1020.0 eV, consistent with metallic zinc, while the 2p_{3/2} peak of the illuminated sample has shifted to higher binding energy of 1021.6 eV, consistent with zinc oxide.[164]
2.4. Experimental Results

The XPS signal of sulphur and selenide is shown in Figure 2.26(v) and is in the region of 157 to 167 eV. The non-illuminated sample shows a peak at 161 eV consisting of 4 lines, namely Se 3p_{3/2}, Se 3p_{1/2}, S 2p_{3/2} and S 2p_{1/2}. The S 2p_{3/2} peak observed at 161 eV is indicative of bound, unoxidised sulphur. The illuminated sample showed two peaks, one at 162 eV, indicating sulphur, and a second peak at 168 eV, indicating some oxidised sulphur (SO_{3} moieties). However, the illuminated sample contained much less sulphur than the illuminated sample, although the detection in the illuminated sample was complicated due to low levels of...
silicon contamination. Volatile oxidation products of sulphur and selenide will be lost from the sample.

<table>
<thead>
<tr>
<th>Sample</th>
<th>C 1s</th>
<th>Cd 3d</th>
<th>N 1s</th>
<th>O 1s</th>
<th>Se 3d</th>
<th>Zn 2p</th>
<th>S 2p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) non-illuminated</td>
<td>85.6</td>
<td>0.92</td>
<td>0.51</td>
<td>7.5</td>
<td>0.2</td>
<td>2.8</td>
<td>2.6</td>
</tr>
<tr>
<td>(b) illuminated</td>
<td>77.1</td>
<td>0.1</td>
<td>0.1</td>
<td>21.4</td>
<td>0</td>
<td>0.2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.1: Calculated amounts (%) of elements in CdSe/ZnS QDs that were (a) not illuminated, and (b) illuminated under humid oxygen.

A reasonable explanation of the XPS results of cadmium and selenium suggest that the CdSe core is oxidised. More surprisingly, the XPS results for zinc indicate that the ZnS shell is also oxidised, producing ZnO when illuminated under a humid oxygen atmosphere. It has been shown that a colloidal dispersion of ZnS particles exposed to hydrogen peroxide (H$_2$O$_2$) is oxidised to ZnO.[165] The oxidation of the ZnS shell as a result of photo-oxidation is unlikely, so that it is suggested that the ZnO forms as a result of ZnS exposure to hydrogen peroxide. Hydrogen peroxide is known to be formed via the spontaneous dismutation of an oxygen radical anion in water via the route[142, 166]

\[
\begin{align*}
\text{O}_2^{\cdot-} + \text{H}^+ + \text{HO}_2^{-} & \rightarrow \text{H}_2\text{O}_2 + \text{O}_2 \\
\text{O}_2^{\cdot-} + 2\text{H}_2\text{O} & \rightarrow 2\text{H}_2\text{O}_2 + e^{-}
\end{align*}
\]

The oxygen radical anion itself may be formed by the transfer of an Auger electron from the QD core to surface adsorbed oxygen, as suggested by Koberling et al.[65]

In summary, we suggest that at low humidity levels the major process is an electron transfer to surface-adsorbed oxygen molecules and quenching of the emission of CdSe/ZnS QDs (by an Auger process), whereas at high humidity levels the process that is responsible for the PFE predominates and this results from photo-induced interactions of the CdSe/ZnS QDs with water molecules. We suggest that this site could be a surface trap state. At high humidity levels in oxygen, the solvated-trapped charge from the QD is effectively stabilised by water and returns to the QD core, where it radiatively recombines across the energy gap, which results in PFE. This stabilisation of trapped surface charge, which results in PFE, relies on the presence of water, so that it is very effective at high humidities. The electron transfer to adsorbed oxygen molecules creates an oxygen radical
anion, which, in the presence of water, can convert into hydrogen peroxide, as suggested by Aust [142] and Chen et al. [166]. Hydrogen peroxide oxidizes the ZnS shell of photo-excited CdSe/ZnS core/shell QDs, resulting in the photo-oxidation of the CdSe core and thus QD degradation,
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2.5 Conclusion

The fluorescence properties of CdSe/ZnS QDs are significantly affected by the presence of water molecules. Under inert environments (i.e. argon), increasing water humidity accelerates the photo-induced fluorescence (PFE) effect, but there is no difference in the initial fluorescence yield irrespective of humidity. It is suggested that the PFE is a result of a solvation of a charged state, a ‘solvated’ surface trap state; as implied by the different PFE rates under comparable D$_2$O humidity levels. Under oxygen environments, the initial fluorescence yields increases with water humidity. The PFE is highly dependent upon the humidity. At low humidity levels there is a reduction of fluorescence yield with illumination, but at high humidity there is a significant PFE effect and no initial fluorescence yield reduction. We assign this effect to two competing processes (i) photo-induced electron transfer (via the Auger process) of the CdSe/ZnS QDs to generate a non-emissive QD and generation of oxygen radical anion and (ii) water stabilisation of a highly emissive surface trap state, as seen for samples illuminated under argon. With high humidity under oxygen, the PFE effect is predominant, and under low humidity levels the photo-induced electron transfer process is predominant (see Figure 2.25 in section 2.4.2.3). The eventual reduction in PFE of CdSe/ZnS QDs illuminated for longer timescales under a humid oxygen environment is suggested to be a result of chemical degradation of the ZnS shell by peroxide products and the core, as confirmed by XPS analysis.

The suitability of QDs as quantitative fluorescent labels in bio-analytical applications, as initially planned in this thesis, is not ideal as QD fluorescence is highly sensitive to the illumination time and is greatly affected by the atmospheric conditions.
2.5 Conclusion
Chapter 3

3 Investigation into DNA Quantum Dot Interactions

This chapter aims to establish whether long genomic DNA strands associate with colloidal quantum dots. Presented are absorption and fluorescence studies, as well as atomic force and fluorescence microscopy studies

3.1 Literature Review- DNA Adsorption onto Nanoparticle Surfaces

DNA adsorption onto various nanometre-sized surfaces, such as carbon-nanotubes, gold colloids, semiconductor quantum dots (QDs) and silica nanoparticles, has been experimentally observed. This section aims to summarize the DNA absorption processes onto surfaces reported in the literature

3.1.1 DNA Structure in Chromosomes

In human cells the DNA strands associate with proteins (histones) forming a chromatin fibre (DNA-protein complex) that is compacted into a highly condensed structure (a chromosome) inside the cell nucleus. The smallest repeatable unit of chromatin is the nucleosome,[167] which consists of (i) 8 histones (a histone octamer), 2 each of the core histone proteins H2A, H2B, H3 and H4[168, 169] (Figure 3.1(a)), which takes the form of a flattened cylindrical shape, about 10 nm in diameter and 5 nm high[170]
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(Figure 3.1(c)), (ii) ~146 base pairs of DNA strand wrapped by ~1.65 times, as a left-handed superhelix, around the histone octamer [168] (Figure 3.1(a- c)). The (i) histone octamer and the (ii) 146 bp DNA winding constitute the nucleosome core.[171] The nucleosome also contains (iii) a 5th histone, H1, which stabilises the nucleosome core by associating to the 10 bp of extended DNA present at the entrance and exit sites of the nucleosome[172] (Figure 3.1(b)).

![Figure 3.1](image-url)

*Figure 3.1:* (a) structure of nucleosome viewed from above as probed by X-ray diffraction, showing half of the nucleosome core, split between the 1.65 turns of DNA strand around the histone octamer, thus containing 4 histones (H2A, H2B, H3 and H4) and 73 DNA base pairs.[168, 173] (b) schematic of histone H1 “sealing off” the nucleosome core: 146 bp DNA (marked by the markers 0 and 146) is wound around the histone octamer and is extended by 10 bp at each end to form a full 2 turn winding that is 166 bp long. Histone H1 is attached to the extended DNA strand at the side of the nucleosome core (adapted from [172]). (c) schematic representation of the nucleosome, consisting of a core, where DNA (dark) wraps around a histone octamer (represented as a disk), and a DNA linker region (light), which connects nucleosome cores (adapted from [173]).

Adjacent nucleosomes are linked together by a stretch of 15-100 base pairs of linker DNA strand[174] (Figure 3.1(c)). This 10 nm diameter chromatin fibre has previously been compared to beads on a string.[173] The 10 nm chromatin fibre is compacted into a higher order structure, a chromatin fibre of about 30 nm in diameter (Figure 3.2),[171] which is stabilised by the fifth histone protein, H1.[172, 175] These 30 nm chromatin fibres in turn are folded into further levels of compactness, eventually resulting in the formation of chromosomes.[176] The histones in the histone octamer are highly positively charged, while the DNA strands are negatively
charged, due to the sugar-phosphate backbone, resulting in tight binding between the histones and the DNA strand.[176]

The DNA folding into a 30 nm diameter chromatin fibre occurs at high concentrations of monovalent or divalent salt concentrations.[171] In general, the formation of higher order structures depends on the ionic strength: while at low ionic strength the chromatin is in an unfolded state, increasingly high ionic strengths yield increasingly condensed chromatin structures[171, 172] (Figure 3.2). The presence of histone H1 is crucial for the formation of higher order chromatin structures, as chromatin depleted of H1 does not form ordered fibres with increasing ionic strengths.[172]

![Figure 3.2: Schematic of effect of ionic strength (I) on the chromatin structure: in the absence of H1, the DNA entrance and exit sites from the nucleosome do not coincide with each other (bottom right) and there is no higher order structure; in the presence of H1, the exit/entrance sites coincide with each other and a zigzag structure forms (bottom left); with increasing salt concentration (I), the chromatin forms higher ordered helical structures with increasing number of nucleosomes per turn (n), which are held together by histone H1. Salt was NaCl between 0 and 100 mM.][172]
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3.1.2 DNA Adsorption onto Carbon Nanotubes

Carbon nanotubes (CNT) are manufactured carbon cylinders a few nanometers in diameter and up to a few centimetres long,[177] and made of a single rolled-up carbon sheet.

Guo et al.[178] have used Transmission Electron Microscopy (TEM) to image double-stranded (ds) DNA immobilised on the surface of carbon nanotubes (Figure 3.3), although no details are given on how the nanotubes were treated with DNA. An even coverage of DNA strand on the nanotube surface was observed, indicating a strong, but at the time unclear, interaction mechanism between double-stranded DNA and carbon nanotube.

![Figure 3.3: TEM image of iodinated and platinated double-stranded DNA (arrow) on a carbon nanotube surface. DNA was self complementary 5’-ATG GTA GCT ACC AT-3’ double-stranded DNA.[178]](image)

Binding of single-stranded (ss) DNA,[179] short double-stranded DNA[179] and Calf-thymus DNA[180] onto single-walled carbon nanotubes (SWCNT) has been experimentally observed. Nepal et al.[181] have also observed wrapping of double-stranded DNA from herring testes around multi-walled carbon nanotubes, accomplished by milling of a solid state mixture of multi-walled carbon nanotubes and DNA.

The binding efficiency of DNA onto nanotubes was found to depend on whether it was single or double-stranded DNA[179] and on the base sequence in the case of single-stranded DNA.[179, 182] While single-stranded DNA binds readily to nanotubes after mild sonication of a solution mixture of DNA and nanotubes, short double-stranded DNA requires vigorous sonication in order to bind to nanotubes, suggesting
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Single-stranded DNA binds more readily with nanotubes as compared to double-stranded DNA. However, with single-stranded DNA, hybridisation must be eliminated either by using homopolymers, or by adding a denaturant that disrupts base pairing. The different binding efficiencies to nanotubes of single and double-stranded DNA is suggested to be due to different binding geometries to nanotubes of single-stranded DNA compared to double-stranded DNA. A change in Calf-thymus DNA conformation upon binding to SWCNTs from A-DNA to B-DNA (appendix B.10) is proposed by Dovbeshko et al.

Figure 3.4: Model for single-stranded DNA association onto carbon nanotubes illustrated with (a) the poly-T sequence in (i) side-view and (ii) top view, showing right-handed helical wrapping, with the nucleotide bases (red) attached to the nanotube surface by π-stacking, and the sugar-phosphate backbone (yellow) oriented away from the bases, and (b) the d(GT)$_n$ sequence, where $n=10-45$, where antiparallel d(GT)$_n$ strands interact by hydrogen binding to form a double-strand that wraps around the nanotube in a highly periodic helical manner. (c) proposed orientation of single-stranded DNA bases on a SWCT. The bases lie flat on the nanotube surface at an oblique angle of about 45°.
In the case of single-stranded DNA, DNA sequence and length depend studies have shown that 30mer poly-T binds most efficiently to carbon nanotubes out of a length selection of 15 to 60 bases and the bases A, T, C and G.[179] Other single-stranded DNA sequences that bind efficiently to nanotubes were alternating sequence repeats of G and T, that is d(GT)_n, where n=10-45 nucleotides.[182] Rajendra et al. have experimentally shown that single-stranded DNA binds to SWCNTs differently than observed with double-stranded DNA, suggesting that the nucleic acid bases of single-stranded DNA lie flat on the nanotube surface with the DNA wrapping around the nanotube at an oblique angle of about $45^\circ$ (Figure 3.4(c)).[183]

Molecular modelling suggests that in general, single-stranded DNA binds to nanotubes by π-π-stacking interactions (appendix B.9) between aromatic nucleotide bases and the CNT surface.[179] It was suggested that in single-stranded DNA the highly flexible bond torsion within the sugar-phosphate backbone allows single-stranded DNA to adapt to a low-energy conformation that maximizes the π-π interaction between the DNA bases and nanotube surface.[179]

In general, molecular modelling suggests that within a range of preferred torsion angles, there are a number of single-stranded DNA conformations that allow DNA binding to nanotubes, all with similar binding free energies, such as right or left handed helical structures with different pitches or a linear conformation on the nanotube surface.[179] For instance, poly-T (single-stranded DNA) forms a right-handed helical structure around the nanotube surface, with the bases bound to the nanotube surface by π-π interactions, while the sugar-phosphate backbone is extended away from the nucleic acid bases, making otherwise water-insoluble nanotubes hydrophilic[179] (Figure 3.4(a)). In contrast, Zheng et al.[182] suggest, based on observations of AFM images, that antiparallel strands of the sequence d(GT)_n, where n=10-45 nucleotides, interact by hydrogen bonding, forming a double strand (Figure 3.4(b)), which self-assembles into a highly ordered helix around a nanotube, with regular pitch of 18 nm.[182] It is suggested that the single-stranded DNA sequence and
structure determines the exposure of the DNA bases to the nanotube surface.[179]

3.1.3 DNA Adsorption onto Quantum Dots

3.1.3.1 Quantum Dots- Oligonucleotide Conjugation

The surface chemistry of colloidal CdSe/ZnS core/shell quantum dots (QDs) and CdS core QDs has been developed to allow formation of QD-DNA conjugates. QD-DNA conjugates are applied for detecting specific target DNA using DNA hybridisation and FRET.[184] Most QD-DNA conjugate formation methods involve two steps, ligand exchange to make QDs water soluble, and QD-DNA conjugation.

3.1.2.1.1. QD Water Solubility

QD water solubility is achieved by ligand exchange with ligands that contain both (a) a thiol (SH), (for linkage to the ZnS QD-shell or CdS QD surface,[185, 186] making use of the high reaction between ZnS shell surface and thiols), and (b) a hydrophilic carboxylic acid end group (COOH),[188, 189, 190] or hydrophilic hydroxyl (OH)[185, 186] end-group for water solubility. For example, 3-Mercaptopropionic acid (MPA)(HSCH$_2$CH$_2$COOH)[190, 191] or 2-Mercaptoacetic acid (MAA) (HSCH$_2$COOH)[188] have been attached to CdSe/ZnS QDs, while 2-Mercaptoethanol (HSCH$_2$CH$_2$OH) –capped CdS QDs yielded water soluble CdSe QDs.[185] Instead of mono-thiol-terminated ligands such as MAA or MPA, ligands with two thiol-end groups, such as dihydrolipoic acid (DHLA), have been used as a coating for CdSe/ZnS QDs, which increased the QD stability in buffer solutions.[192] However, both DHLA and MAA/MPA contain a COOH-end group for water solubility. CdSe/ZnS QDs have also been COOH-functionalised by coating in a amphiphilic triblock copolymer, consisting of polybutylacrylate (C$_7$H$_{15}$O$_2$), polyethylacrylate (C$_5$H$_8$O$_2$) and poly(methacrylic acid)(C$_4$H$_6$O$_2$).[184]
3.1.2.1.2. QD-DNA Conjugation

QD-Oligonucleotide conjugates have been formed in various ways using different chemistries. MAA-capped CdSe/ZnS QDs rely on amine-modified DNA to form QD-DNA conjugates, via the formation of an amide bond between the COOH-end group of the MAA ligand and the carbon-amine linker (NH$_2$C$_6$ or NH$_2$C$_{12}$) of modified DNA.[188] The DNA was a 19mer, mixed base single-stranded (ss) oligonucleotide.[188] Similarly, DNA conjugation to CdSe/ZnS QDs coated by EG$_3$COOH and EG$_3$OH was achieved by the formation of an amide link between the C$_6$-amide-modified 30mer mixed base DNA and the carboxylate surface-groups of the QD surface.[186] Single-stranded RNA has also been attached to a COOH-functionalised CdSe/ZnS QD surface using amino (NH$_2$)-modified 21-23mer ssRNA and 1-Ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (EDAC)(C$_8$H$_{18}$N$_3$Cl) as a cross-linker.[184]

On the other hand, conjugation between MPA-capped CdSe/ZnS QDs and 30mer mixed-base double-stranded DNA[190] or 26mer mixed base single-stranded DNA[191] was achieved via a thiol linker.

Whereas DHLA coated CdSe/ZnS QDs formed QD-DNA conjugates with DNA modified with a polyhistidine –peptide linker (His$_n$-Cys(ac)-S-S-Py):[193] the thiol-reactive polyhistidine-peptide-linker attaches to thiolated DNA via disulfide exchange, and the metal-histidine interaction drives the self-assembly of histidine-modified DNA to CdSe/ZnS QDs.[193] It was shown that histidine-metal interaction promotes the DNA self-assembly onto CdSe/ZnS/HDLA QDs, and that the internal disulfide-bond (-S-S-) between the linker and the DNA played no role in the DNA self-assembly onto QDs. The DNA sequence used was mixed base 29mer oligonucleotides.[193]

Wang et al.[194] have developed a one-step method to prepare water soluble QD-DNA conjugates, which involves mixing oleyamine-capped CdSe QDs with Zn$^{2+}$, S$^{2-}$ and thiolated DNA in DMSO (dimethyl sulfoxide) to produce water soluble CdSe/ZnS core/shell QDs capped with a high density of mixed-base 34mer single-stranded DNA. Also, association of biotinylated 100mer DNA to streptavidin coated CdSe/ZnS
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QDs has been experimentally demonstrated,[195] with the QD-DNA conjugates forming within 3-4 hours.[195]

3.1.2.1.3. Conformation of QD-DNA Conjugates

Using FRET between QD donor and dye attached to a complementary hybridising strand, the conformation of DNA linked to a QD surface was found to be dependent on the QD surface chemistry. For instance, while DNA covalently attached to MAA-capped CdSe/ZnS QDs lies across the QD surface[188] (Figure 3.5), thiolated DNA conjugated directly to CdSe/ZnS surface had a fully extended conformation away from the QD surface.[194]

![Figure 3.5: Model of double-stranded DNA configuration of mixed-base 19mer oligonucleotide conjugated to MAA-capped CdSe/ZnS QD. Similar FRET efficiencies of the QD-Cy3 dye donor-acceptor system for when the Cy3 dye is attached to the (a) far-end (b) near-end of the double-stranded DNA indicate double-stranded DNA lies across the QD surface of MAA-capped QDs.[188]](a) (b)

DNA is also fully extended for conjugates of hexahistidine-modified DNA (29mer, mixed base) and CdSe/ZnS/HDLA QDs.[193] The fully extended DNA conformation of hexahistidine-DNA in DNA-QD conjugates is attributed to DNA being prevented from folding on the QD surface due to electrostatic repulsion between (i) negatively charged oligonucleotides attached to the same QD (up to 12 oligonucleotides per QD), and (ii) negatively charged COOH–end group (COO–) of the DHLA QD coating and the negatively charged oligonucleotide.[193]

In contrast, mixed-base DNA (19mer) conjugated to a COOH-containing MAA-capped QD was shown to lie across the QD surface.[188] The conformation of conjugated oligonucleotides lying across the surface of MAA-capped QDs was explained with a hydrogen bonding model, according to which hydrogen bonding between nucleotide bases and...
protonated carboxyl group (-COOH) of the MAA capping drives conjugated double-stranded mixed-base DNA to lie across the QD surface. Furthermore, it was found that hydrogen-bonding interactions not only drives ds-conjugated, but also free ss-oligonucleotides, to adsorb onto the surface of MAA-capped QDs, and that the DNA conformation on the QD surface depended on the DNA sequence. Specifically, polyA/polyT double-stranded DNA conjugated to MAA-capped QDs was found to adopt a conformation that is more upright than that of mixed-base conjugated DNA.[188]

3.1.3.2 Non-specific DNA Adsorption onto QD Surfaces

Some experimental abnormalities of QDs directly linked to a DNA strand have been suggested to be due to non-specific DNA adsorption onto the QD surface.[190, 191] For instance, aggregation of QD-DNA conjugates, consisting of MPA-capped CdSe/ZnS QDs directly linked to 30mer mixed base double-stranded DNA via a C₆-thiol linker, was experimentally observed at low QD: DNA ratios, and attributed to direct binding between Zn²⁺ ions on the QD surface and the negatively charged DNA phosphate backbone.[190] Also, Gill et al.[191] have experimentally observed efficient QD fluorescence quenching due to FRET from a QD donor to a nearby dye acceptor that is attached to DNA linked to the QD surface (Figure 3.6(i)(a), (i)(b) and (ii)(a), (ii)(b)), but only partial recovery of QD fluorescence occurred after cleavage of dye-labelled DNA from the QD surface (Figure 3.6(ii)(a) and (ii)(c)). The residual QD fluorescence quenching was attributed to non-specific adsorption of dye-labelled DNA onto the non-protected vacancies on the QD surface. The QD was a 3.8 nm diameter 3-mercapto-propionic acid (MPA)-capped CdSe/ZnS QD and the DNA was 26mer mixed-base duplex DNA.
However, there has been more direct experimental evidence for non-specific DNA association to QD surfaces, explained by the hydrogen bonding model (section 3.1.3.2.1) and counter-ion exchange model (section 3.1.3.2.2).

3.1.3.2.1. Hydrogen Bonding Model

According to the hydrogen bonding model, hydrogen-interaction between the nucleotide bases of oligonucleotides and the protonated COOH-end group of the MAA ligand drives non-specific oligonucleotide adsorption onto the surface of MAA-capped QDs.[188] The adsorption efficiency was found to depend on various factors, such as buffer pH, presence of formamide, free single-stranded DNA or double-stranded DNA, and presence of conjugated DNA on the QD surface.[188] Specifically, experimental results showed that the adsorption efficiency (i) increases with decreasing pH, explained by protonation/deprotonation of most COOH-groups of the MAA-ligands at low/high buffer pH, (ii) reduces in the presence of hydrogen-bonding disturbing formamide, (iii) was higher
for single-stranded compared to double-stranded oligonucleotide, because
the nucleotide bases are more available in single-stranded compared to in
double-stranded DNA (iv) was reduced by the presences of already
conjugated DNA, due to (a) reduced availability of the QD surface, and
(b) added negative charge and thus increased electrostatic inter-strand
repulsion destabilizing the adsorption.[188] FRET experiments have
shown that the conjugated mixed-base oligonucleotides lie across the QD
surface, while oligonucleotides with weaker adsorptive interaction, such as
a polyA/polyT duplex, adopt a more upright configuration. All
oligonucleotides were 19 bases long.[188]

3.1.3.2.2. Counter-ion Exchange Model
Mahtab et al. have shown that with QDs that have a net negative surface
charge, a QD-DNA adduct formation can be driven by the exchange and
expulsion of solvent ions and counter-ions from the QD-DNA
interface,[196] and that the counter-ion exchange induces a change in the
DNA structure that more closely matches the QD surface curvature, which
further facilitates QD-DNA adduct formation.[192] It is proposed that a
metal hydroxide layer forms around CdS QDs upon addition of metal
cations in solution, with divalent metal cations Cd$^{2+}$,[192, 197] Mg$^{2+}$ and
Zn$^{2+}$ to yield a stable hydroxide layer.[192] The effective surface charge
of QD surface-activated with divalent cations was measured to be more
negative compared to unactivated QDs,[192] and a loosely bound cloud of
divalent cationic counter-ions is suggested to form around QDs surface-
activated with divalent cations (Figure 3.7(a)).[192] In contrast, negatively
charged DNA is surrounded by a monovalent counter-ion cloud when in
sodium containing buffer (Figure 3.7(a)).[192] It is suggested that non-
pecific adsorption of DNA onto surface-activated QD is driven by
exchange of counter-ions between DNA and QD (Figure 3.7(b)). Divalent
cations are thought to bind more tightly to the DNA than to the QD (Figure
3.7(b)), and after binding, counter-ions are expelled from the interface
(Figure 3.7(b)).
For all DNA shapes investigated, that is kinked, bent and straight DNA, experiments suggest a higher QD-DNA association efficiency for harder Zn\(^{2+}\) and Mg\(^{2+}\) ions compared to softer Cd\(^{2+}\) cations, suggesting that harder ions have a higher affinity to the DNA backbone than softer ions. Also, the divalent cations on the DNA surface are suggested to “pre-bend” the DNA strand, resulting in a DNA shape that more closely matches the QD curvature, facilitating QD-DNA adsorption.[192] The pre-kinking suggestion stems from the experimental observation that differences in binding efficiencies due to differences in DNA shape (kinked, bent, straight) were smallest in the presence of Zn\(^{2+}\) as it most efficiently induces DNA bending and thus best eliminates differences in DNA shape.[192] The pre-bending theory is supported by previous reports that divalent metal cations cause changes in the DNA structure, and divalent cations divalent cations[198] Zn\(^{2+}\) and Mg\(^{2+}\) introduce sharp kinks[199, 200] and smooth bends,[200–203] respectively, in DNA strands. In these experiments, DNA was double-stranded, 16 bases long, with sequence induced DNA shapes being straight, bent or kinked, while QDs were 4.5 nm diameter CdS QDs capped by 2-mercaptoethanol.[192]

Mahtab et al. have also experimentally shown that the release of counter-ions from the QD-DNA interface is the major mechanism that
drives binding of long (10,000 base pairs) Calf-thymus DNA strands to Cd²⁺ rich (cationic) CdS QDs.[196]

3.1.3.2.3. Base-Sequence/Structure Dependent Adsorption onto a Neutral QD Surface
Mahtab et al. have proposed that sequence-directed DNA structure and/or DNA flexibility affects the QD-DNA binding efficiency.[185] It is well documented that DNA sequence can alter the DNA structure and flexibility.[204, 205] For instance, DNA containing the sequence 5’-GGCC-3’ has a 23° kink across the GGCC,[185] which is believed to be due to the presence of Mg²⁺, while polyA/polyT is conformationally bent but stiff,[185] with the bend increasing in the presence of Mg²⁺ ions.[192] Mahtab et al. have experimentally shown that the DNA sequence and hence DNA conformation or DNA flexibility does affect the non-specific binding efficiency onto a QD surface.[185] Specifically, it was found that only kinked DNA, containing the GGCC sequence, binds to a 4 nm diameter, neutral, CdS QD surface, while stiff and bent DNA, containing AAAAAAA, and straight DNA, do not adsorb onto the QD surface.[185] It is suggested that the intrinsically kinked DNA binds stronger or faster to the QD because its shape more closely matches that of the QD surface, reducing the energy cost associated with DNA binding to a curved QD surface, or because the kinked DNA is intrinsically more flexible, allowing it to wrap around the QD many more times than other DNA shapes upon collision with a QD in solution.[185] The mechanism that drives DNA association to a neutral QD surface was suggested to be (i) hydrogen bonding (section 3.1.2.2.1) (ii) van der Waals hydrophobic interactions[206, 207] or (iii) the release of counter-ions from the DNA and/or the QD surface.[192, 208] The QDs were 4 nm diameter CdSe QDs capped with 2-mercaptoethanol, with a neutral surface charge,[185] while DNA was 16 base, mixed base double-stranded oligonucleotides in Tris, 5mM NaCl buffer.[185] However, experimental evidence suggests that in the presence of the divalent metal cations Mg²⁺, Zn²⁺ and Cd²⁺, various DNA structures, kinked, bent and straight, can bind to negatively charged DNA believed to be due to divalent cation induced DNA bending.[192]
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3.1.4 DNA Adsorption onto Gold Surfaces

Specific DNA adsorption onto gold surfaces through a thiol linker, and non-specific DNA adsorption through gold-nucleotide bases interactions, have been experimentally observed.

3.1.4.1 Specific DNA –Gold Binding

Gold has a high affinity to thiol-modified molecules allowing specific binding of thiol-modified oligonucleotides to gold surfaces[209] through spontaneous reaction of the thiolated DNA with the gold surface.

Gold nanoparticles have previously been functionalised with thiol-terminated[210, 211] and dithiol-terminated[212] oligonucleotides. In the case of planar gold surfaces, instead of a thiol modification at one end of a DNA strand, poly(dG)-poly(dC) oligonucleotides have been synthesised where the backbone of the G-strand contains phosphorothioate groups (Figure 3.8) which can bind to gold through the sulphur-gold interaction, creating multiple points through which DNA and the gold surface can interact.[209]

![Figure 3.8: Schematic representation of a poly(dG)-poly(dC) oligonucleotide showing the phosphorothioate groups added into the backbone of the G-strand (red).[209]](image)

Although the Au-S bond is one of the strongest bonds available for Au-DNA conjugation, thiol-terminated DNA has been experimentally shown to desorb from a 5 nm Au-NP surface upon exposure to temperatures exceeding 70°C.[210]
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3.1.4.2 Non-specific Adsorption of DNA onto Gold Surfaces

It has been experimentally shown that due to non-specific interactions between nucleotide bases and a gold surface, thiolated single-stranded DNA non-specifically adsorbs onto a flat gold surface, resulting in a DNA strand configuration that is not perpendicular to the planar gold surface but rather lies flat on the surface[213, 214](Figure 3.9(a)).

![Figure 3.9: Schematic representation of adsorption states of alkanethiol-functionalised oligonucleotides (HS-(CH$_2$)$_6$-single-stranded DNA 49mer) onto a flat Au surface (a) Specific adsorption via the sulphide-gold interaction as well as non-specific adsorption via nucleotide base-gold interaction occurs on a flat Au surface, leading to DNA strand orientation that is not perpendicular to the planar Au surface[214] (b) addition of a monolayer of mercaptohexanol (MCH) on the Au surface after DNA adsorption prevents contact between backbone and gold surface, eliminating non-specific adsorption.[214]

While a parallel orientation of single-stranded DNA (49mer) on a flat gold surface has been experimentally verified,[213, 214] it has been proposed that single-stranded DNA (12mer) also lies flat on the NP surface due to the nucleotide-gold interaction.[215] Gold nanoparticles are frequently modified such that a net positive charge is present in order to induce electrostatic interparticle repulsion and thus prevent NP aggregation by coating in a citrate layer.[215] But positively charged NPs are also likely to attract negatively charged DNA.[215]
The non-specific adsorption of DNA onto a flat gold surface has been eliminated by (i) growth of a molecular monolayer either (a) before DNA adsorption (Figure 3.10) or (b) after DNA adsorption onto a flat gold surface (Figure 3.9(b)), or (ii) increase of the DNA surface coverage on a gold nanoparticle by increasing the ionic buffer concentration (section 3.1.4.3.1).

Once nonspecific DNA adsorption has already occurred, it can be eliminated by growing a monolayer of the thiol spacer mercaptohexanol (MCH) onto the gold surface, which displaces non-specifically adsorbed DNA and DNA does not adsorb onto the hydroxyl-terminated MCH (Figure 3.9(b)).

Lee et al. [216] have developed an alternative monolayer for preventing non-specific DNA adsorption which is deposited before DNA adsorption: a maleimide ethylene glycol disulfide (MEG) monolayer on a flat gold surface (i) allows specific adsorption of thiolated single-stranded DNA to the maleimide through the formation of a thiol bond, but (ii) prevents nonspecific DNA adsorption onto gold due to the non-reactive ethylene glycol layer (Figure 3.10).[216]
3.1.4.3 Configuration of DNA linked to Gold Surfaces

The orientation of thiolated DNA (HS-DNA) linked to a gold surface has been found to depend on (i) the presence of non-specific adsorption via nucleobases-gold interaction[213-215] (ii) the surface density of adsorbed DNA[216] (iii) at which end of the DNA strand (the 3’ or 5’-end) the DNA strand is linked to the gold surface[217] and (iv) whether the DNA is single and double-stranded.[218, 219]

3.1.4.3.1. Effect of DNA Surface Coverage

Lee et al.[216] have found that the orientation of the thiolated adsorbed single-stranded DNA on a MEG-covered gold surface (Figure 3.10 in section 3.1.4.2) depends on the surface density of the adsorbed DNA: at low surface densities the DNA bases are aligned parallel to the gold surface, as low electrostatic inter-strand repulsion increases the disorder among DNA strands, while at higher surface densities the DNA strand orientation is more upright.

![Figure 3.11: Effect of ionic buffer concentration of DNA coverage and DNA configuration: At low ionic strength (a) DNA lies flat on the gold NP surface due to nonspecific interaction between nucleotide bases and gold and attraction between negatively charged DNA and positively charged (citrate stabilised) gold NPs, while at increased ionic strength (b) the inter-strand electrostatic repulsion decreases, increasing the DNA surface coverage.[215]](image)

It has been experimentally shown that surface coverage and DNA strand configuration can be manipulated with ionic buffer strength for thiolated single-stranded-DNA (12mer) and gold nanoparticles, with increasing ionic strength leading to reduced interstrand repulsion and thus higher surface coverages.[215] It was found likely that at low ionic strengths, the DNA lie flat on the NP surface due to (1) nonspecific nucleotide base-gold interaction and (2) electrostatic attraction between negatively charged
DNA and positively charged (citrate stabilised) gold NPs (Figure 3.11(a)), while at higher ionic strengths, the electrostatic attraction between NP and DNA and the electrostatic inter-strand repulsion is screened, and thus reduced, and the reduced inter-strand repulsion leads to a higher DNA surface coverage at higher ionic strength (Figure 3.11(b)).

3.1.4.3.2 Effect of DNA Linker Position
Experiments have shown that the end at which DNA is linked to a flat gold surface determines the DNA orientation: while thiolated double-stranded DNA (15mer) linked to the gold surface via the 3’-carbon lie down flat on the surface, double-stranded DNA linked to the surface via the 5’-carbon take a more upright configuration.[220]

3.1.4.3.3 Effect of Single or Double-stranded DNA
It has also been suggested that unmodified (no thiols) 16mer oligonucleotides adsorb onto a 14nm Au NP surface when double-stranded, but not when single-stranded, as seen in an increase in the Raman signal of the double-stranded DNA bases, with the double-stranded-oligonucleotides lying down flat on the surface of the Au NP, while the bases A and G are aligned perpendicularly to the Au surface.[218] In contrast, an enhanced Raman signal has been observed for single-stranded compared to double-stranded Calf-thymus DNA when adsorbed onto silver colloids.[219]

3.1.4.4 DNA Surface Coverage
The DNA surface depends on whether the gold surface is flat or a nanoparticle (section 3.1.3.4.1), and on the buffer ionic strength (section 3.1.2.4.1).

3.1.4.4.1 Flat Gold Surface versus Gold Nanoparticle
Experimental results suggest that the surface coverage of dithiol-terminated oligonucleotide (i) is higher[212] on a NP-surface compared to a flat surface, reaching up to 220 strands per NP,[212] as the surface curvature of the NP reduces steric interference between DNA strands,[212] and (ii) unlike on a flat gold surface, the DNA surface coverage on a Au
NP does not significantly decrease with increasing oligonucleotide length.[212] However, increased oligonucleotide length by the insertion of a 20-dA spacer between the alkanethiol group (\((\text{SH(CH}_2)_6\text{-N}_{12})\)) and the original single-stranded 12-base sequence was experimentally shown to decrease the oligonucleotide surface coverage on a 15.7 nm Au NP-surface by half.[215]

### 3.1.4.4.2 Buffer Ionic Strength

The ionic strength has been shown to affect the surface coverage of thiol-terminated oligonucleotides to (i) a Au NPs[213, 215] and (ii) a flat gold surface covered by a monolayer of MEG.[216] Specifically, the surface coverage (adsorption) of single-stranded thiol functionalised oligonucleotide[213, 215, 216] on gold surfaces has been experimentally shown to increase with increasing salt concentration of the buffer.[213, 215, 216] It is believed that with increasing ionic buffer conditions, the electrostatic charge of the negatively charged DNA strands is more effectively screened, reducing inter-strand repulsion and thus increasing the DNA surface coverage.[213]

### 3.1.5 Additives Preventing DNA–Nanoparticle Interaction

It has been experimentally shown that incorporation of the spacer ethylene glycol into the nanoparticle coating eliminates non-specific DNA adsorption onto the nanoparticle surface for both gold nanoparticles,[221] CdSe/ZnS QDs[189] and paramagnetic beads.[222] Specifically, Zheng et al.[221] have shown that a monolayer of di-, tri- or tetra(ethylene glycol) thiols, EG\(_n\)-SH, where \(n=2,3\) and 4, respectively, attached to a gold nanoparticle surface via a thiol bond, yielded gold NPs EG\(_n\)-S-Au, that are stable in aqueous solution and shielded from non-specific binding to chromosomal DNA.[221] The DNA-adsorption resistant surface coating of CdSe/ZnS QDs was EG\(_3\)COOH (11-Mercaptoundecyl tri(ethylene glycol) alcohol) and EG\(_3\)OH (11-Mercaptoundecyl tri(ethylene glycol) acetic acid), with the EG\(_3\) spacing out the hydrophilic hydroxyl (OH) and carboxylic acid (COOH) functional groups from the QD surface.[186]
Also, DNA adsorption onto a bead surface via disulphide bond decreased by incubation in 0.2% SDS.[222] The oligonucleotides contained a 5’-terminal thiol groups and immobilize onto a thiol-terminated paramagnetic Biomag beads via a disulphide bond.[222]

### 3.1.6 DNA binding to Silica Nanoparticles

Amino-surface functionalised silica nanoparticles, consisting of a dye core encapsulated by a silica coating, have been grown with a water-in-oil microemulsion method and[223] and range in size between 5 to 400 nm.[223-225] It has been experimentally shown that negatively charged DNA (green fluorescence protein (GFP) plasmid DNA,[223] plasmid and genomic DNA[224]) electrostatically bind to positively charged amino-modified silica NP to form NP-DNA complexes.[223, 224] The positive charge on the silica NP stems from the protonation of the amino groups at the NP surface at neutral pH.[223]
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Colloidal CdSe/ZnS core/shell quantum dots (QDs) of various sizes were obtained dissolved in toluene solution (Evident Technologies). The QDs are not soluble in aqueous solution due to a hydrophobic coating, but were made water soluble by in-house ligand exchange with designed peptide polymers (section 3.2.1). QDs were then used for the absorption and emission studies of mixtures of QDs and oligonucleotides (section 3.2.2), AFM studies of QD-DNA mixtures (section 3.2.3) or Fluorescence Microscopy of QD-DNA mixtures (section 3.2.4).

3.2.1 Ligand Exchange of Quantum Dots

As-delivered QDs are coated in either long-chain-amine-molecules (Evident Technologies), and precipitate in aqueous solution. For example, hexadecylamine (HDA), a surfactant molecule, consists of (a) a polar head group (NH$_2$) which attaches to the CdSe shell via formation of a N-Zn bond (Figure 3.12(i)), and (b) a hydrophobic chain (Figure 3.12(i)).

![Figure 3.12: Schematic representation of (a) QDs coated in (i) HDA or (ii) peptides.](image)
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QDs are made water soluble by ligand-exchange with designed peptide polymers (Table 3.1(a)). A peptide is a chain of amino acids, which can either be hydrophobic, hydrophilic, acidic or basic (appendix B.4).

![Image of a designed peptide](image)

Figure 3.13: Schematic representation of the molecular structure of a designed peptide, consisting of one hydrophobic end with a SH group, and one hydrophilic end.[227]

The structure of all designed peptides is listed in appendix B.5, and that of typical designed peptide is shown in Figure 3.13, which, by the choice of the appropriate amino acid sequence, consists of a hydrophobic region and hydrophilic region (Table 3.1(a) and (b)). The hydrophobic chain is always terminated by a cysteine amino acid to allow peptide attachment to the CdSe/ZnS QD surface (appendix B.4 and see below). The cysteine is followed by a chain of hydrophobic amino acids with increasing side chain extend/size (Figure 3.12(ii), Figure 3.13 and appendix B.5) to prevent water reaching the QD surface. At the other end of the peptide, the peptide is terminated with a hydrophilic amino acid chain for increased QD stability in aqueous solution.

The cysteine amino acid, which terminates the hydrophobic end of the designed peptides, is conjugated to the ZnS shell of a CdSe/ZnS QD as it contains a thiol group (SH) in its side chain. The thiol group deprotonates (looses the H⁺) under neutral pH (pH 7.0), allowing a strong bond between the sulphur of the cysteine and the zinc of the ZnS QD shell to be formed (Figure 3.12(ii)). Specifically, in the ligand exchange reaction (section 3.2.1.1), the weak N-Zn bond between HDA and ZnS QD shell is cleaved and replaced by the stronger S-Zn bond between the Zn and the cysteine amino acid (Figure 3.12(ii)). Peptide ligand exchange of the initially long
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Chain amine molecules coated CdSe/ZnS QDs (Evident Technologies) maintain the optical properties of the QDs except for a red-shift in the fluorescence spectrum by a few nanometers.[227] The hydrophilic end region of the designed peptides contains the amino acids “aspartic acid” (D) and “glutamic acid” (E) (Table 3.1(a) and (b)), which both contain carboxylate groups (-COOH) in their side chain (Figure 3.13). The \( pK_a \) value of COOH group is about 4.0, so that at physiological pH, most of the COOH is deprotonated (negatively charged), so that the designed peptides are negatively charged at physiological pH.

<table>
<thead>
<tr>
<th>Peptide</th>
<th>Amino acid sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CAL GGE DDE</td>
</tr>
<tr>
<td>2</td>
<td>CLL GGE DDE</td>
</tr>
<tr>
<td>3</td>
<td>CAV LGE DDE</td>
</tr>
<tr>
<td>4</td>
<td>CAV FLG EDD E</td>
</tr>
<tr>
<td>5</td>
<td>CAV VLG EDD E</td>
</tr>
<tr>
<td>6</td>
<td>CDV LGE DDE</td>
</tr>
</tbody>
</table>

Table 3.1: Designed peptides (a) Amino acid sequence of designed peptides (b) polarity of amino-acids used.[228]

3.2.1.1 Ligand Exchange Procedure

For long-amine-chain molecule-coated QDs dissolved in toluene (536nm fluorescence peak, 1.3 mg/mL, 80.03 nmol/mL, Evident Technologies), 19.2 \( \mu \)L of QD solution and 480.8 \( \mu \)L of pyridine is mixed by vortexing, and separately from this 2.1 mg of peptides and 48 \( \mu \)L of dimethylsulphoxide (DMSO) is mixed by vortexing. The QD-pyridine and peptide-DMSO solutions are then mixed together by vortexing, followed by the addition of 9 \( \mu \)L of tetramethylammoniumhydroxide (TMAOH) which raises the pH. The resulting mixture is vortexed and then centrifuged at 4,000 rpm for 30 minutes. The QD-peptide conjugates are then at the
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bottom of the Eppendorf tube. The supernatant is removed with a pipette and any excess peptides and unmodified QDs are removed by washing several times with DMSO using a pipette. The QDs can then be re-suspended into aqueous solution.

3.2.2 Absorption and Emission Studies of Quantum-Dots Mixed with Oligonucleotides

Free oligonucleotides, synthesised and purified by ADTBio, were added to aqueous solution of peptide-coated QDs. The base sequence of the added oligonucleotides is listed in Table 3.2. The QD-oligonucleotide solution was mixed by gentle pipetting several times and left to stand for several minutes, and diluted to an optical density of less than 0.1 at the excitation wavelength, before taking fluorescence and PLE spectra of the incubated QD-oligonucleotide mixture with a fluorimeter (Perkin, Elmer EM 50B). Fluorescence spectra were measured with 350 nm or 395 nm excitation, while PLE spectra were measured by detecting the fluorescence intensity as a function of the excitation wavelength, noting that the fluorescence intensity scales with the absorption efficiency, and scanning over a range of excitation wavelengths to yield a PLE spectrum.

<table>
<thead>
<tr>
<th>oligonucleotide</th>
<th>nucleotide base sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>r0336</td>
<td>gca gca aat tgc act gga gtg cga g</td>
</tr>
<tr>
<td>O1</td>
<td>gca gca aat tgc act gga gtg cga g</td>
</tr>
<tr>
<td>O2</td>
<td>gca gca aat agc act cta gtg cga t</td>
</tr>
<tr>
<td>O3</td>
<td>gca gcg ggt agc act cta gtg cga t</td>
</tr>
</tbody>
</table>

*Table 3.2: Oligonucleotide sequences*

The fluorimeter setup for fluorescence intensity detection is shown in Figure 3.14. Monochromatic excitation light is obtained by passing a high intensity white light source through a monochromator, which selects a specific wavelength for excitation by spatially separating the wavelength components of the white light (appendix B.1). The selected wavelength passes through an entrance slit into the sample chamber. The slit width determines the spectral resolution and the amount of light passing through[229] (appendix B.1). The fluorescence of fluorophores within the
sample chamber is detected through an exit slit that is aligned 90° to the path of the monochromatic excitation light (Figure 3.14).

![Diagram showing fluorimeter cuvette configuration of the exit and entrance slits](image)

*Figure 3.14: Schematic of the fluorimeter cuvette configuration of the exit and entrance slits of widths $w_{\text{in}}$ and $w_{\text{out}}$, respectively. The green arrow denotes the excitation light path.*

The fluorescence light then passes through a scanning monochromator before passing to a PMT. The relative alignment between excitation light path and fluorescence detection of 90° prevents direct exposure of the excitation light onto the detector, allowing facile separation of the excitation and fluorescence light. The slit widths determine the spectral resolution, with smaller slit widths yielding a higher spectral resolution. The signal to noise ratio can be increased by adjusting the narrow slit width,[230] but also depends on both the relative width of the exit slit to entrance slit, as well as the sample concentration. A high signal to noise ratio is obtained with an entrance slit that is narrower than the exit slit, as a narrow entrances slit minimizes the amount of scattered excitation light, while a wider exit slit increases the amount of detected fluorescence signal (appendix B.1). A high signal to noise ratio is also obtained for optical densities of the sample of less than 0.1 at the excitation wavelength, as a higher optical density results in quick absorption of most of the excitation light and thus a reduced signal to noise ratio. On the other hand, the minimum sample concentration is set by the detection limit of the fluorimeter, as a too low sample concentration yields a reduced signal to noise ratio.
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3.2.3 AFM Studies

3.2.3.1 Sample Preparation

AFM samples of DNA, QDs and QD-DNA mixtures were prepared. DNA was polymerised Calf-thymus DNA with sodium salt (Sigma, 300 to 3,000 bp, DNA is double and single-stranded, but mostly double-stranded). Quantum Dots were 536 nm fluorescence peak CdSe/ZnS core/shell QDs coated in long-chain amine molecules (Evident Technologies). The QDs were made water-soluble by ligand exchange with peptide polymers (peptide 4) (section 3.2.1). Sample buffer solutions were prepared containing 10 mM Tris and 1 mM EDTA at pH 8.0. DNA solutions were prepared to a final DNA concentration of 0.2 µg/mL in sample buffer and various concentrations of the divalent salt MgCl₂ was added to the DNA sample solution. Mixtures of QD and DNA in solution were prepared to a final concentration of 0.2 µg/mL DNA and 100 nM or 10 nM QDs in sample buffer, and various concentrations of the divalent salt MgCl₂ was added to the QD-DNA sample solution, followed by sample mixing by gentle pipetting and subsequent incubation for one day or two weeks inside a fridge at 2°C.

For sample deposition, freshly cleaved muscovite mica was treated with Mg²⁺ cations by drop-casting buffer solution (20 µL, 10 mM Tris, 1 mM EDTA, ph 8.0) containing various concentrations of MgCl₂ onto freshly cleaved mica and incubating for 2 minutes, except where otherwise stated, followed by washing under a stream of de-ionised, ultrapure water (15 mL, Millipore, 18 MΩ) and drying under a gentle dry argon flow. The QD, DNA or QD-DNA sample solution were then deposited onto the Mg²⁺ pre-treated mica substrate by drop-casting sample solution (6 µL) onto the mica surface and leaving to incubate for 3 minutes, followed by gently sweeping the mica substrate in ultrapure, de-ionised water (Millipore, 18 MΩ) to remove excess salt and unbound DNA/QDs, and subsequently the sample was dried first with filter paper (Whatman) and then under a gentle dry argon flow. The presence of divalent cations Mg²⁺ in the mica pre-
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treatment step and the sample buffer help DNA and QD adhesion onto the like charged mica surface (appendix B.8).

For DNA extraction, DNA and peptide coated QDs were prepared to a final concentration of 0.2 µg/mL DNA and 500 nM QDs in sample buffer. To precipitate out the DNA from the sample solution, ethanol was added to a final concentration of 70% volume and sodium acetate (pH 5.2) was added to a final concentration of 0.3 M. The resulting mixture was incubated overnight in a fridge at 2°C, followed by centrifugation at 13,000 rpm for 30 minutes in a minifuge to collect the DNA. In a modified extraction method, the same procedure as above was repeated, but without the addition of ethanol.

3.2.3.2 AFM Imaging

Dry AFM imaging was performed in air in the tapping mode with an AFM (Asylum Research, MFP-3D-SA) and an AFM tip. The AFM tip was either a Tap300AI tip (10 nm radius of curvature (ROC), 300 kHz resonant frequency, 40N/m force constant, 125 µm cantilever length, Budget Sensors) or a SSS-NCHR tip (2 nm ROC, 330 kHz, 42 N/m, 125 µm, Nanosensors). The sample images (excluding the DNA or QDs in the imaging area) were flattened using algorithms provided by Asylum Research, and then analysed using processing software (IGOR).

3.2.4 Fluorescence Microscopy Studies

Samples of DNA, QDs and QDs mixed with DNA, on a glass substrate were fluorescently imaged. DNA was either (i) Calf-thymus DNA with sodium salt (Sigma), contains both single-stranded (ss) and double-stranded (ds), but predominantly ds DNA), (ii) ds Lambda-phage DNA (Promega, 48,502 bp, double-stranded), or (iii) single-stranded Lambda-phage DNA. QDs were 536 nm fluorescence peak CdSe/ZnS QDs coated in long chain amine molecules (Evident Technologies). QDs were made water soluble by ligand exchange with peptides (peptide 4) (section 3.2.1).

Samples for fluorescence imaging were prepared as follows. Peptide-coated QDs in sample buffer were prepared at a QD concentration
of 10 nM, and drop-cast onto mica. Mixtures of QD and ds Calf-thymus DNA were prepared in sample buffer at a concentration of 200 µg/mL DNA and 50 nM QDs and mixed by gentle pipetting and incubated for one day in a fridge at 2°C, followed by drop-casting onto mica. Mixtures of QD and ds Lambda-phage DNA were prepared in the same way as mixtures of QD and ds Calf-thymus DNA, except at concentrations of 23 pM (750 ng/mL) ds Lambda-phage DNA and 190 nM QDs, and except instead of drop-casting the sample, the sample was stretched over a pre-cleaned glass slide using capillary action (section 4.4.3). The mixture of QD and ss Lambda-phage DNA was prepared by first denaturing ds Lambda-phage DNA, which involves heating double-stranded DNA in sample buffer at 98°C for 8 minutes, followed immediately by the addition of QD-sample buffer solution and 2-Mercaptoethanol (MetOH), yielding a solution of 20% MetOH and 80% sample buffer, and mixing by gentle pipetting. The mixed QD-single-stranded DNA solution was subsequently incubated in an ice-bath which was kept inside a fridge (2°C) for more than 24 hours. The final sample concentration was 750 ng/mL (23 pM) single-stranded DNA and 200 nM QDs. Following incubation of the QD-single-stranded DNA mixture, the sample was stretched over a pre-cleaned glass slide using capillary action (section 4.4.3).

The glass substrate was pre-cleaned by sonication in acetone, isopropanol and high purity de-ionised water, in this order and for 20 minutes each, and subsequently dried under a dry argon flow. The samples were imaged with an inverted fluorescence microscope (Zeiss), fitted with a broadband Mercury Xenon lamp as the excitation source. Various excitation and emission filter sets were used for fluorescence imaging (appendix B.2).

The quantum yield of peptide functionalised quantum dots was measured by measuring the fluorescence spectra of quinine sulphate in solution and QDs in solution at optical density of 0.01 and excitation wavelength of 350 nm, and comparing the area under the fluorescence spectrum of QDs and quinine sulphate. Sample TE buffer containing 10 mM Tris, 1 mM EDTA at pH 8.0 was prepared.
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3.3.1 Emission Studies of QDs in the Presence of Oligonucleotides

The quantum yield of long-chain-amine molecule-coated CdSe/ZnS QDs from Evident Technologies was measured to equal up to 0.22, by comparison with the emission yield of fluorescein in 0.1 M sodium hydroxide.

3.3.1.1 Effect of Peptide Ligand Exchange on QD Fluorescence Spectrum

Figure 3.15 shows the fluorescence spectrum of CdSe/ZnS core/shell QDs functionalised with long-chain amine molecules and dissolved in toluene or functionalised with peptide 2 and dissolved in aqueous solution, as obtained by James Richardson.[227] Upon ligand exchange, the fluorescence peak red-shifts by 14.0 ±0.5 nm, from 532.0 nm in toluene to 546.0 nm in water, and the fluorescence quantum yield falls by several tens of percent.[227] A red shift in fluorescence peak and reduced fluorescence efficiency has been experimentally observed before upon ligand exchange from TOPO to MPA on colloidal CdSe/ZnS QD solutions drop-cast onto glass.[231] The fluorescence peak red shift has been attributed to the extension of the electron-wavefunction to the MPA ligand that is covalently attached to the QD surface, reducing electron confinement of the electron-wavefunction within a QD.[231] while a reduction in quantum yield was attributed to an increase in the number of surface trap states after ligand exchange.[231] The polarity of the environment surrounding the QD can also influence QD fluorescence (solvent effect)[232] (appendix B.6). For instance, a blue-shift in fluorescence peak, with no change in the absorption onset, occurred in mercapto-coated QDs in aqueous solution.
after conjugation with the low-polarity protein, trichosanthin (TCS), attributed to a reduced polarisibility of the TCS compared to water.[232]

**Figure 3.15:** Fluorescence Spectra of CdSe/ZnS QDs from Evident Technologies in toluene (red) or aqueous solution coated in peptide 2 (blue), excitation was at 400 nm, optical density at 400 nm was 0.019 in toluene and 0.009 in water.[227]

### 3.3.1.2 Quantum Yield Measurement of Peptide Functionalised QDs

The fluorescence quantum yield of peptide functionalised CdSe/ZnS core/shell QDs can be established using quinine sulphate as a reference, by measuring the relative area under the fluorescence spectrum of QDs compared to the fluorescence spectrum for quinine sulphate (quantum yield=54%)[233](Figure 3.16). The emission spectrum of both samples in solution, at optical density 0.01 and 350 nm excitation, was measured with a fluorimeter.

**Figure 3.16:** Fluorescence spectra of quinine sulphate (black) and CdSe/ZnS QDs coated in peptide 4.

For instance, the total area under the fluorescence graph was equal to 59865.9 and 19854.1 for quinine sulphate and peptide 4 functionalised
QDs, respectively, (Figure 3.16) so that the quantum yield of the functionalised QDs is equal to 54%*19854.1 /59865.9=18%.

Multiple peptide sequences were conjugated to CdSe/ZnS QDs (Figure 3.17). Peptide-functionalised QDs show a variation in fluorescence quantum yield as a function of peptide sequence (Table 3.3). The highest yields are obtained with peptide 2 and peptide 4 (Table 3.3), which is due to the high steric hindrance from the large non-polar peptide sequence near the QDs (the sequence CL LGG and CAV FLG in peptide 2 and peptide 4, respectively (Table 3.3)).

![Figure 3.17: Illustration of CdSe/ZnS core/shell QD functionalised with peptide 1 (see Table 3.1 in section 3.2.1).](image)

<table>
<thead>
<tr>
<th>Peptide</th>
<th>QuY (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAL GGE DDE</td>
<td>10</td>
</tr>
<tr>
<td>CLL GGE DDE</td>
<td>22</td>
</tr>
<tr>
<td>CAV LGE DDE</td>
<td>9</td>
</tr>
<tr>
<td>CAV FLG EDD E</td>
<td>18</td>
</tr>
<tr>
<td>CAV VLG EDD E</td>
<td>18</td>
</tr>
<tr>
<td>CDV LGE DDE</td>
<td>14</td>
</tr>
</tbody>
</table>

Table 3.3: Fluorescence Quantum Yield of CdSe/ZnS QDs coated in designed peptides.[227]

3.3.1.3 Effect of the Adduct of DNA Oligonucleotides to QDs on the Fluorescence Quantum Yield and Spectrum

Figure 3.18 shows the fluorescence spectrum of (i) various mixed base free oligonucleotides in solution in the absence and presence of high quantum yield QDs from Evident Technologies and (ii) oligonucleotides in solution in the absence of QDs. The QDs were functionalised with peptide 3.
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Figure 3.18: Fluorescence (FL) spectra of various mixed base oligonucleotides in the presence and absence of peptide-functionalised CdSe/ZnS QDs (Evident Technologies), oligonucleotide were (a) O1 (b) O2 (c) O3 (see Table 3.2 in section 3.2.2); 350 nm excitation, oligonucleotide concentration equals 250 µM, QD concentration equals 5µM. QDs were 530 nm fluorescence peak QDs coated in peptide 3 (see Table 3.1 in section 3.2.1) in water.

Compared to QD solution (not shown), for solution mixtures of oligonucleotides and QDs a new emission peak centred at about 450 nm peak appears (Figure 3.18(a)(1), (b)(1) and (c)(1)). In solutions of oligonucleotides only the 450 nm emission peak is also present, and for oligonucleotides in solution the intensity of the 450 nm peak is unchanged whether the QDs are present or not (Figure 3.18(a)(0), (b)(0) and (c)(0)), suggesting that the 450 nm emission peak does not originate from an interaction between oligonucleotides and QDs, but might be due to some artefact in the oligonucleotide, either from the oligonucleotides themselves or from the oligonucleotide synthesis. Spectral overlap between the QD absorption spectrum and the 450 nm emission peak, and the same intensity of the 450 nm peak for oligonucleotides and for mixtures of QDs and oligonucleotides suggests the QDs and the species from which the 450 nm
emission originates are spatially separated by a distance exceeding the Foerster radius.

Core/shell CdSe/ZnS QDs coated in long chain amine molecules have been ligand exchanged with peptide 4 (see Table 3.1 in section 3.2.1) to make QDs water soluble. Peptide 4 was chosen of all the designed peptides as it yields QDs with one of the highest quantum yields of 18% (Table 3.3 in section 3.3.1.2). The fluorescence and PLE spectra of peptide 4-functionalised QDs is shown in Figure 3.19.

![Figure 3.19: Fluorescence (FL) and photoluminescence excitation (PLE) spectra of 536 nm fluorescence peak CdSe/ZnS QDs (1) as delivered (Evident Technologies) in toluene (2) functionalised with peptide 4 (Table 3.1 in section 3.2.1) in water (3) functionalised with peptide 4, mixed with double-stranded Calf-thymus DNA (200 µg/mL) in water. Excitation (for the fluorescence spectrum) was at 350 nm and detection (for the PLE spectrum) was at 539 nm. QD-DNA incubation time was 24 hours.](image)

Upon ligand exchange, the QD fluorescence peak maximum is seen to red-shift by 4 nm from 536 nm to 540 nm (Figure 3.19(1) and (2)). The red-shift upon ligand exchange could be due to the solvent effect, in which the higher polarisibility of water, compared to toluene, reduces the exciton energy (appendix B.6). However, other batches of peptide 4-coated QDs have shown a larger red-shift of the fluorescence spectrum to 545 nm (Figure 3.16 in section 3.3.1.2), indicating that the amount of red-shift can vary for different batches, which might be due to a variation in the surface coverage of peptides on the QD surface from batch to batch. Each peptide-functionalised QD sample was checked for good QD water solubility by leaving freshly peptide-functionalised QDs in water for at least overnight, and checking, with a UV lamp, that no QD precipitation has occurred. The
addition of ds Calf-thymus DNA to peptide-4 coated QD solution does not significantly change the QD fluorescence or PLE spectrum (Figure 3.19(3)).

### 3.3.1.4 Fluorescence Imaging of Quantum Dots

Although fluorescence spectroscopy studies showed no evidence for an interaction between the DNA sequences and QD-peptide 4 conjugates (section 3.3.1.3), further investigations were considered necessary. This was especially important as QD-DNA structures may not be formed in the majority- so a series of fluorescence microscopy studies were done. By using different excitation and emission filtersets in conjunction with microscopy, it was possible to image and probe the samples for different QD species. The co-association of QDs with DNA strands was considered possible to image, if this occurred.

As shown in Figure 3.16 in section 3.3.1.2, the emission spectrum of peptide functionalised QDs falls between 495 nm and 585 nm with a maximum at 540 nm. Fluorescence images of peptide-4-coated CdSe/ZnS QDs drop-cast onto a cleaved mica substrate are shown in Figure 3.20. Well-separated fluorescing spots are visible when excited with 450-490 nm and emission is detected at wavelengths > 515 nm (Figure 3.20(i)), but not when excited with 536-558 nm and emission is detected at wavelengths > 590 nm (Figure 3.20(ii)), so that the fluorescent spots can be attributed to fluorescence from QDs. Larger assemblies are also visible when excited with 536-558 nm and emission detected at > 590 nm (Figure 3.20(ii)), which might be attributed to coagulated QDs: a red-shift in QD fluorescence peak has previously been observed for close-packed and coagulated QD, and has been attributed to non-radiative fluorescence resonant energy transfer (FRET) from smaller to larger QDs.[152] A red-shift in the QD fluorescence spectral peak has also been attributed to dipole-dipole interaction between an exciton within a QD core that was optically excited and its induced dipole in an adjacent QD.[155, 234] A red-shift in the absorption onset induced by dipole-dipole interaction, however, is small, for instance only 3.6 meV for 4 nm diameter CdSe
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QDs,[155] whereas a much larger shift, from at least 490 nm to 536 nm (a shift by 46 nm or 238 meV) would be required before excitation at 536-558 nm would excite the QDs used here.

Figure 3.20: Fluorescence images of CdSe/ZnS QDs drop-cast onto mica (i) excitation between 450-490 nm, emission >515 nm (ii) excitation between 436-558 nm, emission > 590 nm. The QD concentration in sample buffer was equal to 10 nM. Integration times were (i) 10.6248 s and (ii) 14.9608 s. Magnification was equal to x63, 1.0 optovar. QDs were coated on peptide 4 (see Table 3.1 in section 3.2.1).

3.3.1.5 Fluorescence Imaging of Drop-Cast QD-Double-Stranded DNA Mixtures

Figure 3.21 shows fluorescence images of QDs incubated overnight with ds Calf-thymus DNA (CT-DNA) and drop-cast onto mica.

Figure 3.21: Fluorescence image of a mixture of Calf-thymus double-stranded DNA and QDs drop-cast onto mica with excitation at 450-490 nm and detection at >515 nm. The sample concentration in sample buffer was equal to 50 nM QDs and 200 µg/mL DNA. The integration time was equal to 2.8736 s. The magnification was equal to x10, 1.0 optovar. QDs were coated in peptide 4 (see Table 3.1 in section 3.2.1). DNA-QD incubation time was 24 hours.

Fluorescence from spots and strand-like-structures is clearly visible with excitation at 450-490 nm and an emission detected at >515 nm (Figure 3.21) but not with excitation at 536-558 nm and emission detected at > 590
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nm (not shown), as previously seen for drop-cast QD solution. It can be
seen that the fluorescence originates from strand-like structures (Figure
3.21). The next step was look at single-stranded DNA interaction with
QDs.

3.3.1.6 Fluorescence Imaging of Stretched QD-Single-
stranded DNA Mixtures

Single-stranded Lambda-phage DNA was incubated with peptide-4
functionalised QDs for about 24 hours before being stretched over a glass
slide by capillary action. The single-stranded Lambda DNA-peptide 4
assemblies were examined by fluorescence microscopy. By the use of
different emission and excitation filter sets it was possible to evaluate
whether the QDs were associated in either mono QD or assemblies. While
no emitting structures are visible when QD-DNA mixtures are absent (not
shown), emission from linear strands can be clearly seen in the presence of
QD-DNA mixtures (Figure 3.22). The images shown in Figure 3.22(i), (ii)
and (iii) are for samples where the filter sets are appropriate for the
detection of single QD-peptide 4 samples (individual QDs separated far
enough for FRET not to occur) (see Figure 3.20(ii) in section 3.3.1.4) (see
filter sets in Appendix B.2), whereas images shown in Figure 3.22(iv) are
by excitation with light of 536-558 nm and emission collected at
wavelengths greater than 590 nm. This emission, detected in Figure
3.22(iv), is not observed for single QDs (see Figure 3.20(ii) in section
3.3.1.4).

The results can be understood by assuming that QDs associate at
high densities to the structures seen. The linear strands are on average 5.3
µm long, with a range of 3 to 10 µm, consistent with previous measured
lengths of double-stranded Lambda-phage DNA stretched by capillary
action (chapter 4.4.3). Thus, the results can be rationalised by assuming
that DNA strands wrap around QDs at the end of the DNA strands,
resulting in a low QD density which is spectrally detectible at the same
excitation and emission range as that observed for single, well-separated
QDs (Figure 3.23(a)). Regions where QDs associate in high densities to the
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DNA strands are visible at longer wavelengths i.e. with excitation at 536-558 nm and with emission detected at >590 nm (Figure 3.23(b)), as previously observed for QD assemblies in drop-cast QD samples (Figure 3.20(ii) in section 3.3.1.4).

**Figure 3.22:** Fluorescence images of mixture of Lambda-phage single-stranded DNA and QDs stretched over glass with excitation and emission as indicated to the right. The sample concentrations in sample buffer were equal to 200 nM QDs and 0.75 µg/mL (46 pM) DNA. Integration time(s) was equal to (a)(i)3.976 (b)(i)8.5472 (a)(ii)7.4336 (b)(ii)14.3264 (a)(iii)29.3656 (b)(iii)32 (a)(iv)16.1576 (b)(iv)26.9096 s. Magnification was equal to 100x oil (a) 1.0 opt (b) 1.6 opt. QDs were coated in peptide 4 (see Table 3.1 in section 3.2.1). DNA-QD incubation time was about 26 hours.
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Non-specific adsorption of double and single-stranded short oligonucleotides and double-stranded Calf-thymus DNA onto QD surfaces has been experimentally observed before.[185, 188, 192, 196] Non-specific DNA-QD association is suggested to be driven by (i) hydrogen bonding between protonated surface carboxyl groups (COOH) on the MAA-capping of QDs and the nucleotide bases, as observed with 19-mer oligonucleotides,[188] with QD-DNA association being more efficient with single-stranded compared to with double-stranded DNA,[188] and (ii) counter-ion exchange between CdS QDs and Calf-thymus DNA[196] and 16-mer double-stranded-oligonucleotides.[192] As the buffer solution in the samples used here does not contain divalent metal salts, the counter-ion-exchange mechanism is unlikely to have occurred here. However, similar to the MAA-coating, the peptide coating of the QDs contain carboxyl groups (section 3.2.1), so that it could be assumed that hydrogen bonding interaction between DNA and peptide coated QDs can occur. Thus, it is reasonable to suggest that the structures seen in Figure 3.22 are DNA to which QDs associate at high densities. Algar et al.[188] have experimentally shown that DNA lies across the QD surface and that although a weaker wrapping efficiency was observed at increased pH, QD-DNA wrapping was observed even at pH 9.4.[188] Sequence directed DNA structure/flexibility was also observed to improve QD-DNA association efficiency,[185] due to more closely matching the QD surface curvature. In particular, the GGCC sequence was found to improve the
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QD-DNA binding efficiency by introducing kinks into DNA stands,[185] and is also contained within Lambda-phage DNA, suggesting that sequence directed structure/flexibility and hence improved binding at DNA sites containing the GGCC sequence play a role in binding between peptide coated QDs and Lambda-phage DNA. The absence of emitting strands in the fluorescent images of QDs incubated with double-stranded Lambda-phage DNA stretched over glass, unlike with single-stranded DNA, could be because QDs interact more weakly with double-stranded DNA compared to single-stranded DNA, as experimentally observed by Algar et al.,[188] and thus QD-DNA structures do not withstand the stretching forces when stretched by capillary action. Single-stranded, compared to double-stranded DNA, is also more flexible[235, 236] and might thus be expected to associate better to the curved QD surface.

3.3.2 Dry Atomic Force Microscopy Studies

There is clear evidence that QDs associate with Lambda-phage DNA in single-stranded and double-stranded form. This was surprising given the fact that peptides are non-polar and hydrophobic within the sequence closest to the QD shell (i.e. CLL GG (peptide 2) or CAV FLG (peptide 4)) and polar and hydrophilic (i.e. EDD E) at the aqueous interface; the carboxyl functional groups (COOH) of the polar, hydrophilic groups are anticipated to be negatively charged and thus unlikely to associate with the DNA phosphate backbone. Thus, AFM studies were done to investigate how the DNA interacts with the QD-peptide 4 conjugates.

3.3.2.1 AFM images of DNA Strands

At a DNA concentration of 0.4 µg/mL in solution, DNA strands formed a network of interconnecting strands when deposited onto mica (appendix B.8). A reduction of the DNA concentration to 0.2 µg/mL prevented the formation of a DNA network on mica, and instead DNA formed complex structures containing multiple loops (Figure 3.24(a) and (c)). The measured strand height ranges from 0.23 nm to 0.70 nm (Figure 3.24(b), while the strand width ranges from 30 nm to 40 nm (Figure 3.24(b)). A peak of 1.15
nm high is seen at a bent DNA strand section (Figure 3.24(a)(i) and (b)). It is well known divalent metal salt crystals, such as Mg$^{2+}$ and Zn$^{2+}$, cause bending in the DNA strand.[198-203] Thus, it is reasonable to suggest that the 1.15 nm high peak is due to coagulated salt crystals attaching to the oppositely charged DNA backbone and causing DNA bending. The height was measured as the difference in height between the DNA top and the substrate, and width as the full width of the DNA peak that is higher than the substrate signal. The height range measured here is consistent with previous reports for measured double-stranded DNA by TappingMode (TM) AFM in air, with reported values in the range of 0.3 to 1.2 nm.[237, 238] It is well known that AFM often yields heights less than the actual height of double-stranded DNA (2.0 to 2.2 nm[239]), which is attributed to sample dehydration in air[240], salt deposition,[241, 242] and to a minimal extent in TM-AFM, where the sample-tip contact is kept to a minimum, sample deformation by the tip.[241, 243, 244]

Figure 3.24: (a) AFM image of 0.2 µg/mL Calf-thymus DNA and (b) height measurements on DNA in Figure 3.24(a)(i), (c) 3D image of DNA in Figure 3.24(a)(i). The MgCl$_2$ concentrations during mica pre-treatment and in sample buffer are 25 mM. AFM tip ROC=10 nm.
Also, the DNA width measured here (30 to 40 nm) with a 10 nm ROC AFM tip is in agreement with previous values for double-stranded DNA measured by AFM (10-40 nm measured DNA width for ROC=20-50 nm[244]). The measured DNA width (30 to 40 nm) is broader than the actual DNA width (2 nm), as the radius of curvature of the AFM tip (ROC = 10 nm) is much broader than the DNA strand width, so that the width of the imaged feature is the convolution of the AFM tip width and the actual width of the imaged feature, and the AFM tip ROC limits the lateral resolution.[243, 244] It can be seen that regions of greater height in the imaged DNA structures tend to have broader lateral widths (Figure 3.24(b)), suggesting several DNA strands overlap in those regions. The DNA structures are repeatable upon successive AFM imaging (not shown), suggesting the DNA is well-adhered onto the mica substrate.

3.3.2.2 AFM Images of Mixtures of DNA Strands and QDs

Figure 3.25(a)(i), (b)(i) and (c)(i) show dry TM-AFM images of a QD-DNA mixture consisting of 0.2 µg/mL DNA and either 100 nM QDs (Figure 3.25(a) and (b)) or 10 nM QDs (Figure 3.25(c)) respectively (functionalised with peptide 4 (see Table 3.3 in section 3.3.1.2). Particles ranging in height from 1.4 nm to several nanometers and DNA strands can be clearly seen (Figure 3.25(a), (b) and (c)). In the absence of QD-peptide 4, particles of height of up to 1.15 nm have been observed on kinked sections of DNA strands (Figure 3.24(a)(i) and (b) in section 3.3.2.1), that might be salt cations binding to the negatively charged DNA backbone.

In general, the QD height, as measured with tapping mode (TM) AFM, is highly sensitive to the scanning parameters (tapping amplitude and force, driving frequency),[245] hydrophobicity of the substrate[245] and QD surface ligand.[245] It has been shown that the QD height as measured with TM-AFM can be more than 40% lower than the QD diameter due to variations in attractive interaction between AFM tip and sample when over the substrate compared to when over QDs: the cantilever will oscillate at a certain amplitude when driven at a certain frequency, with maximum amplitude occurring at the cantilever resonance frequency.
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in air. An attractive capillary force between sample surface and AFM tip dominates in the light tapping mode, and shifts the tip resonance frequency from that in air to a lower frequency, changing the oscillation amplitude at the sampling frequency.[245] The measured height is the topographical height and the effect of the amplitude damping. With increasing attractive force, the amplitude damping increases, which is interpreted by the feedback loop as an increase in sample height.[245] Thus, a reduced height in the QDs can appear if the amplitude damping is greater over the substrate than over the QD, which occurs if the attractive force over the mica is greater than over the QD.[245] The QD diameter, including the QD core and ZnS shell, is equal to about 3.6 nm (appendix B.6), which is 3.6 nm/2.0 nm= 1.8 times wider than a DNA strand, so that the QD width as measured by AFM is expected to a multiple of that measured of DNA. It is thus reasonable to suggest that the particles a few nanometers high and multiple times wider than a DNA strand are QDs, with particles exceeding about 3.6 nm height being QD coagulates, whereas smaller particles, up to about 1.2 nm in height, might be salt crystals left over from the mica salt treatment step or from the sample buffer. Spatial overlap between particles and the DNA strand does occur (Figure 3.25(a)(i), (b)(i) and (c)(i)), although many QDs are separate from DNA. DNA winding around QDs was considered to provide a shoulder around the QD with width similar to the DNA width, about 30 to 40 nm (section 3.3.2.1). Close-up 3D images from various perspectives of particles spatially coinciding with DNA strands in Figure 3.25 are shown in Figure 3.26. The 3D images show that some particles from 1.3 nm to several nanometers in height show no shoulder and thus no sign of DNA winding around particles (Figure 3.25(a)(ii) and Figure 3.26(a); Figure 3.26(b)(ii)(4) and Figure 3.26(b)(iv)).
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Figure 3.25: AFM images of Calf-thymus DNA (0.2 µg/mL) mixed in solution with QDs functionalised peptide 4 (a) 100 nM (b) 10 nM (c) 10 nM; (i): 2D AFM images; (ii) height measurements along lines shown in (i); MgCl₂ concentration during mica pretreatment and in sample buffer is 25 mM. AFM tip ROC=10 nm. The QD-DNA incubation time was equal to 24 hours.

The 8 nm high particle in Figure 3.25(b) shows a shoulder which is about 48 nm wide and about 5.5 nm high (Figure 3.25(b)(ii)(1) and Figure 3.26(b)(ii)) which, however, extends over a larger area than just the interface between particle and DNA strand (Figure 3.26(b)(ii)), and therefore is more likely part of the QD than a DNA strand. At the other side of the same particle at the base a shoulder about 30 nm wide, within the expected DNA strand width, and up to 1 nm high, occurs at the intersection between DNA strand and particle ((Figure 3.25(b)(ii)(1) and Figure 3.26(b)(i)); this shoulder is however, very steep, which suggests
3.3 Experimental Results

that the particle partly sits on top of the DNA strand, which does not allow the distinction between possible non-specific DNA and coincidental spatial overlap between QD and DNA strand.

![Figure 3.26: 3D images from various perspectives of Calf-thymus DNA mixed with QDs as imaged by AFM. 3D images are of the 2D AFM images shown in (a) Figure 3.25(a), and (b) Figure 3.25 (b), and (c) Figure 3.25(c).](image)

A 2.8 nm high particle shows a shoulder about 23.2 nm wide and 0.68 nm high (Figure 3.25(b)(ii)(3). The size of the shoulder is within the size range
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previously measured for DNA (section 3.3.2.1). 3D images reveal (Figure 3.26(b)(iii)) that this shoulder only exists at the base of the particle, suggesting the particle sits on top of the DNA strands.

Figure 3.26(c) shows 3D images of a 10 nm high particle that spatially coincides with various DNA strands. The particle shows a shoulder at the particle-DNA intersection, which is about 38 nm wide and 4.4 nm high (Figure 3.25(c)(ii)(3), Figure 3.26(c)(1 and 3)), and slight asymmetries at three other DNA-strand–particle intersections (Figure 3.25(c)(ii)(1, 2, 4), Figure 3.26(c)(1 to 3)). However, these structures are only present at the base, near the particle-DNA intersection, and do not traverse over or along the side of the particle, so that these structures might just be part of the particle. Thus, in general, it is unclear from the AFM images whether the spatial overlap between particles and DNA is due to DNA winding around QDs or just coincidental.

In order to facilitate the analysis of whether DNA strands wrap around QDs, DNA strand condensation needs to be reduced and free, unbound QDs in solution must be removed from the QD-DNA mixture. Thus, as a next step, the aim is to reduce DNA condensation.

3.3.2.3 Optimisation Conditions for Non-Condensed DNA Strands

AFM studies have shown that DNA agglomeration is due to mechanisms: (i) divalent cations in the sample buffer neutralize the negative charge on the DNA phosphate-sugar backbone, reducing inter-strand repulsion between DNA strands, and thus encourage DNA agglomeration in solution[246] (appendix B.8), and (ii) in single-stranded DNA, intra-strand base-pairing leads to increased agglomeration in single-stranded DNA compared to in double-stranded DNA;[247] Although Calf-thymus DNA does contain some single-stranded DNA, the majority of DNA is double-stranded, and thus, reduced inter-strand repulsion due to divalent cations in the sample buffer is likely to be the more significant mechanism that drives DNA agglomeration/condensation here. Thus, in order to reduce DNA agglomeration, the Mg$^{2+}$ cation concentration in sample buffer has to be
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Reduced. However, two factors limit the minimum MgCl$_2$ concentration in buffer: (1) the Mg$^{2+}$ in the sample buffer must be high enough to induce DNA adhesion onto the negatively charged mica substrate (2) below a critical ratio of concentration of Mg$^{2+}$ to Na$^+$ in sample buffer, adhesion of DNA to the mica surface is prevented,[248] as monovalent cations, unlike multivalent cations, cannot induce strong DNA binding onto mica, but still compete with multivalent cations in binding to the DNA backbone[248-250]. The Na$^+$-induced inhibition of DNA adhering onto mica must also be taken into account here, as the DNA fibres already do contain sodium, which forms a monovalent cation Na$^+$ in solution. Thus, the next step is to establish the minimum MgCl$_2$ concentration in the sample buffer that yields uncondensed DNA strands on mica, but which still allows strong DNA adhesion to the mica surface. Also, MgCl$_2$ pre-treatment of mica increases the attraction of DNA[249] and QDs to the mica substrate, so that variations in these will be investigated too.

Figure 3.27(b) shows AFM images of DNA strands at MgCl$_2$ concentrations reduced in the mica treatment step from 25 mM to 10 mM and in sample buffer from 25 mM to 2 mM. Reduced MgCl$_2$ concentrations yield more extended DNA strands without loops for most strands (Figure 3.27(b)), suggesting less efficient electrostatic neutralisation of the DNA backbone as fewer Mg$^{2+}$ cations are present in sample buffer.

The DNA strand height is measured to be between 0.2 and 0.3 nm (Figure 3.27(a)), in agreement with double-stranded DNA previously measured by AFM[237, 238] (section 3.3.2.1). Successive AFM imaging of the same DNA strand yields the repeatable images (not shown), suggesting that the DNA is well-adhered to the mica surface due to a sufficient Mg$^{2+}$ concentration in sample buffer and the mica pre-treatment. Present on the mica substrate and at the end of DNA strands are also particles less than 1 nm in height (Figure 3.27(a)(2) and Figure 3.27(b)(iii); Figure 3.27(a)(3 and 4) and Figure 3.27(b)(ii)) which might be salt crystals from the sample buffer or/and from the mica pre-treatment step. MgCl$_2$ concentrations lower than 10 mM in the mica pre-treatment or 2 mM in the sample buffer yielded very weak DNA adhesion to the mica...
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surface (appendix B.8), so that 10 mM and 2 mM MgCl$_2$ in the mica treatment and sample buffer, respectively, is considered the optimum conditions to yield uncondensed, well-adsorbed DNA on mica.

![Figure 3.27](image)

Figure 3.27: AFM image of Calf-thymus DNA (0.2 µg/mL) at optimum MgCl$_2$ concentration of 10 mM (mica pre-treatment) and 2 mM (sample buffer) (a) height measurement along coloured lines in figure (1). Figure 3.27(b)(i), (2) Figure 3.27(b)(iii), and (3 and 4) Figure 3.27(b)(ii); (b) AFM images of de-condensed DNA strands. AFM tip ROC=10nm.

3.3.2.4 Removing Excess QDs from QD-DNA Solution

The aim is to separate out free QDs from QDs that have associated to DNA in solution to facilitate AFM imaging of possible DNA wrapping around QDs. A protocol for DNA extraction from solution is applied to a QD-DNA solution that has been incubated for one day, which involves adding ethanol and sodium acetate to the incubated QD-DNA solution and leaving
overnight in a fridge to precipitate out DNA, followed by spinning at 13,000 rpm for 30 minutes to collect the DNA. Imaging the sample fluorescence under a UV lamp revealed that the precipitant of the treated QD-DNA solution is highly fluorescent, while the supernatant is non-fluorescent (not shown), suggesting that in addition to DNA, QDs also precipitate out, so that separation of free QDs and DNA has not occurred. The DNA extraction protocol was repeated but without ethanol, which condenses DNA, in order to produce pellets of QDs only.

![Figure 3.28: Fluorescence images of (i) QDs mixed with CT-DNA (ii) CT-DNA, illuminated by a UV lamp. Sample are in sample buffer with sodium acetate (0.3 M), incubated in fridge for one day, and centrifuged at 13,000 rpm for (a) 0 mins (b) 30 mins and (c) 60 mins. Exposure time=200 ms.](image)

However, after 30 minutes of centrifugation, the solution was still brightly fluorescent (Figure 3.28(a) and (b)), suggesting QDs to not separate out from DNA in solution by centrifugation. Increasing the centrifugation time to 60 minutes results in loss of QD fluorescence (Figure 3.28(c)), which might be due to QD disintegration under high centrifugal forces. Photo-bleaching is unlikely to have occurred, as exposure to the UV lamp was kept to a minimum.

### 3.3.2.5 AFM Imaging QD-DNA Mixtures

The incubation time of QD-DNA mixtures in solution was increased from one day to two weeks to allow more time for possible QD-DNA interaction to occur. Also, a narrower AFM tip with ROC=2 nm was used to image structures to allow for higher lateral resolution. Figure 3.29(a)(i) shows an AFM image of the sample where a particle spatially coincides with a DNA strand.

The particle is 4 nm high (Figure 3.29(a)(ii)(2)), suggesting this to be a QD coagulate. A shoulder less than 1 nm high, is seen at the intersection of the DNA strand at the base of the QD (Figure 3.29(a)(ii)(1)). However, 3D images reveal no shoulder across the particle.
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surface away from the DNA strand-QD intersection, suggesting that the particle is located on-top of the DNA strand, either by coincidence or due to DNA-QD interaction. Other AFM imaged DNA strands were discontinuous, suggesting weak adhesion of DNA onto mica. At the optimum MgCl₂ concentrations for DNA adhesion to mica, a weaker DNA adhesion to mica might be expected in the presence of QDs, as QDS require the mica to be pre-treated with MgCl₂ also in order to adhere to the like-charged mica substrate. Thus, the QD-DNA mixtures, incubated for 2 weeks, were deposited onto mica by doubling the mica pre-treatment MgCl₂ concentration from 2 mM to 4 mM.

Figure 3.29: AFM image of Calf-thymus DNA (0.2 µg/mL) mixed in solution with QDs (10 nM) at MgCl₂ concentration of 10 mM (mica pre-treatment) and 2 mM (sample buffer): (a)(i) 2D AFM image (a)(ii) height and profile measurement (b) 3D images from various perspectives the of 2D image in Figure 3.29(a)(i). AFM tip ROC=2 nm. The QD-DNA incubation time was two weeks.

Figure 3.30(a)(i) shows a further example of a possible QD-DNA assembly. The particle is about 4 nm high (Figure 3.30(a)(ii)(1)), as seen for the example in Figure 3.29, suggesting it might be a QD coagulate. At one side of the particle a shoulder about 9 nm wide is visible (Figure 3.30(a)(ii)(1)). However, the plateau is not located at a DNA-particle
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Intersection (Figure 3.30(b)), and a plateau width of about the DNA width, which is equal to about 35 nm (Figure 3.30(a)(ii)(3)), is expected for DNA winding around QDs. Thus, it is unlikely that the plateau on the particle is a sign of DNA winding around QDs.

![Figure 3.30](image)

Figure 3.30: AFM image of Calf-thymus DNA mixed (0.2 μg/mL) in solution with QDs (10 nM) at MgCl₂ concentration of 10 mM (mica pre-treatment) and 4 mM (sample buffer: (a)(i) 2D AFM image (a)(ii) height and profile measurement (b) 3D images from various perspectives the of 2D image in Figure 3.30(a)(i). AFM tip ROC=2 nm. The QD-DNA incubation time was two weeks.

In summary, AFM imaging of mixtures of QDs and DNA have not provided clear evidence that DNA wrap around QDs, although spatial overlap between QDs and DNA strands was observed. Possible reasons for this might be that (a) no interaction between QDs and DNA takes place, or (b) the interaction is weak so that (i) only a small percentage of QDs interact with DNA, or (ii) DNA wound round QDs separate from the QDs during sample preparation for AFM imaging.
3.4 Conclusion

Using spectral analysis, fluorescence microscopy and atomic force microscopy we have investigated whether long genomic DNA strands (Lambda-phage and Calf-thymus DNA) wind around colloidal peptide-functionalised quantum dots in solution. We have found that with AFM imaged mixtures of QDs and double-stranded Calf-thymus DNA spatial overlap between QDs and DNA strands occurs, although no DNA winding about the side or top of QDs was experimentally observed, suggesting limited wrapping of double-stranded DNA around QDs, but possible QD association onto double-stranded DNA. Similarly, fluorescence images of drop-cast and stretched mixtures of double-stranded DNA and QDs revealed only limited association of QDs to double-stranded DNA. In contrast, fluorescence images of stretched mixtures of single-stranded DNA and QDs revealed association of assemblies of QDs to single-stranded DNA. Non-specific DNA-QD association is to be avoided when QDs are being used as DNA probes, so that in light of these results fluorescence dye labelled DNA probes are more suitable than QD labelled DNA probes for genetic analysis application.
3.4 Conclusion
Chapter 4

4 Fluorescence Enhancement of Fluorescently Labelled DNA Strands over Gold Nanovoids

In order to detect fluorescently labelled single sequences within single copies of DNA, highly sensitive detection systems are required. Most microscopy-based approaches are diffraction-limited, meaning that short DNA sequences labelled with a series of different fluorescent probes for about 100 base pairs, cannot be resolved. Here, gold nanovoids[21, 22] are evaluated as substrates for fluorescent enhancement of probes on DNA sequences. It is proposed that the fluorescence intensity of fluorophores, associated to DNA strands, stretched over gold nanovoids, varies with location over the nanovoid and with nanovoid dimension, as will be discussed later in this chapter. Although not part of the thesis, the rationale for examining the fluorescence intensity over plasmonic nanovoids was to establish whether microfluidic channels containing plasmonic nanovoids could be used for high resolution analysis for various DNA sequences. The incorporation of plasmonic nanovoids into microfluidic flow channels would be a novel approach to high resolution imaging of genomic DNA.

Presented are the fabrication method of gold nanovoid substrates, the stretching method and results of fluorescently labelled DNA strands over gold nanovoid substrates. The fluorescence intensity as a function of location over the nanovoid substrate is investigated and the fluorescence lifetime of fluorescently labelled DNA stretched over glass and gold nanovoid samples are compared.
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In this thesis chapter, the potential for gold structured surfaces for DNA analysis is investigated. The use of metals for fluorescence enhancement of fluorophores associated to DNA molecules has been previously investigated.[251] Metals, such as gold or silver, are known to impact on the fluorescence of fluorophores in the following ways (i) quenching at distances less than 20 nm from the metal surface, in the visible spectral region[252] (ii) enhancement at distances between 10 to 400 nm from metal surfaces that exhibit nanometre scale surface roughness/periodicity or metal nanoparticles between 1 and 100 nm in size,[253-255] in the visible spectral region[256, 257] and (iii) fluorescence quenching or enhancement in the near-infrared spectral region by gold nanoparticles of different aspect ratios. [258] The fluorescence modulation by metal nanostructures is attributed to the interaction of the fluorophore with surface plasmon polaritons (SPP) modes supported by the metal nanostructure.[230, 257, 259-261] Before covering the principles of fluorescence enhancement by metal surfaces and optical cavities, the physical processes that yield fluorescence is discussed in more detail.

4.1.1 Absorption and Fluorescence

The absorption and emission process of a fluorescence emitter is illustrated by a Jablonski diagram (Figure 4.1). Considering molecules in thermal equilibrium at room temperature, Boltzmann statistics (appendix C.11) predicts most molecules occupy the lowest vibrational energy level v=0 in the electronic ground state S_0. Upon absorbing a photon of appropriate energy, a molecule in the S_0 (v=0) state is excited into an excited singlet electronic state (S_1 or S_2). The change in electron configuration during the absorption process takes place within about 10^{-15} s, which is much faster than the atomic nuclei, which are much heavier than electrons, can move, so that the nuclear coordinates most likely remain stationary during absorption i.e. electron transitions are vertical (Franck-Condon principle
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(Figure 4.2(a)). The Franck-Condon Principle applies to all electron transitions i.e. also to fluorescence. Following the electron transition, the nuclei re-align themselves to the new equilibrium separation through vibrational relaxation. The probability of occupying a certain final vibrational state is equal to the square of the overlap integral between the initial and final vibrational wavefunctions of the respective electronic states (Figure 4.2(a)). The absorption spectrum reflects the vibrational states in the excited electronic state, with peak heights depending on the transition probability from S_0 (v=0) to S_n (v=n), where n>0 (Figure 4.2(b)). Following absorption, the excited molecule undergoes fast non-radiative relaxation to the lowest vibrational level in the first electronic excited state (S_1 (v=0))(Figure 4.1). The non-radiative decay occurs via vibrational relaxation and internal conversion, at a timescale of 10^{-14} to 10^{-11} s. The internal conversion rate between different electronic excited states is high as they are close in energy. However, the larger energy gap between the electronic ground state S_0 and the first excited electronic state S_1 slows the internal conversion rate down to 10^{-9} to 10^{-7} s for the S_1→S_0 transition, effectively competing with fluorescence.[262]

\[ \begin{array}{c}
\text{S}_2 \\
\text{S}_1 \\
\text{S}_0 \\
\end{array} \]

\[ \begin{array}{c}
\text{Absorption} \quad 10^{-15} \text{s} \\
\text{Fluorescence} \quad 10^{-9} \text{ to } 10^{-7} \text{s} \\
\text{Radiationless decay} \quad 10^{-3} \text{ to } 10^{2} \text{s} \\
\text{Phosphorescence} \quad 10^{-3} \text{ to } 10^{5} \text{s} \\
\end{array} \]

\[ \begin{array}{c}
\text{Internal Conversion} \\
\text{Vibrational Relaxation} \\
\text{ISC} \\
\end{array} \]

\[ \begin{array}{c}
10^{-14} \text{ to } 10^{-11} \text{s} \\
10^{-10} \text{ to } 10^{-8} \text{s} \\
10^{-9} \text{ to } 10^{-7} \text{s} \\
\end{array} \]

\[ \begin{array}{c}
\text{Radiationless decay} \quad 10^{-3} \text{ to } 10^{2} \text{s} \\
\text{Phosphorescence} \quad 10^{-3} \text{ to } 10^{5} \text{s} \\
\end{array} \]

**Figure 4.1:** Jablonski diagram showing the electronic ground state (S_0), the first excited electronic singlet state (S_1) and the excited triplet state (T_1), with the vibrational levels of the electronic states labelled v=0,1,2,3. The processes are (i) excitation (blue) (ii) fluorescence (green) (iii) non-radiative decay (serpentine line) and (iv) phosphorescence (red). Non-radiative processes include internal conversion between different electronic excited states, and vibrational relaxation within the same electronic state.
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From the $S_1$ ($v=0$) state, the molecule can undergo (i) fluorescence (ii) intersystem crossing followed by phosphorescence or (iii) radiationless decay. Fluorescence is the radiative decay between states of the same multiplicity, and usually occurs between the singlet states, such as from the first excited electronic state $S_1$ ($v=0$) to the electronic ground state $S_0$ ($v=n$) (Figure 4.1(ii)).

A singlet state has paired electron spins, i.e. the total spin=0 and multiplicity $M=2*\text{spin}+1=1$ (Figure 4.2(c)). The fluorescence decay occurs within $10^{-9}$ s, which is slower than the non-radiative decay to $S_1$ ($v=0$) ($10^{-14}$ to $10^{-11}$ s). As a result, fluorescence always occurs from the lowest vibrational level $S_1$ ($v=0$) (Kasha’s rule), irrespective of the absorption

![Figure 4.2: Absorption and emission of a fluorescent emitter](image-url)
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energy, and the fluorescence energy is less than the absorption energy (Stokes shift) (except for the $S_0 (v=0) \rightarrow S_1 (v=0)$ and $S_1 (v=0) \rightarrow S_0 (v=0)$ transition, where no non-radiative relaxation occurs) (Figure 4.2(b)). Like absorption, fluorescence follows the Franck-Condon principle, i.e. the transitions are vertical and occur with a probability equal to the square of the overlap integral between wave-functions in the initial and final state. The vibrational levels in the $S_0$ and $S_1$ electronic state are similarly spaced in energy, so that the transition probabilities from the $v=0$ to the $v=n$ vibrational state are the same for the transitions $S_0 \rightarrow S_1$ (absorption) and $S_1 \rightarrow S_0$ (fluorescence) (Figure 4.2(a)) i.e. the fluorescence and absorption spectrum between $S_0$ and $S_1$ are mirror images of each other (Figure 4.2(a) and (b)).

A fluorescent molecule in $S_1$ can also undergo a spin reversal of the excited electron, resulting in a final state with two unpaired electrons of the same spin and hence total spin=1 ($M=3$), a triplet state $T_1$ (Figure 4.2(c)). The non-radiative transition between states of different multiplicity is called inter-system crossing (ISC) and although forbidden, is possible due to spin-orbit coupling.[263] ISC occurs on the order of $10^{-9}$ s, and is followed by vibrational relaxation to the lowest vibrational level of $T_1$. The radiative transition from $T_1$ to $S_0$, termed phosphorescence (Figure 4.1(iv)), requires spin-reversal (Figure 4.2(c)) and is thus quantum-mechanically forbidden, resulting in longer phosphorescence lifetimes (of the order of $10^{-3}$ to $10^{2}$ s) than fluorescence lifetimes. As an alternative to radiative relaxation, radiationless decay to the ground state can occur, due to internal mechanisms, such as phonon relaxation or external mechanisms, such as quenching or collisional de-activation. The rate of non-radiative decay is of the order of $10^{-7}$ to $10^{-5}$ s for the $S_1 \rightarrow S_0$ transition, and $10^{-3}$ to $10^{2}$ s for the $T_1 \rightarrow S_0$ transition (Figure 4.1(iii)). In the ground state the fluorescent molecule returns to the lowest vibrational level via vibrational relaxation. Delayed fluorescence, in which the molecule non-radiatively returns from $T_1$ to $S_1$, followed by fluorescence, can also occur (not shown).
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4.1.2 Fluorescence Quantum Yield and Fluorescence Lifetime

The fluorescence efficiency is quantified by the fluorescence quantum yield. Consider a spontaneous emitter in the excited electronic state $S_1$, which can return to the electronic ground state $S_0$ either radiatively, at rate $k_r$, or non-radiative, at rate $k_{nr}$. Assuming the absence of any external quenchers, the fluorescence quantum yield is equal to

$$Q_0 = \frac{k_r}{\sum k} = \frac{k_r}{k_r + k_{nr}}$$  \hspace{1cm} (4.1)

where $\sum k$ is the total depopulation rate from $S_1$. The radiative (or natural) lifetime ($\tau_r$) quantifies the excited state lifetime in the absence of any non-radiative decay, i.e. $k_{nr}=0$ and $Q_0=1.0$, and is given by

$$\tau_r = \frac{1}{k_r}$$  \hspace{1cm} (4.2)

The observed fluorescence lifetime ($\tau_0$) is the average time the emitter spends in $S_1$ before it decays to $S_0$, and, in the absence of external quenchers, is given by

$$\tau_0 = \frac{1}{k_r + k_{nr}}$$  \hspace{1cm} (4.3)

According to equation (4.1), the quantum yield can theoretically range from 1.0, if $k_{nr}=0$, to 0, but in practice 1.0 is never reached as $k_{nr}$ is never 0. In summary, changes in both $k_r$ and $k_{nr}$ affect both the quantum yield and the observed fluorescence lifetime.

4.1.2.1 Fluorescence Quenching

Fluorescence quenching is the reduction in fluorescence quantum yield due to an increase in the non-radiative decay rate $k_{nr}$, usually due to newly introduced non-radiative decay channels. As an example, consider the effect of collisional quenching on a spontaneous emitter: a collisional quencher increases the non-radiative decay from $k_{nr}$ to $k_{nr}+k_Q$, changing
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the quantum field and observed lifetime from a non-quenched value of $Q_0$ and $\tau_0$ to

$$Q_0 = \frac{k_r}{k_r + k_{nr} + k_Q} < Q_0 \quad \text{and} \quad \tau_0 = \frac{1}{k_r + k_{nr} + k_Q} < \tau_0 \quad (4.4)$$

It is clear that quenching reduces both the quantum yield and the observed lifetime. Metal surfaces are well-known fluorescence quenchers, with quenching dominant within 50 nm of the metal surface.[256, 257] Quenching by metal is mainly attributed to coupling to non-radiative surface plasmon polariton modes (SPP) on flat metal surfaces and to lossy surface waves.[256, 257] The energy transfer to lossy surface waves occurs via dipole-dipole interaction, with the energy non-radiatively transferred to an electron-hole pair inside the metal, which is then lost as heat.[266] The transfer rate to lossy surface waves increases with decreasing distance, $d$, from the metal surface with a $d^4$ dependence. The evanescent nature of SPP modes also results in stronger non-radiative coupling with decreasing fluorophore-metal separation.[267] For a flat metal-dielectric interface, coupling to non-radiative SPP dominates for distances $d=20$-$200 \, \text{nm}$, while coupling to lossy surface waves dominates for $d<20 \, \text{nm}$.[266]

4.1.2.2 Enhanced Quantum Yield

An enhanced fluorescence quantum yield is usually the result of an increased radiative decay rate $k_r$. Supposing that the radiative decay rate of a spontaneous emitter is increased from $k_r$ to $k_r + k_R$, by some mechanism, then the quantum yield and observed lifetime is changed from $Q_0$ and $\tau_0$ to

$$Q_R = \frac{k_r + k_R}{k_r + k_R + k_{nr}} > Q_0 \quad \text{and} \quad \tau_R = \frac{1}{k_r + k_R + k_{nr}} < \tau_0 \quad (4.5)$$

Thus, an increase in the intrinsic radiative decay rate $k_r$ increases the fluorescence quantum yield and decreases the observed lifetime. Contrast this with quenching, where an increase in the non-radiative decay rate $k_{nr}$ reduces both the quantum yield and observed lifetime.
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We will now consider how the radiative decay rate can be altered. The spontaneous emission rate $k_r$ is given by Fermi’s Golden Rule (appendix C.1), and is equal to

$$k_r = \frac{2\pi}{\hbar^2} |M_{if}|^2 \rho(\sigma_{if})$$

(4.6)

where $\hbar \sigma_{if}$ is the transition energy, $M_{if}$ is the transition matrix element and describes the interaction strength between the perturbing field and the emitter dipole, $\rho(\sigma_{if})$ is the photonic mode density (PMD) at the transition energy (also called density of states), and is defined as the number of energy states per unit volume at in the energy interval $E$ to $E+dE$. In the case of spontaneous emission, the perturbing field that causes spontaneous emission is the vacuum field, so that spontaneous emission can be considered as being radiative emission stimulated by fluctuations in the vacuum field. It can be shown that in a homogeneous medium of refractive index $n$, the spontaneous emission rate is equal to[268]

$$k_r = \frac{1}{\tau_r} = \frac{4d_{if}^2 \sigma_{if}^3 n}{3\hbar c^3}$$

(4.7)

where $d_{if}$ is the emitter’s electric dipole moment and $\hbar \sigma_{if}$ is the transition energy. Thus, the free space spontaneous emission rate $k_r$ depends on the transition energy, the refractive index and the electric dipole moment, and is therefore an intrinsic property of the spontaneous emitter. In 1946 Purcell first predicted the possibility of controlling the spontaneous emission rate by changes in the photonic mode density the emitter can emit into. Later, experiments have confirmed this, and enhanced or suppressed spontaneous decay rates have been observed in structures such as inside photonic crystals[269, 270] and optical cavities,[271-273] near a silver film[274-276] and near surface-plasmon-polariton (SPP) supporting metal nanostructures.[277, 278] The gold nanovoids grown in this thesis can theoretically induce enhancement in fluorescence intensity (radiative decay rate) by coupling with radiative SPP modes supported by the nanovoids and when the nanovoids are setup as an optical cavity. Thus, the following
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sections treat the cases of enhanced emission rates induced by optical cavities and SPP supporting metal surfaces in more detail.

4.1.2.2 Modulation of Radiative Decay Rate Induced by Optical Cavities

An optical cavity is an arrangement of mirrors that can support light of only certain discrete wavelengths.[279] For simplicity consider an optical cavity consisting of two parallel planar mirrors separated by distance $L$ (Figure 4.3(a)).

![Figure 4.3: Optical cavity (a) consisting of two parallel mirrors $R_1$ and $R_2$ (b) resonant cavity modes.][280]

Only optical modes that satisfy the criterion

$$m\frac{\lambda}{2} = L$$  \hspace{2cm} (4.8)

can form standing waves and thus exist within the optical cavity (Figure 4.3(a) and (b)), where $\lambda$ is the wavelength and $m$ is a positive integer, so that the total number of available optical modes within an optical cavity is lower than in free space. However, as resonant cavity modes form standing waves, the electric field strength varies with location within the cavity, with a strong field at the anti-nodes and a zero field at the nodes (Figure 4.3(a)).

Recall that the fluorescence decay rate of a spontaneous emitter varies with the density of optical states, $\rho(\omega_f)$, it can decay into (equation (4.6) in section 4.1.2.2). The modulation of the electric field strength by an
optical cavity means that the local density of optical states (LDOS) in an optical cavity varies with (i) energy and (ii) position within the cavity. Specifically, the LDOS inside an optical cavity is equal to[281]

$$\rho(r, d, \omega) = \sum_{\text{all modes}} |d \cdot E_m(r)|^2 \delta(\omega_m - \omega)$$  \hspace{1cm} (4.9)

where $\omega_m$ is a cavity mode frequency, $\omega$ is the transition frequency of the spontaneous emitter, $\delta_{ij} = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j \end{cases}$, $E_m(r)$ is the electric field strength of a cavity mode at position $r$ and $d$ is the unit vector of the electric dipole moment for the transition of the emitter. The LDOS is thus dependent on (i) the electric field strength $E(r)$ of the cavity mode, (ii) the orientation of the dipole moment of the spontaneous emitter relative to electric field of the cavity mode, and (iii) the energy resonance between excited emitter and cavity mode. Assuming the emitter dipole is parallel to the electric field, then equation (4.9) can be simplified to[281]

$$\rho(r, d, \omega) = \sum_{\text{all modes}} |E_m(r)|^2 \delta(\omega_m - \omega)$$  \hspace{1cm} (4.10)

It can be seen that the LDOS varies with (i) the electric field strength $E(r)$ of the cavity mode, which is highest at the anti-nodes, and (ii) the energy resonance between the fluorescence energy of the spontaneous emitter and the cavity mode. Thus, a spontaneous emitter placed at an anti-node within a resonant cavity sees a higher LDOS than in free space resulting in an enhanced radiative decay rate and enhanced fluorescence intensity. In contrast an emitter, either out of resonance with a cavity mode, or placed at a node within a resonant cavity, has no final states to decay into and will stay in the excited state for longer. Drexhage has experimentally shown that the LDOS is even changed in front of a single mirror, resulting in radiative lifetime modulations dependent on the emitter-mirror separation.[275]

Assuming the radiative decay rate inside a resonant cavity and in free space is equal to $k_{\text{cav}}$ and $k_{\text{free}}$, respectively, then the enhancement in the radiative decay rate induced by a resonant cavity can be quantified by the Purcell factor, $F_P$, and has a maximum value equal to[282] (appendix C.5)
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\[ F_p = \frac{k_{cav}}{k_{free}} = \frac{3}{4\pi^2} \frac{\lambda_C^3 Q}{n^3 V_{eff}} \number{4.11} \]

where \( n \) is the refractive index of the medium filling the cavity, \( V_{eff} \) is the effective mode volume and \( \lambda_C \) is the cavity mode wavelength. \( Q \) is the cavity quality factor and quantifies the cavity loss. Maximum enhancement occurs for emitter dipoles aligned parallel to the cavity mode field (equation (4.9)). Cavities with a low loss (high Q) and small mode volumes produce high Purcell factors. It has been shown that spherical gold microcavities can achieve increased mode confinement by reducing the cavity dimension to the micron scale and, in addition to the usual longitudinal confinement, provide additional confinement in the lateral direction by replacing one of the mirrors with a spherical mirror[283] (appendix C.6).

4.1.2.2. Enhanced Decay Rate Induced by Radiative Surface-Plasmon-Polaritons

Surface Plasmon Polaritons (SPP) are charge oscillations at a metal-dielectric interface with an associated strong electric field that is pinned to the metal surface and decays exponentially with perpendicular distance from the interface (section 4.2). The density of states in SPP \( (\rho_{SPP}) \) is higher than that in free space \( (\rho_{free}) \), mainly because of the low SPP group velocity[259] (Figure 4.4(c) in section 4.2), so that an excited emitter placed near a metal surface within the exponential SPP electric field quickly couples non-radiatively to a SPP. Emitter-SPP coupling occurs via dipole-dipole interaction.[267] Assuming the non-radiative coupling rate from the excited emitter to a SPP mode, and the radiative decay rate of the excited emitter in free space, is equal to \( k_{SPP} \) and \( k_{free} \), respectively, then the Purcell factor is equal to[259]

\[ F_p = \frac{k_{SPP}}{k_{free}} \approx \frac{\rho_{SPP}}{\rho_{free}} \number{4.12} \]

The SPP can quickly re-radiate the emission energy into the far-field under certain conditions (section 4.2.1), which has the net effect of increasing the radiative decay rate and the fluorescence intensity of the nearby emitter.
SPP-induced emission rate enhancement is limited by how much more efficiently the excited SPP mode can emit into the far-field than the fluorophore can fluorescence in free space (appendix C.3). SPP-induced enhanced emission rates have been observed experimentally.[230, 284] For instance, CdSe QDs have shown a 23-fold enhancement in fluorescence intensity and 2-fold increase in the fluorescence decay rate when deposited onto an evaporated gold film as compared to when on a flat quartz surface, due to quickly re-radiating SPP.[285] As with optical cavities, coupling from excited emitter into radiative SPP modes requires (i) energy resonance between excited emitter energy and SPP mode, and (ii) spatial overlap between excited emitter and the strong evanescent electric field of the SPP modes. The exponential decay of the evanescent field strength limits the maximum emitter-metal surface separation at which SPP excitation is efficient to below 200 nm.[266] Although the coupling efficiency from an excited state spontaneous emitter to a resonant SPP mode increases with smaller separation, for separations below 20 nm, non-radiative energy-transfer to lossy waves on the metal surface dominates, and quenches the fluorescence.[266] It should be noted that SPP on a flat metal surface cannot radiate into the far-field (section 4.2.1) and therefore quench fluorescence. SPP can be made radiative via prism coupling or nanometre-scale corrugations on the metal surface (section 4.2.1). Metal surfaces with nanometre-scale corrugations support radiative SPP modes (section 4.2.1) with SPPs excitable over the whole metal surface and with maximum evanescent field at the metal-dielectric interface, where quenching effects are strong. In contrast, spherical gold nanovoids have been shown to support special SPP modes that are localised within the voids, and with strong fields that can be engineered to be located within tens of nanometers above the nanovoid.[21, 22] This localisation of the SPP field above the voids offers the potential to provide fluorescence enhancement at discrete locations above the nanovoids. The SPP modes of such spherical microvoids are explained in more detail in section 4.2.2.
4.1 The Effect of Metallic Surfaces on Fluorescence - an Overview

4.1.2.2.3. Enhanced Excitation Rate by Surface-Plasmon-Polaritons

We have seen in the previous section 4.1.2.2.2 that excited fluorophores can non-radiatively transfer their excitation energy to SPP modes on a metal dielectric interface, provided the emission energy is resonant with the SPP mode and the fluorophore is located within the SPP evanescent field. This mechanism is also reversible, which means that SPP can excite fluorophores via non-radiative energy transfer, provided the SPP is resonant with the fluorophore absorption energy, and the fluorophore is within the SPP near-field. The strong evanescent field of SPP near a metal-dielectric interface can increase the excitation rate of nearby fluorophores compared to in free space.[261] SPP-induced enhanced absorption rates have been treated theoretically (appendix C.4).[261] Enhanced fluorescence intensities of fluorophores nearby SPP-supporting metal structures have been experimentally demonstrated.[286] For instance, the fluorescence intensity of rhodamine excited by SPP on a metal grating, which in turn have been excited by the excitation source via grating coupling, was shown to be up to 10 times higher compared to rhodamine excited directly by the far-field excitation radiation.[286] Note that the enhanced absorption rate does not affect the fluorescence decay rate, leaving the fluorescence lifetime unchanged.
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Under certain conditions, electromagnetic waves incident onto a metal surface can couple to longitudinal charge oscillations on the metal surface (surface plasmon), resulting in a mixed state between electromagnetic wave and a surface plasmon, called a surface-plasmon-polariton (SPP) (Figure 4.4(a)). The electric field associated with a SPP is pinned to the surface of the metal, and decays exponentially with distance perpendicular from the metal-dielectric interface (Figure 4.4(b)).

The dispersion relation of a SPP mode can be found by solving Maxwell’s equations for an optical mode at a metal-dielectric interface (assumed to be along the x-axis), and assuming the dielectric constant of the dielectric and...
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The complex SPP wavevector along the interface is given by

\[ \hat{k}_x = \frac{\sigma}{c} \sqrt{\frac{\varepsilon_m \varepsilon_d}{\varepsilon_m + \varepsilon_d}} \]

(4.13)

where \( \hat{k}_x \) is the complex SPP wavevector along the interface. The real and imaginary parts can be evaluated using

\[ k'_x = \frac{\sigma}{c} \sqrt{\frac{\varepsilon'_m \varepsilon_d}{\varepsilon_m + \varepsilon_d}} \quad \text{and} \quad k''_x = \frac{\sigma}{c} \left( \frac{\varepsilon'_m \varepsilon_d}{\varepsilon'_m + \varepsilon_d} \right)^{\frac{3}{2}} \frac{\varepsilon''_m}{2(\varepsilon'_m)^2} \]

(4.14)

The dispersion relation of an SPP and that of an electro-magnetic wave freely propagating in a dielectric medium are shown in Figure 4.4(c).

For small values of \( k_x \), the SPP dispersion tends towards that of the lightline, while for large \( k_x \), the SPP frequency \( \omega \) tends towards the surface plasmon frequency \( \omega_p \), and has a maximum value equal to (appendix C.7.8)

\[ \omega_{SPP}^{\max} = \frac{\sigma_p}{\sqrt{1 + \varepsilon_d}} \]

(4.15)

As \( \hat{k}_x \) is complex it represents attenuation of the SPP wave with propagation along the interface, due to absorption in the metal. The propagation length of a SPP, \( L_{SPP} \), is the distance a SPP travels along the interface before its electric field intensity has dropped by \( 1/e \) of its original value, and is equal to [360]

\[ L_{SPP} = \frac{1}{2k_x} = \lambda_0 \left( \frac{\varepsilon'_m}{\varepsilon'_m + \varepsilon_d} \right)^{\frac{3}{2}} \]

(4.16)

where \( \lambda_0 \) is the wavelength in vacuum. Metals with small values of \( \varepsilon''_m \), and large negative values of \( \varepsilon'_m \), due to long scattering times of electrons with positive ions (appendix C.7.1), have low loss and hence long \( L_{SPP} \). The frequency dependence of both \( \varepsilon''_m \) and \( \varepsilon'_m \) (equation C.46 in appendix C.7.2) introduces a frequency dependence into \( L_{SPP}(\sigma) \), with long \( L_{SPP} \) at
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low frequencies, which becomes shorter as \( \omega \) approaches the plasmon resonance frequency \( \omega_{\text{SPP}}^{\text{max}} \).

The momentum of a SPP perpendicular to the interface (the z-direction), \( k_z \), is also complex (equation C.49 and C.50 in appendix C.7.3.1), representing an attenuated wave/electric field amplitude that decays exponentially with distance from the interface (z-direction). The skin depth quantifies the extent of the SPP electric field in the z-direction, and inside the dielectric and metal, respectively, is equal to \[ \delta_d = \frac{\lambda}{2\pi} \sqrt{\frac{\varepsilon'_m + \varepsilon'_d}{\varepsilon'_d^2}} \] and \[ \delta_m = \frac{\lambda}{2\pi} \sqrt{\frac{\varepsilon'_m + \varepsilon'_d}{\varepsilon'_m^2}} \] (4.17)

At a gold-air interface and at 600 nm the skin depths equals \( \delta_d = 300 \text{ nm} \) n air and \( \delta_m = 30 \text{ nm} \) in gold, i.e. the evanescent field decays slower in the dielectric than in the metal (Figure 4.4(b)).

4.2.1 Surface Plasmon Polariton Coupling with Far-Field Radiation

For far-field radiation to couple to SPP, energy and momentum must be conserved. Consider incident far-field radiation, inside a dielectric medium of refractive index \( \sqrt{\varepsilon_d} \), of frequency \( \omega_0 \) and wavevector \( k_0 \), incident onto a flat metal-dielectric interface at an angle \( \theta \) to the normal (Figure 4.5(a)). If the SPP wavevector in the plane of the metal-dielectric interface and the SPP frequency is equal to \( k_{\text{SPP}} \) and \( \omega_{\text{SPP}} \), respectively, then SPP-far-field coupling occurs when

Energy conservation \[ \omega_0 = \omega_{\text{SPP}} \] (4.18)

Momentum conservation \[ \frac{\omega_0}{c} \sqrt{\varepsilon_d} \sin \theta = k_{\text{SPP}} \] (4.19)

where \( c \) is the speed of light in vacuum. Figure 4.5(c) illustrates the dispersion relation of a SPP at a flat metal-dielectric interface and far-field radiation inside the same dielectric. In the case of a flat dielectric-metal interface geometry, the in-plane wavevector of the incident far-field radiation is always smaller than the SPP wavevector, so SPP do not couple
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to an optical field. The SPP do not radiate, and conversely, SPP cannot be excited by incident light. The larger SPP momentum is due to the SPP binding to the surface [287].

The momentum mismatch can be circumvented by two approaches to allow SPP-optical field coupling (a) prism coupling (b) scattering from a diffraction grating. Prism coupling achieves coupling by (i) increasing the momentum of the far-field radiation by use of a high refractive index prism, and by turning, via total internal reflection, the incident far-field radiation into an evanescent field, which can carry the increased momentum over a distance, exciting a SPP at a nearby metal-dielectric interface. Two prism configurations, the Otto and Kretschman-Reather configuration, exist (appendix C.7.9). However, both techniques require very precise geometry.

![Diagram of SPP coupling](image)

Figure 4.5: SPP coupling with far-field radiation (a) vector diagram showing the wavevectors of a plane wave incident onto a metal dielectric interface and a SPP and the electric field of transverse magnetic (TM) and transverse electric (TE) polarisation (b) scattering of incident light (wavevector $k_0$ and $x$-component $k_0 \sin \theta$) by the metal corrugation gives the scattered photon enough in-plane momentum ($k_0 \sin \theta + mG$) to couple to a surface plasmon polariton mode (SPP) of wavevector $k_{SPP}$ (c) In-plane momentum-matching condition of the coupling process illustrated in a dispersion diagram.

In contrast, grating coupling uses a periodically corrugated metal surface, period $\tilde{a}$, as illustrated in Figure 4.5(b). The incident radiation can scatter off the periodicity, acquiring extra momentum in the plane of the
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corrugation, of magnitude equal to \( mG \), where \( G \) is the grating wavevector, equal to \( G = \frac{2\pi}{a} \), and \( m \) is an integer. SPP can travel in the forward or backward direction along the corrugation, so that coupling between far-field radiation and SPP occurs when

\[
\frac{\sigma_0}{c} \sqrt{\varepsilon_\perp} \sin \theta \pm mG = k_{SPP} \quad (4.20)
\]

From equation 4.20 it can be seen that SPP excitation by far-field radiation is tuneable with incident angle, incident wave energy, as well as the corrugation periodicity of the metal surface. Forward coupling is illustrated in Figure 4.5(b) and Figure 4.5(c).

As SPP are transverse-magnetic modes, only p-polarised light can couple to SPPs (Figure 4.5(a)) (appendix C.7.3.1). SPP excitation is detected by a dip in the reflection spectrum of the incident p-polarised radiation at the resonance frequency. Likewise, SPP can couple to far-field radiation and become radiative by scattering off the metal-periodicity. SPP emission is p-polarised and highly directional (equation 4.20).

4.2.2 SPP Modes of a 2D Hexagonal Nanovoid Substrate

The substrates used for this thesis consist of a two-dimensional hexagonal lattice of close-packed, spherical, truncated nanovoids (Figure 4.6).

![Figure 4.6: Illustration of the substrate, incident light incident onto the substrate at an angle to the normal \( \theta \) and substrate orientated at an azimuthal angle \( \varphi \). The two surface plasmon modes supported by the substrate are localised (blue) or delocalised (orange). Inset: nanovoid parameters are void diameter \( D_{\text{void}} \), void thickness \( t_{\text{void}} \) and normalised void thickness \( \tau = \frac{t_{\text{void}}}{D_{\text{void}}} \).]{21}
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The substrates are made of chemically inert gold. The voids are parameterised by the void diameter $D_{\text{void}}$, void thickness $t_{\text{void}}$ and normalised void thickness $\tilde{t} = \frac{t_{\text{void}}}{D_{\text{void}}}$ (inset in Figure 4.6).

The substrates can support two types of surface plasmon polariton modes (i) delocalised plasmons that propagate on the sample surface (Bragg plasmons) and (ii) plasmons localised and confined spatially inside the nanovoids (Mie plasmons) (Figure 4.6). Bragg plasmons are excited by incident light that resonantly scatters off as a result of the sample periodicity, while Mie plasmons result from Bragg plasmons reflecting off sharp asperities such as the void upper rim, resulting in self-interference and localisation of the SPP within the void volume.[287]

The dispersion relation of Bragg and Mie plasmons in the nanovoid substrate have been investigated experimentally and explained theoretically by Kelf et al.,[21, 287], Teperik et al.[288] and Cole et al.[22] and are explained in detail in sections 4.2.2.1 and 4.3.2.2.

4.2.2.1 Bragg Plasmon Modes

Coupling between far-field radiation and Bragg plasmons occurs via scattering off the sample periodicity. The weak-scattering approximation ignores the actual surface structure and only considers the sample periodicity, and can be invoked for thin samples.[287] A void centre constitutes a scattering site, so that the scattering sites are extended from the 1D case in section 4.2.1 to a flat 2D, close-packed hexagonal arrangement. The 2D array of scattering sites can be assigned with primary lattice vectors $\tilde{a}$ and $\tilde{b}$, which are of equal magnitude $|\tilde{a}| = |\tilde{b}| = a$, where $a$ is the centre-to-centre distance between neighbouring voids, and are oriented 60° relative to each other (Figure 4.7(i)). The scattering periodicity of the 2D hexagonal lattice is equal to the separation between the planes of scatter, which is now derived. Consider the reciprocal k-space, which has primary reciprocal lattice vectors $\tilde{A}$ and $\tilde{B}$ that are separated by a 120° angle (Figure 4.7(ii)).
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Figure 4.7: Delocalised Bragg Plasmons (i) 2D array of close-packed voids, and its unit cell (black), characterised by direct lattice vectors \(a\) and \(b\) and sample orientation (azimuthal angle) \(\varphi\), which can be represented in (ii) \(k\)-space: the Fourier transform of the hexagonal lattice creates peaks at the periodicities (black points), from which the scattering planes can be drawn (dashed lines), and the inter-plane distance \(L\) derived, as illustrated for the \((n,m) = (0,1)\) and \((1,0)\) scattering direction. There is a 30° shift between the lattice vectors in real space \((a,b)\) and in \(k\)-space \((A,B)\), and hence in the respective unit cells. (iii) Full set of primary reciprocal lattice vectors (black arrows) defining the reciprocal unit cell (dashed line).

In general, the scattering planes are oriented in the direction of \(m\hat{A} + n\hat{B}\), where \(m\) and \(n\) are integers (Figure 4.7(ii)). Neighbouring scattering planes are separated by a distance equal to (Figure 4.7(ii))

\[ L = (\cos 30°) \cdot a = \frac{\sqrt{3}}{2} a \]  

Equation 4.21 can be generalised to scattering in the direction of \(m\hat{A} + n\hat{B}\), yielding a scattering periodicity equal to

\[ \bar{L}_{nm} = \cos 30° \cdot a(m\hat{A} + n\hat{B}) = \frac{\sqrt{3}}{2} a(m\hat{A} + n\hat{B}) \]  

where \(\hat{A}\) and \(\hat{B}\) are the unit vectors along the \(\hat{A}\) and \(\hat{B}\) direction, respectively, and \(n\) and \(m\) are the number of scattering planes in the \(\hat{A}\) and \(\hat{B}\) direction, respectively. The reciprocal lattice vector is then equal to

\[ \bar{G}_{nm} = m\hat{A} + n\hat{B} = \frac{2\pi}{\bar{L}_{nm}} \]  

From equation 4.21, the magnitude of the primary reciprocal lattice vectors is equal to \(|\hat{A}| = |\hat{B}| = \frac{2\pi}{L} = \frac{4\pi}{a\sqrt{3}}\), so that \(\hat{A} = \frac{4\pi}{a\sqrt{3}} \hat{A}\) and \(\hat{B} = \frac{4\pi}{a\sqrt{3}} \hat{B}\). For simplicity, we only consider first order scattering.
(scattering off neighbouring voids only). A single void is surrounded by 6 neighbouring voids. This 6-fold symmetry of the 2D hexagonal lattice allows scattering off neighbouring voids to occur along any of the 6 directions, yielding 6 scattering solutions. Figure 4.7(iii) shows the first set of reciprocal lattice vectors $\mathbf{G}$ for a 2D hexagonal lattice.

Resonant coupling between far-field radiation and Bragg modes occurs when momentum and energy are conserved. Consider light of wavevector $\mathbf{k}_0$, incident at an angle $\theta$ to the normal, with in-plane light wavevector equal to $k_0 \sin \theta$. From Figure 4.8(i) it can be seen that provided energy is also conserved, the incident light excites a Bragg SPP that will propagate in the direction

$$\mathbf{k}_{\text{SPP}} = \mathbf{k}_0 \sin \theta + \mathbf{G}_{nm}$$

(4.24)

From equation 4.24 it can be seen that the 6-fold symmetry of the 2D hexagonal lattice allows incident light to be scattered into one of 6 different reciprocal lattice directions, $\mathbf{G}_{nm}$, exciting one of 6 possible Bragg modes (Figure 4.8(i)). Using equation (4.24), the wavevector and energy of the excited Bragg SPP are related via[21]

$$E(\theta, \phi) = \hbar c \sqrt{\varepsilon_m^{-1}(E) + \varepsilon_d^{-1}(\varepsilon_d + \varepsilon_m(E) f(\phi))} |k_0 \sin \theta + \mathbf{G}_{nm}|$$

(4.25)

where $f(\phi)$ is a function that accounts for the dependence in sample orientation of the ingoing beam on the 6-fold symmetric surface, $\phi$ is the azimuthal angle of the 2D grating (Figure 4.6), $\varepsilon_d$ is the dielectric constant of medium above the metallic surface and $\varepsilon_m(E)$ is the energy dependent complex dielectric function of gold. The solutions to equation (4.25) give the allowed plasmon modes that can be excited by the incident light. Equation (4.25) predicts that the SPP mode energy can be tuned with sample pitch $a$ (via the grating vector $\mathbf{G}_{nm}$ (equation (4.24))), the incidence angle ($\theta$) and sample orientation (azimuthal angle $\phi$) (Figure 4.8(i) and (ii)). Equations (4.24) and (4.25) predict energy degeneracy for SPP that have the same magnitude in wavevector $k_{\text{SPP}}$, which has been
experimentally verified (Figure 4.8(i) and (iii)). In general, the weak-scattering model agrees well with experimental results (Figure 4.8(iii)).

The geometry of the 2D lattice allows not only allows TM polarised light, as on a 1D surface, but also TE polarised light, to excite Bragg SPP: incident light must have an electric field component parallel to the SPP propagation direction in order to couple to a SPP mode (section 4.2.1). Bragg SPP coupling with TM and TE polarised light is best illustrated with an example. Figure 4.8(ii) shows all 6 first order grating vectors, \( G \), of the 2D hexagonal lattice (black line) and the in-plane wavevector, \( k_0 \), of light incident at \( \varphi = 15^\circ \) (blue line). Wavevector conservation (equation (4.24)) yields 6 possible SPP propagation directions, each being the vector sum of \( k_0 \) and \( G \) (Figure 4.8(ii), red arrows). In this case, TM polarised incident light has a large electric field component along the propagation direction of the \((n,m)=(1,1)\) and \((n,m)=(-1,-1)\) Bragg modes, while TE polarised light has a large electric field component along the propagation direction of \((n,m)=(-1,0)\) and \((n,m)=(1,0)\) Bragg modes (Figure 4.8(ii)), allowing efficient excitation of the particular SPP mode by the respective polarisations to occur.[288] The electric field overlap with the propagation direction of the \((n,m)=(0,1)\) and \((n,m)=(0,-1)\) Bragg mode is similar for both TE and TM incident light, yielding similar coupling efficiencies for both polarisation states (Figure 4.8).
Thus, TE and TM polarised incident light has different electric field alignment relative to the SPP propagation directions, so that the SPP excitation efficiency depends on the polarisation state of the incident light and the SPP propagation direction.[21]

### 4.2.2.2 Mie Plasmon Modes

Within a 2D hexagonal lattice of gold nanovoids, Mie plasmons are surface plasmon polariton modes localised within the nanovoid volume (Figure 4.6 in section 4.2.2). As Mie modes within neighbouring nanovoids couple only weakly, inter-void coupling can be neglected and only a single nanovoid considered when modelling Mie SPP. Mie modes predicted within a single isolated nanovoid agree relatively well with experimental results[22] The Mie modes are simulated by modelling the electric field within a single nanovoid. First the Mie modes of a fully encapsulated nanovoid are considered, before the effect of void truncation is explained.

#### 4.2.2.1. Fully Encapsulated Voids

A fully encapsulated void forms a dielectric spherical cavity within an infinite expanse of gold, and has normalised thickness equal to $\tilde{t} = 1$. The electromagnetic modes of a single dielectric sphere fully encapsulated within a metal can be obtained by solving Maxwell’s equations in spherical coordinates, with appropriate boundary conditions, which gives a set of equations (equation C.83 in appendix C.8).[21, 287] The solutions to these equations give the electromagnetic modes. The same set of equations and hence solutions/electromagnetic modes are obtained by Mie theory, which describes the scattering of plane waves off a dielectric sphere encapsulated within a metal.[287] The electromagnetic modes (Mie modes) have energies that depend on the sphere radius $R$ and the dielectric function of dielectric sphere and the surrounding metal. The quantum numbers $l=1, 2...= P, D...$ (angular momentum) and $m=0,1...$ (azimuthal) can be assigned to each Mie mode, and for each Mie mode the electric field distribution within the dielectric sphere resembles that of the spherical harmonic function $Y_{l-1,m}$. As an example, the modelled electric field profile for the
lowest Mie modes $l=1 (P)$ are shown in Figure 4.9(i), showing that the $l=1 (P)$ Mie mode has a p-like dipole charge oscillation within the surrounding metal, but a s-like ($l=0$) single-peak intensity distribution within the void. From symmetry arguments, the $l=0 (S)$ mode cannot exist in a dielectric cavity.[22]

![Figure 4.9: (i) Modelled electric field distribution of Mie plasmon modes $(l, m)$ in a dielectric void fully encapsulated within a metal[21] (ii) Mie plasmon dispersion relation according to Mie theory, $R$ is the void radius, $l/R$ has dimensions of wavenumber $k$, the plotted dispersions are 2D SPP (thick line), photon in air (dashed line), Mie plasmons in dielectric voids in expanse of gold according to Mie theory (white circle) and gold spheres (crosses). Each curve for spheres and voids corresponds to a different radius $R$. Voids: lines 1,2,3,5,10 are voids of increasing radius.[289]

With increasing angular momentum $l$, the Mie modes become increasingly confined to the metal surface (appendix C.8). The energy of the Mie modes $(l, m)$ increases with $l$, but is energy degenerate with respect to $m$ due to spherical symmetry of the fully encapsulated dielectric cavity.[289] The dispersion relation of Mie modes in a fully encapsulated dielectric cavity can be derived, by noting that the wavevector $k$ is equal to $l/R$ (appendix C.8), where $R$ is the sphere radius, and by using the solutions to Maxwell’s equations for the energy of the Mie modes. The Mie plasmon dispersion is plotted for dielectric cavities of different sizes (Figure 4.9(ii)), showing that relative to Bragg SPP modes on a flat 2D surface, the dispersion relation of Mie plasmons in a fully encapsulated void is blue-shifted. The blue-shift increases as the void radius decreases, that is, the more the void deviates from a flat metal surface. The origin of the blue-shift has been rationalised by the increased confinement/concentration of the electric field.
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lines within the dielectric sphere (appendix C.8)[289] compared to a flat metal surface. An important consequence of the blue-shift is that, unlike Bragg SPP, part of the Mie plasmon dispersion in dielectric spheres is located within the radiative region of the dispersion graph (i.e. left to the light line) (Figure 4.9(ii)), allowing strong and direct coupling between Mie plasmons and an incident optical waves to occur.[289] In contrast to dielectric spheres, metal particles have a dispersion relation that is red-shifted relative to that of Bragg SPP on a flat surface, and the red-shift increases with reduced particle size (Figure 4.9(ii)). As we have just seen, in contrast to metal particles, dielectric voids show a high coupling efficiency with incident plane waves, as well as high structural stability within the metal surrounding, making voids suitable for use as plasmonic substrates. However, in order to couple light into the voids, the voids must open up to a dielectric medium.

4.2.2.2 Truncated Voids-the Boundary Element-Method

Although Mie theory accurately describes Mie modes in fully encapsulated voids with $\tilde{t} \approx 1$, Maxwell’s equations cannot yet be solved analytically in the case of $\tilde{t} < 1$, [22] and thus require the use of alternative models for Mie plasmons within truncated voids. Among the models developed for truncated voids is the 1D standing wave model[21] (appendix C.10), as well as the more accurate Boundary Element Method (BEM).[290, 291, 296] The Boundary Element Method expresses the electromagnetic field in terms of charges and currents on the metal surface as a result of an incident plane wave,[290] and assumes a frequency-dependent dielectric constant for the metal,[291] (according to the Drude model). The voids are parameterised with the normalised thickness defined as $\tilde{t} = d/2R$; here $d$ is the metal film thickness and $R$ is the void radius (Figure 4.6 in section 4.2.2). Modelling requires the following parameters to be set/input: the void thickness, void diameter, and the upper rim rounding, $s$, as well as the incident wave energy, polarisation state and angle of incidence $\theta$ (Figure 4.6 in section 4.2.2). Using the BEM, Mie plasmons in truncated voids can be simulated in two ways (a) Mie mode energy as a function of void
truncation (Figure 4.10(ii)) in terms of the absorption cross section, and (b) the 2D spatial distribution of the electric field intensity $|E|^2$ of particular Mie modes in the $z$-$x$ or $z$-$y$ plane (Figure 4.10(iii)), where $z$ is the vertical dimension and $x$ and $y$ are the two orthogonal horizontal dimensions (Figure 4.10(i)), and $E$ is the Mie plasmon electric field amplitude normalised to the electric field amplitude of the incident plane wave. As in the Mie scattering model, the BEM model assigns each Mie mode the quantum numbers $l$ (angular momentum) and $m$ (azimuthal), where $l=1, 2...=P, D...$ and $m=0, 1,...$ Each Mie mode can then be labelled $^mL=0, 1...P, D, F...$ (Figure 4.10(ii)). While $m$ is specified as an input parameter, the quantum number $l$ is assigned to each mode from Mie theory solutions for fully encapsulated voids of equivalent radius (Figure 4.10(ii)).

![Figure 4.10](image.png)

Figure 4.10: Mie plasmon modes modelled in truncated voids by the Boundary Element Method (i) parameterisation of the void and incident plane wave (ii) modelled absorption for $R=500$ nm voids at (a) normal incidence (b) 60° incidence, dashed lines are guides to the eye[22] (iii) modelled 2D electric field distribution of Mie modes $^mL=0P$ and (ii and iii) $^1P$. To the right are indicated the electric field alignment of the void Mie modes (green) and rim modes (red),[22] (iv)(a) modelled dispersion relation of $^mL$ Mie modes for a void of radius $R=500$ nm and normalised thickness=0.95[22] (iv)(b)Electric field components of TM polarised incident light, $k_{in}$ is the incident wave wavevector, $E_{in}$ is the electric field of the incident wave, $\theta$ is the incident angle to the normal, $E_z$ and $E_x$ is the field component in the horizontal $x$ and vertical $z$ direction, respectively.
Figure 4.10(ii) shows the modelled energy dependence upon void truncation exemplified for $R=500 \text{ nm}$ voids, showing clearly the evolution in Mie mode energy with truncation, and, as $\tilde{t}$ approaches 1, spectral narrowing towards the Mie solutions for fully encapsulated but otherwise equivalent voids. The energy evolution of each Mie mode with truncation depends upon the field distribution of the particular mode.[22]

Figure 4.10(ii)(b) also shows that the energy degeneracy that exists in a fully encapsulated void for different $m$-modes is lifted upon void truncation. Furthermore, in truncated voids, charge build-up at the rim occurs, which form rim dipole modes with $m=1$ symmetry of the electric-field vector. These rim modes strongly couple to $m=1$ Mie void modes, splitting the $m=1$ Mie mode into high and low energy modes, such as $^1P_+$ and $^1P_-$, respectively, in the case of the $^1P$ mode (Figure 4.10(ii)(a)).[22] The efficiency at which the split Mie modes couple to an optical field depends on the relative alignment of the electric field vector of the Mie mode and rim mode: parallel alignment, as occurs for the lower-energy $^1P_+$ mode, results in an enhanced field and thus strong optical coupling, while antiparallel alignment, as occurs for the higher-energy $^1P_-$ mode, results in weak optical coupling (Figure 4.10(ii)(a) and (iii)). Thus, truncation allows $m=1$ modes to couple to rim modes, which produce a lower energy state that couples strongly to an optical field.[22]

Localised Mie modes are non-dispersive, that is, their energies are invariant with the incident angle (Figure 4.10(iv)(a)). However, each Mie mode most strongly couples to an optical field at certain incident angle (Figure 4.10(iv)(a)). For instance, the $^1P$ mode and $^1F$ mode strongly couple to normally incident light, while the $^0P$ mode strongly couples to non-normally incident light (Figure 4.10(iv)(a)). This angle dependence is explained by the relative alignment of the electric field vector of the Mie mode and the incident light. For instance, the electric field vector of the $^1P$ mode is aligned horizontally (Figure 4.10(iii)), which is parallel to the electric field alignment of normally incident TM polarised light, resulting in strong coupling between the two at normal incidence. In contrast, at
higher incident angles the horizontal electric field component of the incident light decreases, reducing the coupling efficiency (Figure 4.10(iv)(a) and (iv)(b)). Likewise, the $^0$P mode has a vertical electric field vector (Figure 4.10(iii)), allowing strong coupling at high incidence angles where the incident light has a strong vertical field component, $E_z$ (Figure 4.10(iv)(a)).[22]
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4.3 Design of Spherical Gold Nanovoids for Fluorescence Enhancement

In section 4.1.2.2 it is shown how radiative surface-plasmon-polariton modes on a non-flat metal surface can enhance the fluorescence or absorption rate of a nearby emitter, increasing the fluorescence intensity. Mie plasmon modes localised within gold nanovoids can directly couple to far-field radiation (section 4.2.2.1). Fluorophores located within the strong Mie field and energetically in resonance with the Mie mode are thus expected to experience fluorescence enhancement either by the enhanced absorption rate or enhanced emission rate mechanism. Following this, it is envisaged that a fluorescently labelled DNA strand stretched over the nanovoid region will experience fluorescence enhancement under the correct resonance conditions between attached fluorophore and Mie plasmon mode. As the Mie plasmon energy and electric field distribution within or just above the nanovoid region can be controlled by the exact nanovoid dimensions[292] (section 4.2.2.2), in this chapter gold nanovoids are designed that yield Mie modes that would allow fluorescence enhancement to occur for TOTO-1 fluorophores associated to DNA and then stretched over a gold nanovoid substrate (section 4.5.3). TOTO-1 is being used as the fluorophore of choice as it has a high binding affinity to DNA and it shows a high contrast of fluorescence emission efficiency between DNA-bound TOTO-1 and free TOTO-1 (section 4.4.2).

Nanovoids are grown using an electroplating template method, in which the size of the template spheres determines the final void diameter (section 4.4.1). For void growth, polystyrene spheres with diameter of 500 nm, 780 nm, 989 nm and more than 2 µm are commercially available. However, experiments have shown that 500 nm spheres do not self-assemble into a single monolayer or ordered array easily by the methods available (section 4.5.1.1.2), and are therefore not suitable for use in void growth. Similarly, spheres larger than 2 µm might be too large to allow
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Lambda-phage DNA strands, which have a fully extended length of about 16.5 µm, to be stretched over nanovoids without sinking into the void volume (Figure 4.11). Thus, the Mie plasmon modes of 780 nm and 989 nm diameter voids are modelled in detail in this chapter.

![Figure 4.11: Envisaged fluorescence enhancement setup: a TOTO-1 stained DNA strand (green) is stretched over and located above a Mie plasmon substrate consisting of a 2D-array of spherical gold nanovoids (orange).](image)

The nanovoid material is chosen to be gold, as, unlike other metals, it does not oxidize in the presence of water and/or oxygen, ensuring long-lasting substrate stability. This is because oxidation produces a thick oxidation layer, which increases the spatial separation between emitter and metal surface, reducing the efficiency with which fluorophores can interact with the surface plasmon polariton modes.

4.3.1 Requirements for Mie Plasmon-induced Fluorescence Enhancement of TOTO-1

SPP induced fluorescence enhancement occurs either via an increase in the absorption rate or the emission rate of the fluorophore in question (section 4.2.2.2.2 and 4.2.2.2.3). In the following argument we assume that SPP are radiative, either due to prism coupling, a metal surface corrugation or because the Mie plasmon mode lies in the radiative part of the dispersion graph. An enhanced absorption rate can be induced when incident light excites resonant SPP modes on a metal surface, which in turn quickly excite a nearby fluorophore when the absorption energy and momentum of the fluorophore is in resonance with that of the SPP. An enhanced emission rate, in contrast, can be induced when incident light excites a fluorophore from the electronic ground state to an electronic excited state, and the excited state fluorophore loses its energy to resonant SPP modes on a nearby metal surface, which occurs when the emission energy of the fluorophore is in resonance with that of the SPP. The excited SPP in turn
quickly re-radiate the excitation energy if the SPP is radiative (section 4.2.1).

The absorption and emission peak of TOTO-1 is located at 2.41 eV (514 nm) and 2.34 eV (531 nm), respectively. SPP are only supported up to certain a maximum energy (section 4.2), which, assuming a surface plasmon energy of gold of $\omega_p=2.6$ eV, is theoretically equal to $\omega_{SPP}^{max}=1.56$ eV with water as the dielectric medium ($n=1.33$) (equation 4.15 in section 4.2). The maximum energy at which a Mie plasmon mode can exist within a truncated nanovoid is likely to be higher than 1.56 eV, as (1) the Mie plasmon modes in gold nanovoids are shifted above the SPP dispersion curve for a planar surface [289] (Figure 4.9(ii) in section 4.2.2.2.1) and (2) the Mie plasmon mode energy increases with increasing void truncation [22] (Figure 4.10(ii) in section 4.2.2.2.2). Thus, Mie plasmon modes excited at the fluorescence energy, rather than at the higher excitation energy, are modelled here in order to decide on the optimum void dimensions to be used in this thesis for fluorescence enhancement of TOTO-1-DNA. For the experiments, the fluorescence detection range of fluorescently-imaged TOTO-1-DNA stretched over nanovoid substrates is set by the emission filter used in the fluorescence microscope, the transmission range of which lies between 2.26 eV and 2.39 eV, or 550 nm to 520 nm (Figure 4.27 in section 4.4.2.1). For simplicity, Mie plasmons at 2.26 eV will be modelled.

Generally, the SPP-induced enhancement in the spontaneous emission rate of a fluorophore is determined by two factors (a) the in-coupling efficiency, which is the efficiency at which excited state TOTO-1 loses its energy non-radiatively to SPP modes in the plasmon substrate, and (b) the out-coupling efficiency, the efficiency at which SPP re-radiate the excitation energy [259, 260] (appendix C.3). A high in-coupling efficiency occurs when the excited state fluorophore (i) is located within the electric field of a Mie plasmon mode (spatial overlap), and (ii) is energetically in resonance with a Mie plasmon mode. Also, a high Mie plasmon density of states compared to the photonic density of states in free space increases the
in-coupling rate (equation 4.12 in section 4.2.2.2.2). The density of states is inversely proportional to the gradient of the dispersion curve. As the gradient of the dispersion curve of Mie plasmon modes within a given void size is smaller than that of far-field radiation in free space (Figure 4.9(ii) in section 4.2.2.2.1), an excited-state fluorophore within the electric near-field of a Mie plasmon mode is expected to quickly transfer the excitation energy to the Mie plasmon mode rather than fluoresce. For TOTO-1-DNA stretched over a gold nanovoid substrate, spatial overlap means that the electric field of the Mie mode should extend to where the TOTO-1-DNA is located, which is just above the void top, and that the Mie mode should have energy equal to the fluorescence energy of TOTO-1 in the microscope detection range, which is between 2.26 and 2.39 eV. For efficient out-coupling, the Mie plasmon mode must emit efficiently and experience little non-radiative loss.\[295\] The radiation efficiency of a Mie plasmon mode is related to the efficiency at which a far-field incident wave couples to that same Mie mode.\[261\] The Boundary Element Method (BEM) is used to model Mie modes excited by an incident plane wave (section 4.2.2.2.2), and provide models for the radiative Mie modes. The energy and emission angle of radiative Mie modes is determined by energy and wavenumber conservation, respectively. Non-radiative loss of SPP, on the other hand, scales with the SPP energy (equation 4.16 in section 4.2), and the SPP energy must be in resonance with the TOTO-1 fluorescence energy. Thus, SPP loss depends on the fluorophore used, and is therefore independent of the void geometry.

4.3.2 Mie Plasmon Modes in 780 nm and 989 nm Diameter Gold Voids

The Boundary Element Method (section 4.2.2.2) is used to model the Mie plasmon mode energies as a function of void thickness (\(d\)), and the 2D spatial distribution of the electric field of Mie plasmon modes at 2.26 eV. The truncated voids are parameterised as having a diameter of either \(D_{\text{void}}=780 \text{ nm}\) or \(D_{\text{void}}=989 \text{ nm}\), with a metal film thickness d, normalised
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void thickness equal to \( \tilde{r} = \frac{d}{D} \), and rounding upper rim equal to \( s=10 \text{ nm} \), although the electric field profile and absorption cross-section is independent of \( s \) for \( s<100 \text{ nm} \).[22] The DNA is stretched over the nanovoid substrate in water, so that the refractive index of the void volume is set to that of water, which equals \( n=1.33 \) (at \( 20^\circ\text{C} \)). The dielectric constant of gold is energy dependent in accordance with the Drude model.[296] The incident plane wave is set to a p-polarised state. For a first approximation for the modes present in \( D_{\text{void}}=989 \text{ nm} \) and \( D_{\text{void}}=780 \text{ nm} \) voids, the incidence angle is set to \( \theta=0^\circ \), for which \( m=1 \) modes exist but \( m=0 \) modes are not excited due to the electric field alignment of those modes (section 4.2.2.2).[22]

### 4.3.2.1 Variation of Mie Plasmon Mode Energy with Void Truncation

Figure 4.12 shows the Mie plasmon modes in 780 nm and 989 nm diameter voids immersed in water, at normal incidence, as modelled by the BEM. Indicated to the right of each graph is the angular momentum index of the Mie modes in fully enclosed voids of the same radius (appendix C.9). The evolution in energy with void truncation is clearly seen in both void diameters. The rise in energy with increasing void truncation can only be explained by an intuitive model, according to which the Mie modes in truncated voids resemble those in a fully enclosed void at normalised thickness near 1, but approach the 2D SPP dispersion with increasing truncation.[22] Compared to in the 780 nm void, in the 989 nm diameter void the Mie modes have lower energy. This reduction in energy with increasing void diameter can be explained by the standing wave model (appendix C.10) in terms of a larger void diameter increasing the rim-to-rim distance of the void, which increases the wavelength of resonant modes within the void.
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Due to this energy shift in resonant modes with void diameter, the larger $D_{\text{void}}=989 \text{ nm}$ diameter void supports higher angular momentum Mie modes compared to the smaller $D_{\text{void}}=780 \text{ nm}$ diameter void (Figure 4.12). In both void sizes, energy splitting of the $l=2$ and $l=4$ modes is observed upon void truncation, which is attributed to mixing with $m=l$ rim modes[292] (section 4.2.2.2.2). The coupling strength of the split mode with far-field radiation differs between the lower and higher energy split mode (Figure 4.12): consider, for instance, the $l=2$ mode; for the lower energy mode, the coupling is strong due to parallel alignment of the electric field of the Mie mode relative to that of the rim mode, while in the higher energy mode antiparallel alignment leads to weaker coupling[22] (section 4.2.2.2.2).

From Figure 4.12 it is evident that coupling between the Mie modes and far-field radiation is strongest below about 2.2 eV. At 2.26 eV and above, only weaker coupling occurs. Furthermore, the coupling efficiency between far-field radiation and Mie plasmon modes is very strong for normalised thickness exceeding 0.6 for both void sizes. An exception is the $l=2$ Mie mode, in which case the strongest coupling occurs for a normalised void thickness of between 0.3 and 0.8. However, for excited state TOTO-1 to efficiently excite Mie modes, the Mie modes, must, in addition to being in resonance with the TOTO-1 emission energy, be located outside or just above the nanovoid to allow spatial overlap with the
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TOTO-1-DNA that is stretched over the nanovoid volume. From Figure 4.12 the energies of Mie plasmon modes at specific film thickness can be read off, allowing then the electric field profile of the Mie mode energies at various void thicknesses to be simulated.

4.3.2.2 Variation of Mie Plasmon Electric Field Profile with Void Truncation

In Figure 4.13 are the modelled 2D spatial distribution of the Mie Plasmon field intensity, $|E(r)|^2$, within 780 nm and 989 nm diameter truncated nanovoids immersed in water. $E(r)$ is the Mie plasmon electric field amplitude normalised to that of the incident plane wave, so that $|E(r)|^2$ represents the enhanced Mie SPP field with respect to the incident wave.

First the electric field profile of Mie modes in a 780 nm diameter void is analysed. At very high normalised thicknesses ($\tilde{t} \geq 0.9$), the Mie modes are confined within the nanovoid volume (Figure 4.13(a)(iii), (a)(v) and (a)(vi)) and/or at the rounding upper rim (Figure 4.13(a)(i), (a)(iii), and (a)(iv)). As the void is increasingly truncated, the Mie modes extend further into the space above the void, which is clearly seen for the $l=2$ mode (Figure 4.13(a)(i)). Also, at a given void truncation, those Mie modes with lower angular momentum (and hence lower energy) extend more into the space above the void volume and have a stronger electric field outside the void volume than higher energy modes. This increase in Mie mode confinement with Mie mode energy can be clearly seen when comparing the $l=2$ and $l=3$ modes at normalised thicknesses of 0.3 to 0.5 (Figure 4.13(a)(i) to (a)(iii)). As a result, modes with angular momentum larger than 3 are mostly confined within the nanovoid volume (Figure 4.13(a)(iv) to (a)(vi)).
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#### (a) $2R = 780$ nm

<table>
<thead>
<tr>
<th>Normalised thickness</th>
<th>(i) $l=2$</th>
<th>(ii) $l=3$</th>
<th>(iv) $l=4$</th>
<th>(v) $l=4$</th>
<th>(vi) $l=5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
<td><img src="image5.png" alt="Image" /></td>
</tr>
<tr>
<td>0.2</td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
</tr>
<tr>
<td>0.3</td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
<td><img src="image13.png" alt="Image" /></td>
<td><img src="image14.png" alt="Image" /></td>
<td><img src="image15.png" alt="Image" /></td>
</tr>
<tr>
<td>0.4</td>
<td><img src="image16.png" alt="Image" /></td>
<td><img src="image17.png" alt="Image" /></td>
<td><img src="image18.png" alt="Image" /></td>
<td><img src="image19.png" alt="Image" /></td>
<td><img src="image20.png" alt="Image" /></td>
</tr>
<tr>
<td>0.5</td>
<td><img src="image21.png" alt="Image" /></td>
<td><img src="image22.png" alt="Image" /></td>
<td><img src="image23.png" alt="Image" /></td>
<td><img src="image24.png" alt="Image" /></td>
<td><img src="image25.png" alt="Image" /></td>
</tr>
<tr>
<td>0.6</td>
<td><img src="image26.png" alt="Image" /></td>
<td><img src="image27.png" alt="Image" /></td>
<td><img src="image28.png" alt="Image" /></td>
<td><img src="image29.png" alt="Image" /></td>
<td><img src="image30.png" alt="Image" /></td>
</tr>
<tr>
<td>0.7</td>
<td><img src="image31.png" alt="Image" /></td>
<td><img src="image32.png" alt="Image" /></td>
<td><img src="image33.png" alt="Image" /></td>
<td><img src="image34.png" alt="Image" /></td>
<td><img src="image35.png" alt="Image" /></td>
</tr>
<tr>
<td>0.9</td>
<td><img src="image36.png" alt="Image" /></td>
<td><img src="image37.png" alt="Image" /></td>
<td><img src="image38.png" alt="Image" /></td>
<td><img src="image39.png" alt="Image" /></td>
<td><img src="image40.png" alt="Image" /></td>
</tr>
<tr>
<td>0.97</td>
<td><img src="image41.png" alt="Image" /></td>
<td><img src="image42.png" alt="Image" /></td>
<td><img src="image43.png" alt="Image" /></td>
<td><img src="image44.png" alt="Image" /></td>
<td><img src="image45.png" alt="Image" /></td>
</tr>
</tbody>
</table>
4.3 Design of Spherical Gold Nanovoids for Fluorescence Enhancement

(b) \(2R = 989\) nm

<table>
<thead>
<tr>
<th>Normalised thickness</th>
<th>(i) (l=3)</th>
<th>(ii) (l=4)</th>
<th>(iii) (l=4)</th>
<th>(iv) (l=5)</th>
<th>(v) (l=6)</th>
<th>(vi) (l=7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>2.10 eV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.3</td>
<td></td>
<td>2.04 eV</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.12 eV</td>
</tr>
<tr>
<td>0.5</td>
<td></td>
<td>1.78 eV</td>
<td>2.12 eV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.6</td>
<td></td>
<td>1.62 eV</td>
<td>2.02 eV</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
<td>1.86 eV</td>
<td>2.16 eV</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td>1.78 eV</td>
<td>2.14 eV</td>
<td></td>
</tr>
<tr>
<td>0.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2.04 eV</td>
<td>2.16 eV</td>
</tr>
<tr>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4.13: Modelled 2D profile of the square of the magnitude of the electric field of Mie modes, normalised to the incident field at normal incidence, for various void thicknesses of water-filled voids of diameter (a) \(D_{\text{void}}=780\) nm and (b) \(D_{\text{void}}=989\) nm. Modelling was by BEM.

For the 989 nm diameter voids, the same general observation can be made as for 780 nm diameter voids, in other words (a) void truncation leads to a reduced confinement of the Mie mode within the nanovoid volume (Figure 4.13(b)(i)), an increase in the Mie mode energy (Figure 4.13(b)(i)) and a weakening in the Mie field intensity (Figure 4.13(b)(i)). Also, modes with lower angular momentum extend further into the space above the void.
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volume at any given truncation (Figure 4.13(b)(i) and (b)(iii)), and modes with \( l > 3 \) have very little field outside the void volume (Figure 4.13(b)(ii) to (b)(vi)). The main difference between 989 nm and 780 nm diameter voids is that the Mie modes in the smaller diameter void are higher in energy than the same modes in the larger diameter void. For instance, at normalised thickness \( \tilde{t} = 0.3 \), the \((m, l)=(1, 3)\) mode has energy equal to 2.26 eV \((D_{\text{void}}=780 \text{ nm})\) and 2.04 eV \((D_{\text{void}}=989 \text{ nm})\). However, for that particular mode at that particular void thickness, it is in the \( D_{\text{void}}=989 \text{ nm} \) void that the Mie field intensity above the nanovoid volume is stronger (Figure 4.13(a)(iii) and (b)(i)).

In order to enhance fluorescence of TOTO-1-DNA located above the nanovoid volume, the void must support a Mie plasmon mode at 2.26 eV that also extends to outside the void volume. Thus, the next step is to plot the electric field profile of Mie modes in 989 nm and 780 nm diameter voids at 2.26eV.

4.3.2.3 Mie Mode Electric Field Profile at 2.26 eV

Figure 4.14 shows the 2D intensity profile of Mie modes, as modelled by BEM, at 2.26 eV for 989 nm and 780 nm diameter voids. In both void diameters it can be seen that at 2.26 eV, as the void is increasingly truncated, the modes become less confined within the void volume, tending to yield stronger fields above the nanovoid volume, but also the maximum Mie field intensity and thus the maximum coupling strength between Mie mode and far-field radiation reduces with truncation. For efficient Mie plasmon out-coupling, efficient coupling to far-field radiation and thus strong Mie field intensities are required. Generally, and at a given void truncation, at 2.26 eV the larger diameter 989 nm void consistently shows stronger maximum Mie field intensities than the smaller 780 nm void (Figure 4.14). For instance, at truncations of \( \tilde{t} = 0.3 \) and \( \tilde{t} = 0.2 \), the maximum field intensity is equal to 14.2 and 13.1 \((D_{\text{void}}=989 \text{ nm})\) and 11.8 and 8.9 \((D_{\text{void}}=780 \text{ nm})\) (Figure 4.14(b)(ii), (b)(iii) and (a)(i), (a)(ii)). Thus, 989 nm voids are better suited for efficient Mie plasmon out-coupling at 2.26 eV than 780 nm voids.
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For efficient Mie plasmon in-coupling at 2.26 eV, spatial overlap between excited fluorophore and Mie mode requires the 2.26 eV Mie mode to extend to just above the nanovoid volume, where the stretched out TOTO-1-DNA is located. Both the 780 nm and 989 nm voids show stronger Mie field intensities above the nanovoid volume with increasing void truncation (Figure 4.14). However, the Mie field intensities above the nanovoid volume are stronger in the 989 nm void compared to in the 780 nm void. For instance, the maximum field intensity above the void top plane (i.e. \(z>0\)) for truncations of 0.3 and 0.2 is equal to 11 and 13 (\(D_{\text{void}}=989 \text{ nm}\)) at \(z=33 \text{ nm}\) and \(z=125 \text{ nm}\), and 6 and 8 (\(D_{\text{void}}=780 \text{ nm}\)) at \(z=105 \text{ nm}\) and \(z=145 \text{ nm}\), respectively (Figure 4.14(a)(i), (a)(ii) and (b)(ii), (b)(iii)). It is also apparent that at any given void truncation the modes in the larger 989 nm diameter void are located nearer to the top void plane than modes in the 780 nm void. In 989 nm voids of truncations 0.4, 0.3, 0.2 and 0.1 the maximum field intensity in the top void plane (\(z=0\)) is equal to 4, 10, 5 and 7, respectively (Figure 4.14(b)). In 780 nm voids, and truncations of 0.7, 0.6, 0.3 and 0.2, the maximum field intensity at \(z=0\) is equal to 3, 1.4, 2 and 6, respectively (Figure 4.14(a)). Thus, at 2.26 eV, in general a stronger Mie field intensity exists nearer to and at the top void plane in truncated

Figure 4.14: Modelled 2D profile of the square magnitude of the Mie plasmon electric field, normalised to the incident field, at 2.26 eV, for voids of diameter \(D_{\text{void}}=\) (a)780 nm and (b) 989 nm, at normalised void thicknesses of: (a)(i)0.2 (a)(ii) 0.3(a)(iii) 0.6 (a)(iv) 0.7 and (b)(i)0.1 (b)(ii) 0.2(b)(ii)0.3(b)(iv) 0.4; normal incidence, \(m=1\), in water. Modelling was by BEM.
989 nm compared to in truncated 780 nm voids. Thus, truncated 989 nm voids are expected to yield more efficient Mie plasmon in-coupling from excited state TOTO-1-DNA located above the top void plane than truncated 780 nm voids.

In truncated 989 nm voids, the maximum Mie field intensity above the nanovoid volume for truncations between 0.4 and 0.1 are equal to 4 to 10, at $z=0 \text{ nm}$ to $z=185 \text{ nm}$ (Figure 4.14(b)), with Mie field intensities in the top void plane ranging from 4 at 0.4, up to 10 at 0.3 and 7 at 0.1. In summary, a 2D hexagonal array of 989 nm diameter voids with truncations between 0.1 and 0.4 present a better Mie plasmon substrates for fluorescence enhancement of TOTO-1-DNA stretched above the nanovoids substrate than truncated 780 nm voids.
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4.4.1 Spherical Gold Nanovoid Fabrication

The growth of spherical nanovoids involves several steps, which are explained in this chapter. Spherical nanovoids are grown using a template method, in which polymer spheres are used as a template around which gold is grown electrochemically, and their removal yields spherical voids (Figure 4.15). Voids of diameters ranging from several hundred of nanometres to several tens of micrometers can be grown with the template method.[23] The radius of curvature of the voids is dictated by the sphere diameter.

The nanovoids are made up of gold. First, a flat glass substrate was cleaned by sonication under acetone, isopropanol and then deionised water, for 20 minutes each, followed by drying under dry nitrogen gas flow. Then a 20 nm thick layer of chrome was deposited onto the cleaned substrate, which was followed by deposition of a 100 nm thick gold layer. The chrome layer helps gold adhesion to the substrate. Chrome and gold deposition was done using a vacuum deposition technique, which involves placing the substrate and metal under vacuum inside an evaporator (BOC Edwards, E306A) and heating the metal, which results in metal atoms evaporating onto the substrate surface.

The hydrophobic gold substrate was then cleaned by immersion in isopropanol (IPA) for 24 hours, and then made hydrophilic to allow spheres, which are slightly hydrophilic and dispersed in aqueous solution, to settle in an ordered close-packed manner on top of the gold film. This improves the directional order of the sphere lattice. The film was made hydrophilic by surface-functionalizing the gold film with cysteamine thiols. Surface-functionalisation involves immersion of the film in ethanolic solution of 10 mMolar cysteamine hydrochloride for a minimum of 24 hours. The samples were then rinsed under a gentle stream of deionised water and dried under dry argon flow, before they were templated by depositing a monolayer of polymer spheres onto the gold-
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coated substrate surface. Templating is described in more detail in section 4.4.1.1. Once the spheres are set on the substrate, gold can be grown electrochemically around the spheres (section 4.4.1.2). Finally, the spheres are removed by immersion of the substrate into DMF for more than 24 hours.

![Diagram of sphere deposition and electrochemical growth](image)

**Figure 4.15: Template method for growth of spherical gold nanovoids.**

### 4.4.1.1 Sphere Deposition

The aim is to deposit a monolayer of nanospheres in a close-packed, regular order onto a gold-coated glass substrate for subsequent growth of gold nanovoids. Two methods have been tried to give a close-packed monolayer of spheres, which are (1) the Meniscus method[297] and (2) the Template method.[23] The spheres used were (a) 780 nm diameter, supplied by Duke scientific, carboxylated with parking area (sphere area per carboxyl group) of 51 Å² per group, 4% solids in water, and (b) 989 nm diameter polystyrene spheres, uncoated (Brookhaven Instruments) and (c) 500 nm diameter carboxyl polystyrene spheres, supplied by Polysciences, 2.65% solid in deionised water, with a coefficient of variance equal to 3%. However, for 500 nm spheres, there is no information on the surface charge density. For the meniscus method, 780 nm spheres were diluted from 4% to 1% into a 50% ethanol-50% deionised water solution. For the template method, 500 nm diameter spheres were diluted to 1% solid in deionised water.

Deposited spheres were imaged with a Scanning Electron Microscope (SEM) (Leo, 1455vp) Deposited sphere samples were prepared for imaging by coating in 6 nm gold layer by a sputterer for better image
contrast, or if used for later electrochemical growth, they were not sputtered.

### 4.4.1.1 Meniscus Method

After cleaning, as described in section 4.4.1, the gold-coated, cysteamine-covered samples are prepared by covering one end of the sample with parafilm for later use as an electrical contact in the electrochemical depositioning step. For this, the sample is placed on top of a pre-cleaned glass slide and heated on a hot plate at about 39°C. The parafilm is placed on top of one end of the gold coated film, and left for a few minutes, and then kept at room temperature for another few minutes to ensure close contact between parafilm and gold surface.

The meniscus method is the deposition method used by Weekes *et al.*, [297] who have deposited polystyrene spheres of diameter 120 to 950 nm, terminated by carboxyl groups and average sphere surface area per carboxyl group (parking area) of 8-120Å² per group, onto silicon, polymers and metal films. A hydrophobic Teflon bath, consisting of a rectangular Teflon slab with a rectangular volume cut out, is cleaned by rinsing first with isopronanol and then in deionised water. Teflon sliders and sample holders are cleaned by sonication in isopropanol and then deionised water for about 10 minutes each. A detergent coated (1 % w/v of sodium dodecyl sulphate (SDS)) hydrophilic glass slide is also rinsed with deionised water before being used. The setup is shown in Figure 4.16(a). The bottom of the bath is covered with black adhesive tape to improve the visibility of spheres during the deposition stage. The bath is slightly overfilled with 18 MΩ deionised water so that a convex water meniscus forms by surface tension. The samples are then stuck on top of a cylindrical Teflon sample holder using carbon tape, and slowly immersed to below the meniscus level. The hydrophilic glass slide is slowly immersed at one end of the bath and held at about a 45° angle. Any bubbles and impurities inside the water bath are removed using a syringe. The meniscus surface is then cleaned by sweeping Teflon sliders on top of the meniscus several times. The spheres
are inserted by slow pipetting of the sphere solution, in aliquots of 20 to 100 μL, onto the hydrophilic glass slide just above the water level.

Figure 4.16: Setup of Meniscus method for sphere deposition (a) photograph of Teflon bath with water-immersed sample, pre-treated glass slide and Teflon sliders (b) photograph of self-assembled monolayer (SAM) of nanospheres on top of a water meniscus and water-immersed sample, dotted line shows boundary of SAM (c) drying step (a and b are courtesy of Chien Fat Chau).[298]

178
The spheres then self-assemble into a monolayer of hexagonally arranged spheres on the meniscus surface. This is repeated until a large enough self-assembled sphere monolayer forms to cover the sample area. The spheres are then compressed into a close-packed lattice by reducing the distance between two Teflon sliders, in contact with the water meniscus, which enclose the sphere lattice. Too strong a compression, however, introduces lattice defects. A visible diffraction pattern allows identification of ordered domains (Figure 4.16(b)). The substrate, which is held under the water surface, is then positioned underneath a defect free area of the lattice using a syringe needle. Water is then slowly removed from the bath, specifically from the area between bath end and a slider to cause minimum disturbance to the lattice, using a syringe. The water is removed until the water meniscus forms on top of the substrate surface (Figure 4.16(c)). The setup is covered to minimize disturbance, and the sample is left to dry. Once the sample is dry, the parafilm is removed from the sample surface by gentle heating at 39°C.

The order of the sphere lattice is very sensitive to the surface charge of the spheres (parking area). Self-assembly into hexagonally arranged sphere lattice is most efficient for a surface charge of about 50Å²/surface group.[297] Two forces influence the order (i) attractive capillary force yields long range order, and (ii) repulsive electrostatic force between spheres provides the spheres with mobility. Both forces arise from a mismatch in the dielectric constant of the water and air at the water-air interface, resulting in an asymmetric charge distribution on spheres at the air-water interface and a resulting dipolar electric field. The dipolar field (a), via electric stress, deforms the water meniscus, producing the attractive capillary force, and (b) produces electrostatic repulsion. Large range order is achieved when a balance between these two forces exist, which can be influenced by the sphere parking area, with optimal order at a parking area of about 50Å²/surface group. A higher parking area has reduced surface charge density and thus reduced repulsion/reduced mobility, resulting in immediate assembly into microscopic domains. The reduced mobility prevents reassembly into a large macroscopic domain. On the other hand, a
4.4 Materials and Methods

parking area of much less than 50 Å²/surface group increases the charge density. The electrostatic repulsion then greatly exceeds the attractive capillary force, resulting in no assembly.

![Figure 4.17: SEM images of self-assembled monolayer of polystyrene nano-spheres on a gold substrate. Sphere diameter is equal to (a) 780 nm (b) 989 nm; Magnification of (i) 2 k (ii) 10 k (iii) 4 k; Inset: Fourier Transform (FT); lengths: (a)(i) x = 57.1 ±1.1 µm, y = 35.4 ±0.7 µm and (b)(i) x = 52.0 ±1.0 µm, y = 14.2 ±0.3 µm; deposition was by the bath method.](image)

Figure 4.17(a) and (b) show deposited spheres, via the meniscus method, of 780 nm and 989 nm diameter, respectively. The spheres self-assemble in a monolayer with close-packed, hexagonal lattice order. However, defects, such as line dislocations, missing spheres (vacancies) and a random arrangement of spheres are present (Figure 4.17(b)(i)). The lattice of 780 nm spheres generally shows a larger range order/larger defect
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free domains than that of the 989 nm spheres. For instance, the defect free area of the 2D lattice made up of 780 nm and 989 nm diameter spheres shown in Figure 4.17(a)(i) and (b)(i), respectively, equals \( x*y=2021.3 \ \mu m^2 \) and \( x*y=738.4 \ \mu m^2 \), respectively. The larger defect free area of the 780 nm diameter sphere lattice can be attributed to the differing surface charge: 780 nm spheres have a surface charge of 50Å²/surface group, very close to the ideal value to achieve maximum order, while 980 nm diameter spheres are not surface-functionalised.

4.4.1.1.2 Template Method

This method uses a template, made of parafilm (Figure 4.18(a)), and was reported by Abdelsalam et al.[23] The inner angle is cut to 120°, to match the hexagonal lattice geometry. The template is adhered to the gold substrate by gentle heating at 39°C, and then covered by a glass cloverslip, leaving some space at the top for later insertion of the sphere solution (Figure 4.18(a)).

![Diagram](image)

Figure 4.18: Template method for sphere depositioning (a) setup (b) SEM images of deposited spheres, 500 nm diameter, at magnification (i) 3k (ii) 5k.
From the top, the trapezoid is very slowly filled with sphere solution by pipetting. Gentle knocking can help the filling of the edges. Once filled, the sample is stored in an upright position inside a box, with a dampened deionised water soaked tissue inside to reduce the evaporation rate, and left to dry by water evaporation. Once dry, the parafilm template is removed by gentle heating. Figure 4.18(a) and (b) show deposited spheres, via the template method, of 500 nm diameter. The spheres self-assemble into multiple monolayers, with significantly smaller defect free areas than the Meniscus method (Figure 4.18, see Figure 4.17 in section 4.4.1.1.1).

4.4.1.2 Electrochemical Growth of Spherical Gold Mirrors

The growth of thin films by electrochemistry has several advantages. First, it allows precise control of the grown film thickness by controlling the total charge passed to the deposited film. Secondly, the film deposits at a high density around the template, so that the removal of the template will not result in film shrinkage and the resulting film has the exact dimensions of the template. In this case, the sphere diameter directly controls the diameter of the resulting spherical mirror.

An electrochemical cell is a device that converts chemical energy into electrical energy, or vice versa, through an electrochemical reaction. In this thesis, a three-electrode electrochemical cell is used (Figure 4.19(a)), consisting of (1) a working electrode, which is the conducting sample onto which the film is deposited (2) a counter electrode that completes the circuit, and (3) a reference electrode that detects the charge flow through the cell. The working electrode in this thesis is the templated, cysteamine-functionalised, gold-coated sample, the counter electrode is a large area (>1 cm²) platinum wire mesh gauze (area~1.1*1.1 cm², fabricated by the glassblowing services in the School of Chemistry, University of Southampton), and the reference electrode is a saturated calomel reference electrode. To build an electrochemical cell, a glass beaker is cleaned by rinsing thoroughly in deionised water and thoroughly drying with clean-room tissue and drying in an oven. The counter electrode is cleaned by rinsing in a stream of deionised water followed by holding in a
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butane/propane fire torch for a few seconds until dry. The reference electrode, usually stored in saturated potassium chloride (KCl) solution, is cleaned by rinsing under a stream of deionised water and drying with a clean room tissue. The drying step is very important as the gold plating solution becomes unstable if in contact with water. The electrodes are arranged inside the cell so that the counter and working electrode are opposite each other (Figure 4.19(b)) and the reference electrode is held near the working electrode, but does not obstruct the sample area. The beaker is filled with gold plating solution so that it covers the deposition area of spheres on the working electrode completely, but does not cover the gold coated area used for electrical contact with the potentiostat (Figure 4.19(a)).

![Diagram of three-electrode electrochemical cell setup](Figure 4.19: Three-electrode electrochemical cell setup (a) components (b) top view of optimum relative position of electrodes; CE=counter electrode (platinum wire mesh, area is about 1cm x 1cm), WE=working electrode (sample, total area is about 0.8 cm x 2 cm, exposed area is max 5mm x 5 mm), RE=reference electrode (saturated calomel reference electrode, diameter (D) is equal to about 0.6 cm, the separation (s) between WE and CE is about 1 cm.)

The reference electrode has an electrochemical potential that allows calibration of the electrochemical cell.[299] An Auto lab PGSTAT30 potentiostat controls the three-electrode cell by monitoring the cell parameters such as current, voltage, charge and deposition time. During electrodeposition, a voltage is applied across the working and counter electrode, such that gold ions (Au\(^{3+}\)), present in the plating solution, reduce at the working electrode surface, forming a gold film on the working
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electrode. The gold plating solution, supplied by Metalor, is EC60, a low bright cyanide free plating solution containing 10g/l gold and no water. The gold is added to the solution in the form of potassium gold sulphite \( K_3Au(SO_3)_2 \), which forms the \( Au(SO_3)_2^{3-} \) ion when in solution. During film growth, the reduction reaction then is \([Au(S_2O_3)_2]^{3-} + e^- \rightarrow Au + 2S_2O_2^{2-}\). [300]

Two parameters need to be controlled during film deposition (1) film thickness and (2) deposition speed. Firstly, for a given electrolyte solution, the film thickness \( t \) is proportional \( t \propto \frac{Q}{A} \), where \( Q \) is the total charge passed to the working electrode and equals, \( Q = \int I dt \) where \( I \) is the current and \( t \) is time and \( A \) is the deposition area. The film thickness is accurately controlled by accurate measurement of the deposition area \( A \), and measuring the total charge that has passed through the cell for a given area \( A \). The deposition area \( A \) is prepared by coating the sample with an insulator (transparent nail varnish) except for a rectangular area, \( A \), which contains the sphere templates around which gold is to be grown. The deposition area \( A \) is measured and the total charge \( (Q) \) needed to grow a certain film thickness is calculated using equation 4.26 (appendix C.12)

\[
Q(C) = 96500 \frac{\rho}{0.8*10^3 W} x y t \left[ 1 - \frac{t}{2\sqrt{3} R^2} (3R-t) \right] \tag{4.26}
\]

where \( W \) is the atomic weight, 197.0 grams/mole in the case of gold, \( \rho \) (g/cm\(^3\)) is the density of the metal, 19.32 g/cm\(^2\) in the case of gold, \( t \) (nm) is the film thickness, \( R \) (nm) is the sphere radius, and \( x*y \) (cm\(^2\)) is the rectangular deposition area. During electrochemical growth, the current is monitored. Figure 4.20(b) shows a typical current/time graph during deposition, which shows that the deposition process consists of various stages: initially the electrode charges, seen as an initial drop in the current. This is followed by deposition of a thin film on the electrode surface, which is seen as an increase in current. As the available surface area starts to decrease, due to the shape of the template spheres, the current decreases. The film thickness increases, until the desired total charge/film thickness is reached, when the software will automatically stop deposition.
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Secondly, the deposition speed determines the film roughness: a slower speed results in a smoother film. Also, a fast growth speed can produce a hole at the bottom of the void. The deposition speed is controlled by the voltage difference between the working and counter electrode. To obtain the optimum deposition speed for each substrate, a cyclic voltammogram is run before deposition. A cyclic voltammogram plots the current-voltage characteristic of a particular electrochemical cell. Figure 4.20(a) shows a typical voltammogram containing a gold-coated substrate templated with 780 nm diameter spheres, showing how the current changes as the voltage is swept from -0.5 V to a negative potential of -1.1 V and back to -0.5 V. At small potentials, no reaction occurs and little current flows. Above a certain potential, the activation point, the reaction starts i.e. gold is being deposited, which is seen as an increase in the current (Figure 4.20(b)). Further increase in the potential increases the reaction/deposition rate, seen as a further increase in the current (Figure 4.20(b)). The reaction rate has reached a maximum when the current and the material/ion-flow to the deposition site balance. Ions cannot reach the working electrode any more quickly, such that a further increase in the potential reduces the reaction rate. The deposition of gold was done at a voltage at around -0.9 V versus a saturated calomel reference electrode.
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After depositioning, the nail varnish coat is removed by quickly placing the sample inside a void containing DMF where it is kept immersed for 24 hours.

4.4.1.2.1. Electrochemical Growth Issues

The surface of the grown voids depends on growth speed. At too high a voltage, and hence growth speed, results in the appearance of hole in the voids (Figure 4.21), which have to be avoided. For voltages of less than -0.9 V in magnitude no holes appear, so that -0.9 V was adopted as the voltage the voids were grown at.

![SEM image of gold voids grown at -0.925 V.](image)

It was found that a matt gold plating solution produces voids with high surface roughness. The surface roughness can be reduced by adding brightener into the gold plating solution, yielding (a) matt solution, which contains no brightener up to a lustrous solution, which contains a maximum of 5 mL of brightener per 1 L of plating solution. E3 brightener was obtained from Metalor. Figure 4.22 shows voids grown with different amount of brighteners. A matt solution yields roughness of about 93 nm, as determined from averaging the measured size of the grains (Figure 4.22(a)), while lustrous solution produces a very smooth surface, with either no roughness at all, or a roughness of less than 20 nm (the SEM resolution limit) (Figure 4.22(b)). The E3 brightener will not have an effect on the plating thickness. The E3 brightener acts by being absorbed onto the plating surface and encouraging formation of new grains - hence the brighter deposit.
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4.4.2.2 Effect of adding brightener: (a) matt plating solution, which contains no brightener (b) lustrous plating solution, which contains 5 mL of brightener per 1 L of plating solution.

It was also found that on some samples the film thickness is higher at the edge of the deposition area than at the centre (Figure 4.23). The growth rate at the periphery of the sample is higher than at the centre. The reason for this is that planar diffusion occurs at the centre, whereas edge diffusion occurs at the edge. The edge effect can be minimised by the cell design: (i) keeping the deposition area to less than 5 mm² (ii) ensuring the counter electrode is flat and parallel to the working electrode (Figure 4.19(b) in section 4.4.1.2) (iii) although the reference electrode should be theoretically at the centre of the working area, this would disturb the field lines, so as a compromise, the reference electrode is positioned close to the working area, without being in between the working and counter electrode. The actual thickness grown does not agree with that predicted by equation 4.26 in section 4.4.1.2. The discrepancy in the predicted versus the actual height can vary quite considerably from sample to sample. For instance, for 989 nm diameter spheres, conditions where a predicted height of 75 nm/185 nm were used yielded an actual height grown of 360 nm/470 nm. This is an extra factor of 4.8/2.5. Conversely, the predicted conditions for a height of 457 nm yielded an actual height of 200 nm, when 780 nm diameter sphere templates were used. This effect seemed independent of the brightener content. One possible reason for this discrepancy in predicted and actual height is the presence of lattice defects in the substrate, which is not taken into account by equation 4.26. Lattice defects would increase the space between spheres, and thus reduce the actual
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height grown. Also, due to the small sphere size, small inaccuracies in the measured deposition area $x\times y$, and hence calculated charge, can result in large deviations in grown and predicted height. For instance, assuming a measuring error of 0.5 mm in the x and y direction each, and an actual area of 3.5*3.5 mm, the measured area ranges from 9 to 16 mm$^2$, a value 31% higher/27% lower than the actual area. Thus, the fabrication of the substrates had to be done using only estimated parameters.

![Figure 4.23: SEM images illustrating the variation in grown film thickness with location on the nanovoid sample: (a) SEM image of the a nanovoid sample showing the rim (area 2) and centre region (area 1) of the nanovoid area; Close-up SEM image of (b) the centre of the nanovoid sample (area 1 in Figure 4.23(a)), and (c) the edge of the nanovoid sample (area 2 in Figure 4.23(a)), the diameter of the spheres is equal to 780 nm.](image)

4.4.2 TOTO-1 Absorption, Fluorescence and Association to DNA

The DNA staining dye TOTO-1 is a dimer of thiazole orange (TO). TO is a cyanine dye, which consists of two nitrogen containing chromophoric, hetero-aromatic rings (rings containing 6-C with more than one type of atom) linked by a polymethine bridge. Specifically, in TO the methine chain (-CH=) links the benzothiazole ring to the quinoline ring (Figure 4.24(i)). The length of the methine bridge is indicated by the number
following the dye name,[301] e.g. TOTO-1 contains 1 carbon (Figure 4.24(ii)). The dimeric derivative of TO, TOTO, is formed by joining 2 monomers at the quinoline rings via a bis-cationic linker[301] (Figure 4.24). The absorption and emission spectrum can be red-shifted with increasing methine chain length, but is practically unchanged by dimerisation.[302]

Figure 4.24: Chemical structure of (i) TO and (ii) TOTO-1, adapted from[303, 304].

Nuclear Magnetic Resonance (NMR) studies have shown that TOTO binds to single and double stranded DNA via bis-intercalation. Intercalation is a non-covalent binding mechanism, in which flat aromatic intercalating groups insert themselves between adjacent base pairs[305] (Figure 4.25(c)). TOTO-1 contains 2 intercalating groups, each of which consists of (i) a benzothiazole, which intercalates between 2 pyrimidine bases (C,T), and (ii) a quinoline, which intercalates between 2 purine bases (A,G)[305] (Figure 4.25(a) and (b)). TOTO-1, a dimeric derivative of TO, contains 2 intercalating moieties, twice as many as the monomeric derivative of TO, TO-PRO-1, resulting in a 100 fold higher binding affinity to double-stranded DNA of TOTO-1 compared to TO-PRO-1.[306] The binding affinity of TOTO-1 is also up to 1,000 higher than that of the DNA staining dye ethidium bromide.
TOTO-1 preferentially binds to the 5'-CTAG-3' sequence, which shows a 100-fold higher binding affinity compared to other base sequences,[308-310] and is explained by the ability of the TOTO molecule to adapt to the structural twist of this base sequence.[305, 311] Bis-intercalation into the CTAG sequence occurs at the C-T and A-G steps.[308] The maximal staining density equals 1 TOTO-1 molecule every 4 nucleotide base pairs.[312] Excited state TOTO-1 that is free in solution decays non-radiatively to the ground state via rotation of the benzothiazole ring about the methine bond relative to the quinoline ring (Figure 4.26(i)). Hence, TOTO-1 in solution is practically non-emissive. However, when intercalated into DNA, the chromophores are inserted between bases, and are thus held much more rigidly, preventing rotation about the methine bridge (Figure 4.26(ii)), and excited TOTO-1 intercalated into DNA relaxes via fluorescence.[313] The restricted rotational motion, and hence reduced non-radiative loss, of DNA-bound compared to free TOTO results in an increase in fluorescence quantum yield of DNA bound compared to free TOTO-1 by 1,100 times.[312]
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![Diagram of cyanine dye decay paths](image)

Figure 4.26: Schematic decay path of a cyanine dye from the excited singlet state ($S_1$) to the ground state ($S_0$) in (i) solution, where rotation about the methine bridge results in radiationless decay (ii) when intercalated into DNA, when rotational restriction about the methine bridge results in fluorescence decay.[314]

The high binding affinity and the high increase in quantum yield upon DNA binding means that TOTO-1 is very useful for the detection of low DNA concentrations.

The average fluorescence lifetime of DNA bound TOTO-1 is equal to 2.2 ns,[315] 1.96 ns (Calf-thymus DNA)[316] or 1.70 nm (Lambda-phage DNA).[317] Binding to double-stranded DNA reduces the non-radiative decay rate and therefore increases the observed lifetime and fluorescence quantum yield of TOTO-1 and other cyanine dyes.[316] For instance, the average excited state lifetime of TOTO-1 bound to Calf-thymus DNA was measured to be equal to 1.96 ns, with an accompanied enhancement in quantum yield by 1,400 times relative to unbound TOTO-1.[316] The fluorescence quantum yield of TOTO-1 bound to Calf-thymus DNA was measured to be equal to 0.34.[316]. The non-radiative lifetime of free and DNA-bound TOTO-1 can be estimated, by assuming the same radiative lifetime, $\tau_r$, for free and DNA-bound TOTO-1,[316] which would predict a non-radiative lifetime of free TOTO-1 and DNA-bound TOTO-1 equal to $\tau_{nr}^{free} = 1.4 \text{ ps}$ and $\tau_{nr}^{DNA} = 2.9 \text{ ns}$, respectively (appendix C.19).

The fluorescence lifetime of TOTO-1 has been shown to vary with nucleotide base sequence, due to different binding modes with double-
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stranded DNA, resulting in various amounts of torsional constriction and hence reduced non-radiative decay.[316] For instance, the average excited state lifetime of TOTO-1 in (dAdT)$_{10}$ oligomers, (dGdC)$_{6}$ duplex oligomers and Calf-thymus DNA was measured to be equal to 1.02 ns, 2.03 ns and 1.96 ns, respectively.[316]

Figure 4.27 shows and absorption and emission spectrum of TOTO-1 intercalated into DNA. The absorption and emission peak of TOTO-1-DNA is centred at 514 nm (2.41 eV), and 531 nm (2.34 eV), respectively.

![Absorption and emission spectrum of TOTO-1-DNA](image.png)

*Figure 4.27: Absorption and emission spectrum of TOTO-1-DNA.[318]*

4.4.2.1 Fluorescence Microscopy

The samples were imaged with Fluorescence Microscopy (Zeiss), which uses a broadband Mercury/Xenon lamp as an excitation source. Imaging was with a 100x oil objective (Zeiss, 100x oil, NA=1.4, plan-apochromat) in the reflectance mode, and with the filter set 46HE, containing the excitation filter, beam splitter and emission filter BP 500/25 DMR 25, FT 515 HE and BP 535/30 DMR 25 (with the transmission cut off of the emission filter at 535 ± 15 nm), respectively (Figure 4.28). The transmittance cut-off of the emission filter is very sharp (Figure 4.28), with a greater than 50% transmission between 520 nm (2.39 eV) and 550 nm (2.26 eV). Thus, most of the detected fluorescence is expected to lie in the energy range between 520 nm (2.39 eV) and 550 nm (2.26 eV), and these are the energies considered in the theoretical modelling of SPP.
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![Figure 4.28: Fluorescence detection: excitation filter BP 500/25 DMR 25 (blue), beamsplitter FT 515 HE (grey), emission filter BP 535/30 DMR 25 (red), TOTO-1 absorption spectrum (light blue line) and emission spectrum (dark blue line).[318]](image)

4.4.3 Combing of DNA stained with TOTO-1 by Capillary Force Flow over glass substrates

The DNA stretching method used is an adaptation of Ting-Fung Chan et al. [319] and is based on capillary action of fluid between two glass slides. Lambda-phage-DNA molecules (Promega, D1501, double stranded, 48,502 base pairs (bp), assuming 0.34 nm per base pair gives length of roughly 16.5 μm long, MW=660 daltons) is stained with TOTO-1 (TOTO-1 iodide in DMSO, Invitrogen), as follows. DNA fibres are dissolved into TE buffer, in future referred to as just TE buffer, at pH 7.5, containing 10 mM Tris and 1 mM EDTA (EDTA inhibits enzymes from breaking down DNA). For staining, 10 μL of 1 mM TOTO-1 stock solution was diluted with 90 μL TE buffer, and mixed by vortexing, to give 100 μL of 100 μM TOTO-1. Then, 100 μL of 40 μg/mL of DNA was dissolved in 800 μL TE buffer to give 4.4 μg/mL DNA. DNA was dissolved by gentle pipetting. The DNA, in closed loops, is then linearised, under dark conditions wrapped in aluminium foil, by heating at 65.3°C for 5 minutes, followed by immediate storage in an ice-bath for 5 minutes. The 100 μL of 100 μM TOTO-1 solution was then pipetted into the 900 μL linearised 4.4 μg/mL DNA solution and the DNA-TOTO-1 solution mixed by gentle pipetting followed by incubation at room temperature, under dark conditions (wrapped in aluminium foil) for another hour. For imaging, the resulting
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DNA-TOTO-1 solution (4 µg/mL DNA and 10 µM TOTO-1) was diluted in 20% volume 2-Mercaptoethanol and 80% volume TE buffer resulting in a working solution of 3.2 µg/mL (100 pM) DNA and 8 µM TOTO-1, with a ratio of base pairs to TOTO-1 molecules (bp: TOTO-1) equal to 1:1.6. 2-Mercaptoethanol is a reducing agent that scavenges oxygen in the solution, minimising photobleaching of TOTO-1. Other sample solutions containing bp:TOTO-1 equal to 1:1.6x10⁻¹ and 1:1.6x10⁻² were also prepared by adjusting the TOTO-1 concentration accordingly.

Glass coverslips, used for DNA stretching by capillary force, were prepared by coating in three layers of charged polyelectrolytes as follows. The coverslips, of dimension 25 x 50 mm², were cleaned by sonication in 2% volume MICRO-90 soap solution (ColePalmer) for 20 minutes. They were further cleaned by boiling in RCA solution (6:4:1 high purity 18 MΩ deionised water: 30% volume ammonium hydroxide (NH₄OH):30% volume hydrogen peroxide (H₂O₂). The coverslips were then coated. For this, poly(acrylic acid) (PAcr) (Sigma Aldrich, MW 1,800) and poly(allylamine) (PAA) (Polysciences Inc, MW 1,000) were each dissolved in high purity, 18 MΩ deionised water at 2 mg/ml. The pH was adjusted to 8.0 by adding either HCl (for PAA) or NaOH (for PAc), and the resulting polyelectrolyte solutions were passed through a 0.22 µm filter. The RCA-cleaned coverslips were then coated in positive (PAA) and negative (PAcr) polyelectrolyte solutions according to +/-wash/-/wash/+/-wash. A coating step involved immersion of the coverslip in a polyelectrolyte solution for 30 minutes on a shaker at 1,500 rpm, and the wash step involved 3 rinses either side with high purity, 18 MΩ, deionised water. The coated coverslips were stored in high purity, 18 MΩ, deionised water at room temperature in a glass container wrapped by aluminium foil.

The polyelectrolyte coated coverslip was cut to a dimension of 10 x 20 mm², to fit on top of the eventual gold nanovoid substrate (Figure 4.19 in section 4.4.1.2). Dust was removed from the glass slide substrate by dry nitrogen flow, followed by removal of moisture by heating under a butane-propane flame torch for several seconds. For gold-void substrates, moisture was removed by purging and storing the substrate under dry nitrogen flow.
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overnight, i.e. at least 16 hours. The polyelectrolyte covered coverslip was then placed on top of the substrate and 1.6 µL of DNA-TOTO-1 sample solution was slowly pipetted to the edge of the coverslip-substrate interface, and the solution was drawn underneath the coverslip by strong capillary action, anchoring the negatively charged DNA strands onto the positively charged Poly-allylamine coating, stretching and aligning the DNA strands on the modified coverslip in the process (Figure 4.29). The coverslip was then sealed with clear nail varnish.

DNA stretching over all substrates, i.e. glass, gold and nanovoids, was conducted at a DNA concentration of 25 pM, with bp:TOTO-1 equal to 1:0.16 and using a drop-cast volume of 1.6 µL and a 10 x 20 mm² coverslip. All samples were imaged with a Fluorescence Microscope (Zeiss).

![Figure 4.29: Schematic of DNA combing over a glass substrate.](image)

Figure 4.30 shows fluorescence images of DNA (100 pM) stretched over a glass slide at various TOTO-1 concentrations. Strong DNA coagulation occurs at high TOTO-1 concentrations, with nucleotide base pair to TOTO-1 molecule ratio bp:TOTO-1 equal to 1:1.6 (not shown). Lower TOTO-1 concentrations of 1:0.16 and 1:0.016 yield DNA strands that are separated from each other (Figure 4.30(a) and (b)). DNA coagulation at high TOTO-1 concentration can be attributed to the positive electric charge of TOTO-1. Similar to TOTO-1, the staining molecule YOYO is positively charged, and can induce DNA aggregation for bp: YOYO below 1 to 0.2.[312, 320] DNA is negatively charged as a result of the phosphate sugar backbone, the
positively charged TOTO-1 associates and intercalates in the DNA, but also can result in reduced aqueous solubility of the TOTO-1 if present in excess. However, at bp:TOTO-1 of 1:0.016 the much lower TOTO-1 concentration yields weaker intensity fluorescence signals from the stretched DNA strands (under the microscopy conditions used) as compared to the DNA sample at bp:TOTO-1 of 1:0.16, decreasing the signal to noise ratio (Figure 4.30(a) and (b)). Thus, in subsequent DNA combing methods, bp: TOTO-1 of 1:0.16 is prepared. The polyelectrolyte multilayer coated coverslip is said to have low background levels, due to electrostatic repulsion of the charged polymer multilayer, making it suitable for single molecule imaging.[319]

![Figure 4.30: DNA stretching-dependence on TOTO-1 concentration: fluorescence images of TOTO-1-DNA stretched over a glass substrate at bp:TOTO:1 equal to (a) 1:0.16 , (c) 1:0.016. The coverslip dimension is equal to 25x25 mm², with a drop-cast volume of 5 µL, and DNA concentration of 100 pM, 100x oil immersion. Excitation was at 485 to 510 nm, emission detection was at 518 to 550 nm (see Figure 4.28 in section 4.4.2.1).](image)

The DNA distribution and stretching efficiency was found not to be uniform across the coverslip, but to dependent on the distance from the drop-cast site (Figure 4.31). The DNA density is highest nearest the drop-cast site, and deceases with distance from the drop-cast site (Figure 4.31(a-d)). The proportion of unstretched DNA also increases with distance from the drop-cast site. It is observed that the speed at which the sample solution is drawn under the coverslip is highest just after drop-casting, and decreases the further the sample solution has travelled away from the drop-cast site. Thus, the reduced DNA stretching efficiency with increasing distance away from the drop-cast site might be due to a slower capillary flow and thus lower stretching force.
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(a) 
(b) 
(c) 
(d)

Figure 4.31: DNA stretching-dependence on distance from drop-cast site: (a), (b) and (c): Fluorescence images of TOTO-1 stained DNA, stretched over a glass substrate, at various distances from the drop-cast site; (d) distances from the dropcast site of the images in Figure 4.31(a), (b) and (c). The DNA concentration is equal to 100 pM, bp: TOTO-1=1:0.16, the coverslip dimension is equal to 20x10 mm², the drop-cast volume is equal to 1.6 µL, 100x oil immersion.

4.4.3.1 DNA Combing over a Rough Gold Substrate

The gold surface was grown by electrochemical growth without polystyrene spheres using a matt gold plating solution and the same electroplating conditions as the nanovoid sample discussed in Figure 4.32(b) in section 4.4.3.2, resulting in surface roughness of few tens of nanometres up to 100 nm, as determined from SEM images (not shown).

4.4.3.2 DNA combing over Gold Nanovoids

Gold nanovoids were grown with lustrous and matt gold plating solutions, resulting in a smooth substrate surface and surface roughness of a few tens of nanometres, respectively (Figure 4.22 in section 4.4.1.2.1). The setup for combing DNA strands over gold nanovoids was optimised by stretching TOTO-1 DNA over a number of gold nanovoid substrates, and
the optimum combing setup is illustrated in Figure 4.32(a): the poly(electrolyte)-covered coverslip is placed over the gold nanovoid substrate, leaving a narrow strip of the nanovoid region free onto which the TOTO-1 DNA solution can be drop-cast. Drop-casting directly onto the nanovoid substrate ensures that the DNA strands are stretched over the nanovoid region. This is because DNA stretched over the surrounding gold region will only cover the surrounding gold region, due to the slightly higher height of the nanovoid region compared with the surrounding gold surface, a result of the electroplating process.

The void dimension of the gold nanovoid substrate was studied with Scanning Electron Microscopy (SEM). Figure 4.32(b) shows SEM images of a gold nanovoid substrate over which DNA combing was successful and its effect on DNA fluorescence were investigated in more detail (section 4.5.3). This particular sample was grown with 989 nm diameter spheres and a matt gold electroplating solution, yielding a rough gold surface with surface roughness of up to 95 nm (Figure 4.32(b)(ii)). From the SEM images the average void periodicity (p, the distance between the centres of...
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adjacent voids) and the average length of the opening of the void top \( (l) \) can be measured (Figure 4.32(b)(i)). From \( l \), the average void thickness, \( t \), can be estimated (Appendix C.13). For the sample shown in Figure 4.32(b), the void dimensions were measured to be equal to a periodicity of \( p=1090 \text{ nm} \), length of the void diameter at the void top \( l=722 \text{ nm} \) and depth of void \( t=157 \text{ nm} \) (Figure 4.32(b)(i) and Appendix C.13).

4.4.4 Fluorescence Lifetime Measurements

For fluorescence lifetime measurements, a 2D fluorescence intensity map of the samples was built by scanning the excitation source across a sample area. Each excitation spot represents a single pixel of 3 x 3 \( \mu \text{m} \) in size. The pixel size of 3 x 3 \( \mu \text{m} \) was the smallest pixel size possible to use without photobleaching of the sample. The total area of the 2D intensity map was 30 x 30 \( \mu \text{m} \). The fluorescence lifetime of individual pixels of a map was evaluated. In the experimental setup the excitation source was a white light continuum laser (Fianium, V4), with pulse width of ~5 ps and a repetition rate of 40 MHz. The excitation laser passed through a LC tunable filter (VariSpec, Cri), which selected the excitation wavelength to 490 nm, at which point the TOTO-1 absorption efficiency is about 60% (Figure 4.28 in section 4.4.2.1), which then passed a sp 500 excitation filter. The excitation light was passed through an Olympus BX51 microscope through home-made modifications, and focussed to a spot size of about 0.5 \( \mu \text{m} \) onto the sample by a 0.88 NA objective (100x magnification) (according to Rayleigh minimum spot size \( = 0.61 \lambda/NA = 0.61 \cdot 490 \text{ nm}/0.88 = 340 \text{ nm} \) in a perfect diffraction limited regime, with plane parallel beam overfilling the objective back aperture). The fluorescence emission, collected in the backscattered geometry, passed through a lp530 emission filter and was coupled by an optical fibre to an avalanche diode, PDM 50 (MPD). Time-correlated single photon counting (TCSPC) methods (appendix C.17), were used for measurement of the fluorescence decay, employing an avalanche diode and TimeHarp 200 (PicoQuant) acquisition board, to provide synchronisation of the laser with the detection, by photon counting, between pulses. The curve for the fluorescence decay was collected at
4.4 Materials and Methods

different times after the pulse was recorded as in a histogram with a 37 ps resolution (using the TimeHarp 200 single photon counting board). The fluorescence intensity decay curves were analysed using IGOR software, smoothed by two smoothing operations and fitted to a single or double exponential curve according to \( I(t) = y_0 + \sum_{i}^{m} a_i \exp\left(-\frac{t}{\tau_i}\right) \), where \( m = 1 \) or 2 for single and double exponential decay, respectively. Each experimental curve was fitted using the least squares fitting method, in which data points that describe the experimental curve are calculated, and the calculated points are optimised by reducing the deviation of the calculated points from the experimental data points. Chi-squared (\( \chi^2 \)) provides the deviation of the fitted curve from the experimental curve, and is defined as,

\[
\chi^2 = \sum_{j=1}^{n} \left[ \frac{\Delta y_j}{\sigma_j} \right]^2 \quad \text{where} \quad \Delta y = y(t) - Y(t), \quad \text{and} \quad y(t) \text{ and } Y(t) \text{ are the experimental and fitted data points, respectively, } \sigma \text{ is the standard deviation of } y(t) \text{ and } n \text{ is the total number of data points. The least square technique is iterative, meaning that successive iterations converge to an optimum fit with minimum deviation (minimum } \chi^2 \text{). If the best fit is a multi-exponential curve, then the average fluorescence lifetime was assumed to equal the amplitude weighted lifetime, which is equal to}
\]

\[
\tau_{av} = \frac{\sum a_i \tau_i}{\sum a_i} \quad (4.27)
\]

where for the ith component \( a_i \) and \( \tau_i \) is the amplitude and fluorescence lifetime, respectively. For best fit, various factors were taken into account (1) an extra lifetime component was added only if it resulted in a significant reduction in \( \chi^2 \). A reduction in \( \chi^2 \) by more than 4% was regarded as significant (2) if a reduction in \( \chi^2 \) occurred after the addition of an extra lifetime component, but the new lifetime is similar to an already present lifetime, then the extra component is not added (3) for a triple exponential fit, initial guesses for the amplitude and lifetime of each component had to be entered.
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This section describes the fluorescence intensity distribution along DNA strands that were fluorescently labelled with TOTO-1 and then stretched over a substrate that is either a flat glass surface, a rough gold surface or an array of rough gold nanovoids.

4.5.1 Combing of TOTO-1 Labelled DNA Strands over a Glass Substrate

Figure 4.33(a) shows a typical fluorescence image of TOTO-1-DNA combed over a flat glass substrate by capillary force flow, and Figure 4.33(b), (c) and (d) show the fluorescence intensity profile along individual stretched DNA strands. The stretched DNA strand length varies from between 5.5 µm (Figure 4.33(c)) to about 8 µm (Figure 4.33(b) and (d)). Thus, most DNA strands are stretched to less than their fully extended contour length of 16.5 µm. The three strands in Figure 4.33(a) are now evaluated in detail and are shown in Figure 4.33(b), (c) and (d). The profile of the fluorescence intensity along individual DNA strands is seen as one of the following forms (i) a uniform intensity along the whole DNA length (Figure 4.33(b)), (ii) a uniform intensity along most of the DNA strand, but with an increased intensity at one end of the DNA strand (Figure 4.33(d)), (iii) and particles of intensity several times higher than that of stretched DNA (Figure 4.33(a)(i)).
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Figure 4.33: Fluorescence of TOTO-1-DNA stretched over a glass substrate (a) 2D Fluorescence image of TOTO-1-DNA stretched over glass; (b),(c), (d) fluorescence intensity profile along individual DNA strands. Inset: path of maximum fluorescence intensity (red line) (drawn by hand). The fluorescence images were obtained with 100x oil immersion, 1.6 optovar, the integration time equals 20.48 s. The fluorescence image and intensity profiles were normalised to 30 s integration time and the fluorescence background level due to the glass substrate was subtracted. The DNA concentration is equal to 25 pM, bp: TOTO-1 is equal to 1:0.1, the coverslip dimension is equal to 20 x 10 mm², and the drop-cast volume is equal to 1.6 µL.

The intensity along the most uniformly fluorescent DNA strand (Figure 4.33(b)) is seen to be approximately three times that in other regions. The
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The fluorescence intensity of the DNA strand shown in Figure 4.33(d) varies by 3.4 times, however. The high fluorescence intensity observed at the end of the strand is assumed to be a result of a looped section. The shorter DNA strand Figure 4.33(c) is similar to the slightly longer strand in Figure 4.33(b) with respect to the variation and the fluorescence intensity along the strand. Thus it is suggested that the strand in Figure 4.33(c) is a fragment of Lambda-phage DNA. The strand in Figure 4.33(d) stands out in having broader fluorescence intensity along the strand length compared to the two other strands shown in Figure 4.33(b) and (c): the typical strand width of an intensity peak along the strand centre is equal to about 0.73 µm (Figure 4.33(d)) compared to only 0.45 µm (Figure 4.33(c)) or 0.49 µm (Figure 4.33(b)) in the two other strands. This further suggests that the strand shown in Figure 4.33(d) is looped/folded.

Previous experiments[322] have shown the presence of fluorescence intensity peaks along otherwise uniform intensity profiles of DNA strands stretched in fluid flow, with peak intensities along DNA strand ends and along the DNA strand being attributed to local DNA strand folding in fluid flow.[322] It is also well-know that TOTO-1 preferentially binds to specific nucleotide base sequences, such as 5’-CTAG-3’ (section 4.4.2).[308-310] The experimental intensity variation along the stretched strand length is not the same along each strand but appears random (Figure 4.33(b-d)), which suggests that the intensity variation is due to a non-uniform DNA configuration, rather than due to preferential binding of TOTO-1 to specific nucleotide base sequences, which would not be observed at the spatial resolution of these images anyway. The effect of preferential binding of TOTO-1 can thus be neglected. A variation in DNA configuration might be the result of a combination of non-uniform DNA stretching and local DNA strand folding.[322] The increased intensity at the strand ends can then also be attributed to coiled-up DNA strand ends due to incomplete stretching at the end, while the high intensity particles (Figure 4.33(a)(i)) may be coiled-up, unstretched DNA.
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4.5.2 Evaluation of the Effect of a Rough Gold Substrate on the Fluorescence of TOTO-1 within Stretched DNA Strands

This section describes the fluorescence imaging results of a rough gold surface sample grown with a matt gold electroplating solution under the same electroplating conditions as that of the nanovoid sample discussed in section 4.5.3 (also see section 4.4.3.1). From SEM images (not shown), the size of the surface roughness of the sample was measured to range between a few tens of nanometres up to about 100 nm. Figure 4.34(a) shows a typical fluorescence image of TOTO-1-DNA strands stretched over the rough gold substrate, with the fluorescence intensity profile of individual strands shown in Figure 4.34(b) and (c).

Flat metal surfaces have been shown to quench fluorescence of nearby spontaneous emitters.[323] Fluorescence quenching by a flat metal surface is attributed to non-radiative energy transfer from the excited emitter to (i) non-radiative surface plasmon polaritons, which occurs for separation in the range of 20 nm up to several hundred nanometres[257] (ii) lossy surface waves on the metal surface for emitter-metal separations of less than 20 nm. [256, 257] On the other hand, nanoscale surface roughness on gold surfaces has been shown to enhance the fluorescence intensity of dyes attached directly onto the rough surface.[323, 324] This is attributed to SPP-dye coupling.[323, 324] These observations agree with the metal-enhanced fluorescence model,[324] according to which SPP on a flat metal surface cannot couple to far-field radiation, and therefore quench fluorescence, while SPP on a rough metal surface can couple out to far-field radiation, and therefore can enhance the fluorescence intensity of a nearby spontaneous emitter.
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Figure 4.34: Fluorescence of DNA-TOTO-1 stretched over a rough gold surface (a) 2D fluorescence image of TOTO-1-DNA stretched over a rough gold substrate; (b), (c) fluorescence intensity profile of individual DNA strands, Inset: path of maximum fluorescence intensity (red line)(drawn by hand). The fluorescence images were obtained with 100x oil immersion, 1.6 optovar, the integration time equals 31.1768 s. The fluorescence image and intensity profiles were normalised to 30 s integration time and the fluorescence background level due to the rough gold substrate was subtracted. The DNA concentration is equal to 25pM, bp: TOTO-1 is equal to 1:0.16, the coverslip dimension is equal to 20 x 10 mm², and the drop-cast volume is equal to 1.6µL.

The main effect of the rough gold surface on stretched TOTO-1-DNA, is an increase in the fluorescence intensity along the stretched out DNA strand (Figure 4.33(b-d) and Figure 4.34(b) and (c)). If the data shown in Figure 4.34(b) and (c) is compared with that observed for DNA-TOTO-1 samples stretched over glass, the fluorescence is both higher and more variable in intensity along the strand. This increase in fluorescence
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might be attributed to surface-plasmon-polariton induced fluorescence enhancement of TOTO-1 over the rough gold substrate, as previously observed for fluorophores near a rough gold surface.[323, 324]

4.5.3 Evaluation of the Effect of Gold Nanovoids on the Fluorescence of TOTO-1 within Stretched DNA Strands

This section describes the fluorescence imaging results of the particular nanovoid sample grown with a matt gold electroplating solution using spheres of diameter $D_{\text{void}}=989 \text{ nm}$. The SEM image of this nanovoid sample used is shown in Figure 4.32(b) in section 4.4.3.1. From SEM images, the surface roughness of the sample was measured to be up to about 95 nm in size (Figure 4.32(b)(ii) in section 4.4.3.1), and thus the nanovoid sample has surface roughness similar to that of the rough gold surface discussed in section 4.5.2. In this nanovoid sample, the average void height was grown to $d=157 \text{ nm}$ (normalised height of 0.16) with periodicity $p=1090 \text{ nm}$ (Figure 4.32(b)(i) in section 4.4.3.1). From SEM images, the void height was derived from measurements of the length of the void top ($l$) (appendix C.13), which equals $l=722 \text{ nm}$ (Figure 4.32(b)(i) in section 4.4.3.1).

Figure 4.35(a) and (c) show typical fluorescence images of TOTO-1-DNA stretched over the nanovoid substrate ($D_{\text{void}}=989 \text{ nm}, d=157 \text{ nm}$). The fluorescence from the stretched TOTO-1-DNA strands and the focussed light from the nanovoids are clearly visible. However, the position of the voids underneath the TOTO-1-DNA strands is obscured by the fluorescence signal from the TOTO-1-DNA strand above it. In order to locate the exact position of the voids underneath the TOTO-1-DNA strands, a bright field image is taken, which shows the location of all voids (also see appendix C.15). A relative shift of a few pixels between the bright field and fluorescence image is zeroed by overlaying both images into a single overlap image and zeroing the relative shift between the bright field and fluorescence image, at which point the voids of the bright field images should exactly overlap those in the fluorescence image. For any pixel
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coordinate on the fluorescence image the equivalent bright field signal can then be obtained in a straightforward manner.
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![Image of fluorescence profiles and intensity graphs](image)

**Figure 4.35:** Fluorescence (FL) of DNA-TOTO-1 stretched over a gold nanovoid substrate: (a), (c) 2D FL image at two different sample locations; (b), (d) intensity profiles in FL (red line) and bright field (BF) (black line) along individual DNA strands (drawn by hand), inset: path of maximum FL intensity in the FL image (FL, red line) and BF image (BF, black line). Indicated are locations along the DNA profile where FL and BF peaks coincide (red arrows), where FL is almost unaffected by a nanovoid (black arrows), and where FL peaks occur above the rough top gold surface (blue arrows). The FL images were obtained with a 100x oil immersion, 1.6 optivar lens, the integration time equals 28.652 s (Figure 4.35(a)) and 26.5064 s (Figure 4.35(c)). The FL image and intensity profiles were normalised to 30 s integration time and the FL background level due to the top rough gold surface was subtracted. The DNA concentration is equal to 25pM, bp: TOTO-1 is equal to 1:0.16, the coverslip dimension is 20 x 10 mm², and the drop-cast volume is equal to 1.6μL.
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Figure 4.35(b) and (d) show the fluorescence and bright-field intensity profiles of individual stretched-out TOTO-1-DNA strands from Figure 4.35(a) and (c), respectively. The intensity profiles were obtained by drawing by hand on the fluorescence image a line along the maximum fluorescence signal along the stretched DNA strand, and using that same line for the bright field image (inset in Figure 4.35(b) and (d)). The intensity profile contains fluorescence peaks that are located above nanovoids (red arrows in Figure 4.35(b) and (d), and appendix C.14).

In general, the following observations can be made for TOTO-1-DNA stretched over gold nanovoids: (i) some fluorescence peaks are located above nanovoids, with peak heights ranging from 900 to 3,200 counts (red arrows in Figure 4.35(b) and (d)), (ii) no considerable change in fluorescence intensity occurs above nanovoids (black arrows in Figure 4.35(b) and (d)), (iii) above the rough gold surface fluorescence peaks are present, with intensities between about 800 to 1,000 counts (blue arrows in Figure 4.35(b) and (d)).

The fluorescence intensity peaks above the nanovoids could have various origins (i) fluorescence enhancement induced by resonant Mie modes supported by the nanovoid (ii) enhanced fluorescence due to the void focussing the excitation light, increasing the excitation light intensity and therefore the TOTO-1 absorption rate.[325] The focus is located at a distance of half the void radius above the bottom of the void; (iii) unstretched or folded over regions in the DNA strand are located within the nanovoid volume. Set by the excitation filter of the fluorescence microscope (Figure 4.28 in section 4.4.2.1.), the energy of the excitation light ranges from about 513 nm to 482 nm (2.43 eV to 2.58 eV), which is near the plasmon frequency of gold (2.6 eV).[293] As a result, reflection of the excitation light by gold nanovoids and thus enhanced fluorescence intensity due to a focussed excitation beam is expected to be minimal. Also, the minimum fluorescence intensity over the rough gold region of the nanovoid substrate is comparable to that over glass or rough gold, suggesting that either fluorescence quenching over the rough gold surface...
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is not considerable, or fluorescence quenching does occur but its effect on fluorescence intensity is offset by enhanced reflection of the fluorescence light by the gold compared to glass. If fluorescence quenching does occur over gold top plane, then the fluorescence peaks above nanovoids might also be due to reversal of fluorescence quenching over the nanovoid region as the separation between the TOTO-1-DNA and the gold surface increases to more than 20 nm. However, de-quenching would only explain intensity peaks of heights up to the maximum value as that observed over glass.

4.5.4 Comparison of the Fluorescence Intensity Distribution of TOTO-1 within Stretched DNA Strands over Glass, Rough Gold and Gold Nanovoids

Figure 4.36 shows the 3D fluorescence images of individual TOTO-1-DNA strands stretched over glass (Figure 4.36(a)), rough gold (Figure 4.36(b)) and rough gold nanovoids (Figure 4.36(c) and (d)). Over both glass and rough gold, the fluorescence intensity is not uniform along the DNA strand length. However, for TOTO-1-DNA stretched over rough gold higher fluorescence intensities are seen (Figure 4.36(b)) as compared to similar DNA strands stretched over glass (Figure 4.36(a)). For the TOTO-1-DNA strands stretched over gold nanovoids, the fluorescence has a pattern consistent with the periodicity of the underlying nanovoid structure (Figure 4.36(c) and (d)).

The fluorescence intensity seen for some regions of the DNA stretched over the gold nanovoids is significantly greater than for gold or glass (Figure 4.36(a-d)). In order to evaluate the fluorescence peak intensities of TOTO-1-DNA stretched over gold nanovoids, background due to the nanovoid structure is subtracted, and the location of the fluorescence peaks relative to the nanovoids considered. First, the fluorescence image was rotated to align the individual strand of interest horizontally (Figure 4.37(a)).
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Figure 4.36: 3D Fluorescence images of DNA-TOTO-1 stretched over (a) glass (b) a rough gold surface (c) and (d) gold nanovoids. The fluorescence image and intensity profiles were normalised to 30 s integration time and fluorescence background due to the substrate surface was subtracted. The DNA strands can be seen in figure (a) Figure 4.33(b) in section 4.5.1, (b) Figure 4.34(b) in section 4.5.2, and (c) Figure 4.35(d)(i), and (d) Figure 4.35(d)(ii) in section 4.5.3.

The maximum fluorescence intensity line along the DNA strand was found from the rotated fluorescence image (red line in Figure 4.37(a)). Each point of the maximum intensity line was then extended by 20 pixels either side to form a line perpendicular to the DNA section (green line in Figure 4.37(a) and (d)). The fluorescence intensity of each point of that perpendicular line was then summed to give the total intensity of the perpendicular line. For DNA stretched over glass, rough gold and over the nanovoid substrate outside the nanovoid region (dark blue region in Figure 4.37(b)) the average fluorescence background intensity from sample regions free of DNA was determined (“average value”). The minimum fluorescence intensity where DNA is present (the “threshold value”) was determined for each sample.
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Figure 4.37: Method for obtaining the total background-subtracted fluorescence signal integrated over the TOTO-1 DNA cross-sectional fluorescence width. All images are rotated so the DNA strand is aligned horizontally, and all images show the line of maximum fluorescence intensity (red line); (a), (d) fluorescence image showing the line perpendicular to the maximum fluorescence intensity line (green). Figure 4.37(d) is a close-up along a section of the DNA strand in Figure 4.37(a); (b) background fluorescence image due to nanovoids in the vicinity of the DNA strand, each square represents the average fluorescence signal due to a number of nanovoids nearby the DNA strand; (c) bright field image, showing the location of all nanovoids.

For each substrate the fluorescence background intensity at each pixel along the perpendicular line was taken to be (a) the fluorescence intensity of that pixel, if the pixel intensity is below the “threshold value”, or (b) a constant, equal to the “average value”, if the pixel intensity exceeds the “threshold value”. For regions of DNA strand located over a nanovoid (coloured squares in Figure 4.37(b)), the fluorescence background was taken to be the fluorescence intensity of an equivalent DNA-free region of nanovoid, as averaged over ten DNA-free nanovoids. The location of each nanovoid underneath a DNA strand (coloured squares in Figure 4.37(b)) was determined from the relevant bright field image (Figure 4.37(c)).
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Figure 4.38 shows the total background-subtracted fluorescence signal integrated over the TOTO-1 DNA cross-sectional fluorescence width, along the TOTO-1-DNA strand length, for strands stretched over glass, rough gold and the gold nanovoid substrate. DNA strands stretched to a similar length are compared. Figure 4.38(a) shows the fluorescence profile of DNA stretched to about 8 to 10 µm. Over glass, the cross-sectional fluorescence intensity varies from 2,250 to 6,660 counts or 3,040 to 10,710 counts (Figure 4.38(a)(i)). Over rough gold, the intensity ranges from 3,250 to 11,420 or from 4,685 to 14,870 (Figure 4.38(a)(ii)). Over the gold nanovoids, the fluorescence intensity varies from 3,760 to 30,100 counts (Figure 4.38(a)(iii)) or from 3,460 to 17,640 counts (Figure 4.38(a)(iv)). Over the nanovoid substrate, the highest intensity peaks along the stretched TOTO-1-DNA strand are located above a nanovoid (red arrows in Figure 4.38(a)(iii) and (a)(iv)), and range between 11,470 and 30,100 counts, which is up to 4.6 times and 2.6 times the maximum fluorescence intensity seen over glass and rough gold, respectively.

Figure 4.38(b) shows the fluorescence profile of DNA stretched to about 6 µm. Over glass, the cross-sectional fluorescence intensity varies from 2,800 to 7,070 counts (Figure 4.38(b)(i)). Over rough gold, the intensity ranges from 2,370 to 11,340 counts or from 3,090 to 14,360 counts (Figure 4.38(b)(ii)). Over the gold nanovoids, the background-subtracted intensity varies from 6,800 to 25,230 counts (Figure 4.38(b)(iii)), or from 4,280 to 22,800 counts (Figure 4.38(b)(iv)). Again, for TOTO-1-DNA stretched over the nanovoid substrate, the highest intensity peaks along the stretched DNA strand are located above a nanovoid (red arrows in Figure 4.38(b)(iii) and (a)(iv)), varying between 22,800 and 25,230 counts, which is up to 3.6 times and 2.2 times the maximum fluorescence intensity over glass and rough gold, respectively.
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Figure 4.38: Total fluorescence (FL) signal integrated over the fluorescence cross-sectional width of TOTO-1 DNA, for stretched lengths equal to (a) 8 to 10 μm or (b) 6 μm, over (i) glass (ii) rough gold and (iii), (iv) gold nanovoids. Red/blue and black lines are the profiles of the total fluorescence (background subtracted) (FL) and of the total fluorescence background due to the nanovoid substrate (FL bg), respectively. Each DNA strand can be seen in the figure indicated in the legend.
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Comparing the minimum cross-sectional fluorescence intensities over glass with those over rough gold and the gold nanovoid substrate, the lowest intensities occur over glass, suggesting fluorescence quenching by the rough gold surface is either not taking place or its effects are negated by other processes, such as fluorescence enhancement by radiative SPP over rough gold or higher reflectivity of the fluorescence signal off gold compared to glass.

The following configurations of stretched TOTO-1-DNA over nanovoids can be envisaged to occur, as illustrated in Figure 4.40: (a) DNA fully stretched over the nanovoid (b) DNA partially stretched over the nanovoid (c) DNA ends ending inside a nanovoid (d) DNA over the nanovoid centre, and (e) DNA strand offset from the nanovoid centre. If the fluorescence peaks over the nanovoids are due to Mie-SPP induced fluorescence enhancement, then the fluorescence enhancement would depend on the relative position of the TOTO-1-DNA strand and the nanovoid. In order to understand the results obtained for the DNA strands with TOTO-1
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stretched over the gold nanovoids we need to consider the Mie and Bragg SPP modes as well as the limitations of the imaging approaches.

![Diagram of DNA configurations](image)

*Figure 4.40: Proposed configurations of TOTO-1-DNA stretched over nanovoids (a) DNA fully stretched over the nanovoid (b) DNA partially stretched over the nanovoid (c) DNA strand ends inside a nanovoid (d) DNA located over the nanovoid centre, and (e) DNA strand offset from the nanovoid centre.*

4.5.5 Evaluation of the fluorescence Images of DNA-TOTO-1 Molecules Stretched over Gold Nanovoids in Light of the Surface Plasmon Polariton Modes Supported by the Gold Nanovoid Substrate

Experimental data is compared with theoretical data obtained for the plasmon modes for a water-immersed void of diameter $D_{\text{void}}=989 \text{ nm}$, film thickness $d=157 \text{ nm}$, at 2.26 and 2.39 eV (which is the range in which fluorescence is detected) (Figure 4.28 in section 4.4.2.1).

4.5.5.1 Mie Plasmon Modes

The strongest Mie mode at normal incidence is the $^1F$ mode ($m=1$, $l=3$) (Figure 4.12(b) in section 4.3.2.1 and Figure 4.13(b) in section 4.3.2.2). It is proposed that excited state TOTO-1-DNA located within the highest electric field of the $^1F$ mode and energetically in resonance with the $^1F$ mode can non-radiatively excite the $^1F$ Mie mode via a resonant near-field interaction (section 4.1.2.2.2). The Purcell factor, which quantifies how much quicker an excited fluorophore non-radiatively excites a resonant SPP mode compared to coupling to resonant far-field radiation, depends on the density of states of the SPP mode compared to that of far-field radiation in free space[259] (equation 4.12 in section 4.1.2.2.2). Thus, the efficiency at which TOTO-1-DNA excites the $^1F$ Mie mode (the in-coupling efficiency) is expected to increase with increasing near field
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intensity of the $^1F$ mode at the TOTO-1-DNA fluorescence energy. The excited $^1F$ mode can then quickly couple to far-field radiation of the same energy. The efficiency at which the $^1F$ Mie mode couples to far-field radiation (the out-coupling efficiency) increases with the optical density of states of far-field radiation,[259] which increases with energy (appendix C.2). Using the BEM model, the 2D intensity profile and strength of Mie modes excited by far-field radiation of a given energy, polarisation state and incidence angle can be modelled. The resulting Mie mode intensity indicates the efficiency at which a particular far-field radiation state excites the SPP mode. The out-coupling efficiency of a SPP mode to far-field radiation is proportional to the efficiency at which far-field radiation excites the SPP mode [260], so that the intensity of a Mie mode excited by a given far-field radiation state indicates the out-coupling efficiency to that same far-field radiation state. The net effect of fast coupling from excited state TOTO-1-DNA located within the electric field of an energetically resonant $^1F$ Mie mode and subsequent $^1F$ Mie mode emission into the far-field is an increase in the radiative decay rate and thus fluorescence intensity.

Figure 4.41(a) and Figure 4.42(a) shows the 2D and radial intensity profile, respectively, of the $^1F$ mode, as excited by 2.26 eV, p-polarised light at normal incidence. It can be seen that the strongest electric field intensity, which equals 12.5, is located at the void centre ($x=0$ nm) at height $z=158$ nm above the top void plane (Figure 4.41(a) and Figure 4.42(a)). With reducing vertical height $z$ above the top void plane, the intensity at the void centre ($x=0$ nm) falls, with two intensity maxima developing at $z<65$ nm (Figure 4.42(a)). At $z=0$ nm, the two maxima have intensity equal to 5.3, and are located at a radial distance equal to $|x|=(112 \pm 8)$ nm, while the central intensity (at $x=0$ nm) is reduced to 4 (Figure 4.41(a) and Figure 4.42(a)). As a reminder, the electric field intensity is referred to as the magnitude of the square of electric field amplitude, normalised to that of an incident plane wave.
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The variation in $^{1}F$ Mie profile with $x$ and $z$ suggests that the efficiency at which excited state TOTO-1-DNA couples to the $^{1}F$ Mie mode (in-coupling) and hence Mie plasmon-induced fluorescence enhancement depends on the vertical and radial location of the TOTO-1-DNA above the nanovoid. Efficient in-coupling is expected at normalised SPP intensities greater than 1. The highest in-coupling efficiency is expected to occur at the void centre ($|x|=0 \text{ nm}$) for $z>65 \text{ nm}$, and at larger radial distances, of up to $|x|=112 \text{ nm}$, for $z$ between 0 and 65 nm (Figure 4.42(a)). However, the double peak in the electric field intensity profile seen in the bottom of the void at $z=0 \text{ nm}$ to $z=65 \text{ nm}$ is optically irresolvable due to diffraction effects (section 4.5.5.3). The in-coupling efficiency will be greatest at $z=158 \text{ nm}$, $x=0 \text{ nm}$, and will reduce with decreasing height $z$, according to the Mie field intensity evolution with $z$.

![Modelled 2D intensity distribution of the $^{1}F$ Mie mode for water-immersed gold nanovoid of diameter $D_{\text{void}}=989 \text{ nm}$ and height $d=157 \text{ nm}$, incident light parameters are (a) 2.26 eV, 0° incidence, p-polarised, (b) 2.39 eV, 0° incidence, p-polarised (c) 2.26 eV, 60° incidence, p-polarised (d) 2.26 eV, 0° incidence, s-polarised. Modelled by BEM.](image-url)
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Figure 4.41(b), (c), (d) and Figure 4.42(a), (b), (c) show the effect upon the \( ^1 \)F Mie mode intensity profile of changing the energy, incident angle, and polarisation state of the incident light, respectively. The 2D intensity profile of \( ^1 \)F Mie mode that couples to s-polarised light (2.26 eV, normal emission angle) is shown in Figure 4.41(d) and Figure 4.42(c)). The \( ^1 \)F mode couples equally strong to s and p-polarised light at \( x=0 \) nm (Figure 4.42(c) and (d)), and more strongly to p-polarised light than to s-polarised light for \( |x|>0 \) nm (Figure 4.42(c)). Thus, it is expected that Mie radiation contains more p-polarised than s-polarised light. However, both s- and p-polarised light is detected experimentally.

The variation of the 2D field distribution of the \( ^1 \)F mode with the angle of the incident light is discussed in more detail below. With oil-immersion (refractive index \( n=1.515 \)) and an imaging objective (plan-apochromat x100, numerical aperture \( N.A.=1.4 \)), the fluorescence microscope has a maximum acceptance angle equal to

\[
\theta = \sin^{-1}\left(\frac{\text{NA}}{n}\right) = \sin^{-1}\left(\frac{1.4}{1.515}\right) = 67.5^\circ .
\]

Thus, emission from Mie plasmons directed into an angle of up to 67.5º can be detected. The 2D intensity profile of \( ^1 \)F Mie mode that couples to 2.26 eV, p-polarised light at an emission angle of 60º is shown in Figure 4.41(c). At \( x=0 \) nm, the \( ^1 \)F Mie mode couples equally strong to far-field radiation of emission angles between 0º and 60º (Figure 4.42(b) and (d)), and at \( x>0 \) nm, the \( ^1 \)F Mie mode couples strongest to far-field radiation with zero emission angle, and increasingly weakly to radiation with increasing emission angles (Figure 4.42(b)). Thus, TOTO-1-DNA located at \( x=0 \) nm will be equally likely to result in Mie plasmon radiation that is emitted into angles of 0º to 60º to the normal, and TOTO-1-DNA located at \( x>0 \) nm will result in \( ^1 \)F Mie plasmon-induced enhanced fluorescence that is more likely to be emitted into an emission angle at 0º than into larger emission angles. The difference in coupling efficiency to different emission angles would depend on \( z \) and \( x \) (Figure 4.42(b)). However, in the microscopy image, all emission angles up to 67.5º are detected, and therefore the different
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coupling efficiencies to different emission angles up to 67.5° should not affect the actual image intensity.

![Graphs showing intensity profiles](image)

Figure 4.42: Modelled intensity profile of the $^1F$ Mie mode in a water-immersed nanovoid of diameter $D=989$ nm and height $d=157$ nm: (a-c) radial intensity profile at different heights $z$ above the top void plane, dependence on incident light (a) energy (b) incidence angle (c) polarisation state; (d) intensity profile at radial distance $x=0$ nm, dependence on the distance above the top void plane ($z$), energy, polarisation state and incidence angle; $x$ is the radial distance from the void centre, $z$ is the vertical distance above the top void plane. Modelled by BEM.

At 2.39 eV, the electric field intensity distribution of the $^1F$ Mie modes does not change significantly to that seen at 2.26 eV (Figure 4.41(a) and (b) and Figure 4.42(a)). The main changes that do occur with increasing energy are a reduction in the peak intensity and a shift of the Mie field intensity distribution to lower $z$ values by a few nanometers (Figure 4.42(a) and (d) and Figure 4.41(b)). In particular (i) the maximum intensity at $x=0$ nm is reduced from 12.5 (2.26 eV) to 11.1 (2.39 eV) and is located at a reduced height of $z=136$ nm (Figure 4.42(a) and (d)), (ii) a single peak intensity at $x=0$ nm is maintained for heights exceeding $z>60$ nm (2.39 eV) instead of $z>65$ nm (2.26 eV) (Figure 4.42(a)), (iii) the
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double intensity peak at $z=0 \ nm$ is located at the same radial distance (Figure 4.42(a)), but reduced in intensity from 5.3 (2.26 eV) to 3.3 (2.39 eV) (Figure 4.42(a)). As a result, the fluorescence enhancement efficiency for TOTO-1-DNA located above a nanovoid will have a slightly different dependence on vertical position above the nanovoid top plane depending on the energy (Figure 4.42(d)).

4.5.5.2 Bragg Plasmon Modes

In modelling Bragg plasmon modes of the nanovoid substrate, only plasmon scatter off the nearest voids are considered, as Bragg plasmon bands due to scattering from voids further away are much weaker.[287] Also, the high order periodicity of the substrate allows incident light to diffract off the substrate. These non-plasmonic diffraction modes, however, are much weaker than the Bragg plasmon modes, and are thus neglected in the model here.[287]

Figure 4.43 shows the modelled Bragg plasmon modes on a 2D lattice of gold nanovoids of periodicity $p=1090 \ nm$, immersed in water, at sample orientation angle $\varphi=0^\circ$ and $\varphi=90^\circ$. The Bragg plasmon modes that are in resonance with the detected TOTO-1 emission energy (between 2.26 and 2.39 eV) are $(m,n)=(1,1), (0,1), (1,0)$ and $(m,n)=(0,-1)$ (Figure 4.43), and are thus expected to get excited via near-field dipole-dipole interaction by nearby excited state TOTO-1-DNA. Excited SPP either relax non-radiatively via heat, which quenches fluorescence intensity (section 4.1.2.1), or quickly re-emit the excitation energy, which is associated with fluorescence enhancement (section 4.1.2.2). SPP radiation of the excited Bragg modes between 2.26 and 2.39 eV occurs into specific angles below the 67.5$^\circ$ cut-off limit set by the fluorescence–microscope objective, and can therefore be detected in fluorescence images.
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![Figure 4.43: Modelled Bragg modes in a 2D hexagonal gold nanovoid lattice of periodicity $p=1090$ nm, immersed in water, at sample orientation $\phi$ equal to (a) $0^\circ$ (b) $90^\circ$.](image)

4.5.5.3 Fluorescence Imaging Limitations

We will now consider the limitations of the imaging method for the samples studies here. The fluorescence is focussed with a microscope objective lens (plan-apochromat x100) and detected with a CCD camera, such that diffraction effects by the lens and pixelation of the CCD camera need to be taken into account. Light passing through an objective lens will undergo interference at the image plane, causing an interference pattern, consisting of a central intensity peak and concentric, lower intensity circles, an Airy diffraction pattern, to form for each light emitting point of the sample. The DNA staining concentration was bp:TOTO-1=1:0.16 (or 6.25:1). Assuming a fully stretched DNA strand contains 10 bp per 3.4 nm of extended DNA strand, then 6.25 bps (1 TOTO-1 molecule) occupy $6.25 \times 3.4/10 \approx 2.1$ nm. The modelled radial Mie field intensity profile contains 1 data point every 8 nm, which is less frequent than the theoretical TOTO-1 staining (which has 1 about TOTO-1 every 2.1 nm), so that each point on a Mie intensity curve can be approximated to represent the SPP-coupled fluorescence intensity of a TOTO-1 molecule along a DNA strand extended over a nanovoid. Assuming fluorescence is incoherent, in which case intensities can be summed up, the diffraction-corrected intensity at point $x$ on the Mie curve is modelled by summing the contributions from the Airy pattern intensity of each point in the Mie intensity curve at point...
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Figure 4.44(a) shows the theoretical effect of diffraction on a hypothetical Mie-SPP enhanced fluorescence intensity profile.

It can be seen that diffraction effects broaden the intensity profile and makes the double peak at $z=65 \text{ nm}$ irresolvable, as well as reducing the intensity contrast (Figure 4.44(a)). The double peak in the Mie intensity profile, present for heights $0<z<65 \text{ nm}$, is not resolved as it is separated by at most 225 nm (at $z=0 \text{ nm}$), which is less than the theoretically least resolvable separation, the Rayleigh distance, which is equal to $1.22\lambda/(2*NA)=1.22*(520 \text{ to } 550 \text{ nm})/(2*1.4)=227 \text{ to } 240 \text{ nm}$, where $\lambda$ is
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the wavelength, and $NA$ is the numerical aperture. Thus, diffraction effects introduced by the optical detection system are expected to yield only a single fluorescence intensity peak centred at the void centre. The full-width-half-maximum (FWHM) of the convolved intensity profiles at $z=158/65/0 \text{ nm}$ is equal to $FWHM=370/256/464 \text{ nm}$. The peak height was assumed to equal the peak height minus the minimum intensity on the convolved curve. Figure 4.44(b)(ii) shows the effect of CCD pixelation on the convoluted intensity profile. Each pixel extends over $\sim 40 \text{ nm}$, while each point on the modelled curve occupies $8 \text{ nm}$, so that each pixel intensity was approximated as the average intensity over $40/8=5$ data points (Figure 4.44(b)(i)). The exact position of the fluorescence peak relative to the pixel area determines the shift in fluorescence peak induced by pixelation (Figure 4.44(b)(i)). The maximum shift in fluorescence peak due to pixelation is $20 \text{ nm}$ (Figure 4.44(b)(ii)(1)). This agrees with findings from Stelzer,[327] according to which pixelation introduces ambiguities as to the exact position of intensity maxima and minima, as well as reducing contrast and hence resolution. However, the pixel size on our camera is small enough as not to significantly affect resolution (Figure 4.44(b)(ii)).

In summary, for TOTO-1 labelled DNA stretched over a gold nanovoid substrate, the fluorescence intensity modulation is expected to depend on the location above the nanovoid substrate. It is expected that DNA strands located over the top gold plane show similar fluorescence intensities as observed for TOTO-1-DNA stretched over a rough gold substrate (section 4.5.2). Non-radiative coupling to Bragg SPP and subsequent energy loss by heat (fluorescence quenching) or re-emission of the excitation energy is also expected to occur over the top gold plane (Figure 4.43 in section 4.5.5.2), for emitter-metal separations up to $200 \text{ nm}$. Such SPP induced fluorescence enhancement would be visible as the SPP emission angle is within the angular detection cone of $67.5^\circ$ of the objective used in the fluorescence microscopy setup (Figure 4.43 in section 4.5.5.2). Over the gold nanovoid region it is expected that the $^{1}\text{F Mie}$ plasmon mode can be non-radiatively excited by TOTO-1-DNA located
within the strong Mie electric field, which occurs for vertical distances above the top void plane of \( z=0 \text{ nm} \) up to about \( z=270 \text{ nm} \) (Figure 4.42(d) in section 4.5.5.1). The in-coupling efficiency to the \( {}^1 \text{F} \) Mie mode is anticipated to be greatest at the void centre at heights between \( z=136 \text{ nm} \) and \( z=159 \text{ nm} \) above the top void plane, where the Mie electric field intensity is the highest (Figure 4.42(a) in section 4.5.5.1). The in-coupling efficiency is expected to be lower at lower points within the nanovoid, due to a weaker Mie plasmon field intensity. Diffraction effects introduced by the optical imaging system are expected to yield minor differences as shown in Figure 4.44, and the greatest fluorescence intensity is predicted to be over the void centre for all heights of TOTO-1-DNA over the nanovoid, while pixelation will only introduce peak shifts by up to 20 nm.

### 4.5.6 Radial Fluorescence Intensity Profiles of TOTO-1 Incorporated into DNA Strands Stretched over Gold Nanovoids

We have seen in section 4.5.5.1 that the non-radiative coupling efficiency from excited state TOTO-1-DNA to the \( {}^1 \text{F} \) Mie mode in the gold nanovoid and hence fluorescence enhancement is expected to depend on the radial distance from the void centre and the vertical distance above the top void plane at which the TOTO-1-DNA is located. To consider the possibility of \( {}^1 \text{F} \) Mie plasmon-induced fluorescence enhancement of TOTO-1-DNA stretched over gold nanovoids, the experimental fluorescence intensity along the centre of the stretched TOTO-1-DNA strand as a function of radial distance from the void centre is now evaluated. For this, the maximum fluorescence intensity line profile of DNA strand stretched over nanovoids is automatically determined with a macro from the rotated fluorescence image (section 4.5.4), and drawn onto the bright field image that is rotated by the same amount (Figure 4.45(b) top and middle images). The offset in the x and y direction between fluorescence and bright field image is zeroed by overlapping the fluorescence and bright field image and shifting the bright field image by an amount in the x and y direction so that the voids in both images exactly overlap. The void centre is determined
from the bright field images (Figure 4.45(b) bottom), allowing the variation in fluorescence intensity of the stretched TOTO-1-DNA as a function of radial distance from the void centre to be determined, and the fluorescence background due to the nanovoid to be subtracted. Voids with bright field intensities that are not radially symmetric (Figure 4.45(b)(ii)(2) and (b)(ii)(3)) are not analysed further, as the void asymmetry might change the Mie plasmon field distribution from that of radially symmetric voids modelled here. The fluorescence and bright field images of all analysed strands are shown in appendix C.16. Figure 4.45(a) shows the experimental radial fluorescence intensity profiles constructed for those sections of DNA strand where a fluorescence peak is located above a gold nanovoid in Figure 4.35(a) and (c) in section 4.5.3. It can be seen that the experimental fluorescence intensity increases the closer the distance to the void centre is, and in most cases, is symmetric about the void centre, with the fluorescence peak located over the void centre (Figure 4.45(a)(2-3) and (a)(5-8)). However, one curve shows a shift in peak location by about 100 nm (Figure 4.45(a)(4), while another curve shows a slightly steeper gradient for positive compared to negative radial distances (Figure 4.45(a)(1)). Uncertainties in the location of the fluorescence peak might be introduced in various steps in the analysis: (i) the relative x-y shift between the fluorescence and bright field image can be undone to a maximum accuracy of 1 pixel=40.3125 nm (ii) the void centre can be located to within 1 pixel. Furthermore, pixelation of an image itself has been shown to introduce ambiguities in the position of intensity maxima,[327] with a pixelation-induced shift in the peak fluorescence with a pixel size of 40.3125 nm being about 20 nm (Figure 4.44(b)(ii) in section 4.5.5.3). Unsymmetrical intensity profiles, on the other hand, might be due to non-uniform DNA strand stretching.
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Figure 4.45: (a) Radial Fluorescence intensity profiles of the section of stretched TOTO-1-DNA that is located over a gold nanovoid as indicated with red arrows in (1) Figure 4.35(b)(i), (2) Figure 4.35(d)(ii), (3) Figure 4.35(b)(ii), (4) Figure 4.35(d)(i), (5) Figure 4.35(d)(iii), (6) Figure 4.35(b)(iii), and in appendix C.14, (7) b, (8) c; solid and dashed line indicate the void centre and void rim at r=0 nm and r=722/2=361 nm, respectively; (b) fluorescence (top) and bright field images (middle) of the individual stretched DNA strands, line in red (top) and black (middle) indicate line of maximum fluorescence intensity signal along stretched TOTO-1-DNA strand (drawn using a macro), close-up of the bright field-image (bottom) indicate the estimated location of the void rim (dashed circle) and the void centre (red dot) relative to the DNA strand (black line), DNA strands are from (b)(i) Figure 4.35(b)(i), and (b)(ii) Figure 4.35(d)(i) in section 4.5.3. The corresponding images of other DNA strands used in Figure 4.45(a) are shown in appendix C.16.

The increase in fluorescence intensity over the nanovoid region is not the same for all strands located over a nanovoid (Figure 4.45(a)). For instance, consider strands 3 and 4 in Figure 4.45(a), both stretched to a similar length. For strand 3 and 4, the fluorescence intensity within about 60 nm from the void centre is equal to 3,060 and 1,500 counts, respectively, compared to about 770 and 530 counts, respectively, over the
void rim, which is an enhancement by a factor of $3,060/770=4.0$ and $1,500/530=2.8$, respectively, compared to over the void rim. The fluorescence increase for sections of TOTO-1-DNA located over the void centre compared to the void rim is summarised in Figure 4.46(b) for all strands in Figure 4.45(a).

The variation in fluorescence enhancement over a nanovoid compared to over glass for different DNA strands is further illustrated. The fluorescence peak intensity over a nanovoid for DNA stretched to about 6 µm ranges between 2,020 to more than 2,100 counts (Figure 4.45(a)(1) and (a)(2)), which represents an increase relative to DNA over glass stretched to a similar length by a factor of ~3.2 (Figure 4.33(c) in section 4.5.1). For DNA stretched to about 9 µm in length, the fluorescence peak intensity over the nanovoid varies from more than 1,410 counts to more than 3,100 counts (Figure 4.45(a)(3) and (a)(4)), which is up to ~ 5.0 times the maximum measured intensity measured for TOTO-1-DNA stretched to a similar length over glass (Figure 4.33(b) in section 4.5.1). The maximum intensity for strands stretched to other lengths varies from 890 to more than 1580 counts (Figure 4.45(a)(6) and (a)(7), respectively). Note that the enhancement in the fluorescence peak for DNA over a nanovoid compared to over glass is slightly different when using the cross-sectional fluorescence width of the TOTO-1-DNA images (section 4.5.4). For instance, when considering the the line of maximum fluorescence intensity along the TOTO-1-DNA strand and the cross-sectional fluorescence intensity width of the TOTO-1-DNA strand, respectively, an enhancement factor of up to 3.2 and 3.6, respectively, is found for DNA stretched to 6 µm in length, and an enhancement factor of up to ~ 5.0 and 4.6, respectively, is found for DNA stretched to 9 µm in length. However, both methods used for evaluation of the fluorescence intensity along the strand give similar enhancement factors.
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Figure 4.46: Fluorescence peak width along DNA strand length of TOTO-1-DNA strands stretched over the nanovoid centre from Figure 4.45(a) (a) experimental fluorescence intensity profiles (coloured) and Gaussian fits (black) (b) table showing experimental fluorescence intensity enhancement over the nanovoid centre relative to the nanovoid rim, and FWHM of each DNA strand section located over a nanovoid.

Theoretically, above the nanovoid region, SPP-mediated fluorescence enhancement scales with the coupling efficiency to Mie SPP, which scales with the SPP Mie electric field intensity, so that a correlation in the width and intensities between the Mie SPP intensity and the TOTO-1-DNA fluorescence might be expected if the fluorescence is enhanced by fast coupling to radiative Mie SPP. The FWHM of the experimental fluorescence intensity profiles of DNA stretched over the nanovoid centre has been obtained from Gaussian fits to the radial intensity curves of DNA stretched over the void centre (Figure 4.46(a)), and mostly ranges from 300 nm to 550 nm (Figure 4.46(b)). This compares to a predicted FWHM range of 256/370/464 nm of Mie SPP intensity profiles at \(z=65/158/0\) nm (for \(p\)-polarised light at 2.26eV, 0° incidence, which takes into account the diffraction effects by the detection optics) (Figure 4.44(a) in section...
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4.5.5.3. The different peak widths at FWHM and fluorescence enhancements for each DNA strand might indicate a variation in DNA-TOTO-1 location above the nanovoid top plane (see Figure 4.46). Variations in height of TOTO-1-DNA above a nanovoid might be introduced by local variations in stretching efficiency along a DNA strand and between different DNA strands. Also, variations in the SPP Mie field distribution might occur between different nanovoids due to slight variations in void size.

In order to investigate further the origin of enhanced fluorescence intensities above nanovoid, fluorescence lifetime measurements were conducted.

4.5.7 Fluorescence Lifetime Measurements

A 2D fluorescence intensity map (30x30 µm) of DNA-TOTO-1 stretched over a glass substrate (Figure 4.47(a)(i)) or the gold nanovoid substrate (Figure 4.47(a)(ii)) is constructed, and the fluorescence intensity decay profiles of individual pixels measured with TCSPC by building a histogram of the delay times between the excitation pulse and single fluorescence photons. The smallest pixel size (highest excitation intensity) that did not result in photobleaching was used, which was 3 µm x 3 µm in size. The pixel fluorescence intensity over the gold nanovoid is consistently higher than over the glass substrate, ranging from 18 to 41 counts and 2 to 12 counts, respectively (Figure 4.47(a)). The increased detected fluorescence intensity over the gold nanovoid substrate compared to the glass substrate might be attributed to (i) higher reflectivity of gold compared to glass, resulting in less loss of TOTO-1-DNA fluorescence (ii) fluorescence enhancement at each pixel (iii) higher DNA density (number of DNA molecules per pixel) over the nanovoid substrate, due to variations in DNA distribution from sample to sample and with location on the sample (Figure 4.31 in section 4.4.3). Figure 4.47(b) shows a typical fluorescence intensity decay curve of DNA-TOTO-1 stretched over a glass substrate (Figure 4.47(b)(i)) and over the gold nanovoid substrate (Figure
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4.47(b)(ii)). The experimental intensity decay curve was fit with a multi-exponential curve according to

$$I(t) = y_0 + \sum_{i=1}^{n} a_i \exp\left(-\frac{t}{\tau_i}\right)$$

with an average lifetime equal to[316]

$$\langle \tau \rangle = \frac{\sum_{i=1}^{n} a_i \tau_i}{\sum_{i=1}^{n} a_i}$$

(4.29)

The relative emission amplitude $a_i$ quantifies the proportion of the sample emitting at lifetime $\tau_i$.[316] The values for $a_i$ and $\tau_i$ that best fit the curves are listed in appendix C.18. Over glass a single exponential fit best fits the curve, while over the gold nanovoid substrate a double exponential fit best fits the curve. Depending on the location on the glass substrate (within the 30 x 30 $\mu$m$^2$ map area), the average lifetime over glass ranges from 3.21 ± 0.12 ns to 3.58 ± 0.13 ns (appendix C.18). The fluorescence lifetime of TOTO-1 bound to DNA is reported to be less than that and equal to between 1.7 ns and 2.2 ns.[315-317] It is known that the TOTO-1 fluorescence lifetime increases upon binding to DNA due to increased TOTO-1 torsional confinement about the central methine bridge (section 4.4.2). Torsional confinement reduces the non-radiative decay rate $k_{nr}$, which increases both the observed decay lifetime $t_0$ and the fluorescence quantum yield $Q_0$,[316] according to

$$\tau_0 = \frac{1}{k_r + k_{nr}} \quad \text{and} \quad Q_0 = \frac{k_r}{k_r + k_{nr}} = \frac{\tau_0}{\tau_r}$$

(4.30)

Torsional constriction in carbocyanine dyes has also been shown to occur upon adsorption onto SiO$_2$ and quartz surfaces, resulting in an increase in lifetime by up to 40 times.[328] Thus, it is reasonable to suggest that the longer lifetime observed for DNA-TOTO-1 stretched over glass surface, of between 3.21 and 3.58 ns, compared to the quoted value of up to 2.2 ns[315-317] for unstretched DNA, could be due to increased TOTO-1 confinement due to the DNA stretching. The range in observed fluorescence lifetime over glass from 3.21 to 3.58 ns could be due to local variations in DNA stretching efficiency.
The fluorescence lifetime measurement for TOTO-1 in DNA strands stretched over the nanovoid substrate contains two lifetime components, which are $1.55 \text{ ns} < t_1 < 2.85 \text{ ns}$ and $4.93 \text{ ns} < t_2 < 7.60 \text{ ns}$, with relative amplitudes of $71\% < a_1 < 97\%$ and $3\% < a_2 < 29\%$ (appendix C.18). The majority ($71\%-97\%$) of the observed fluorescence comes from the fast lifetime component ($<2.85 \text{ ns}$). The second, longer lifetime component over the nanovoid substrate ($4.93 \text{ ns} < t_2 < 7.60 \text{ ns}$) is longer than the single lifetime component observed over glass ($3.21 \text{ ns} < t < 3.58 \text{ ns}$). Because (i) DNA stretching might increase the confinement of TOTO-1 and thus increase the observed lifetime, (ii) the stretching efficiency generally reduces with distance from the drop-cast site, and (iii) the variation in stretching efficiency with distance from the drop-cast site is non-identical between different samples (and substrates), then the longer lifetime over the nanovoid substrate compared to over glass might be explained by a locally higher stretching efficiency than over the probed glass area. Figure 4.47(c) shows the lifetime dependence as a function of pixel intensity over the nanovoid substrate. Variations in fluorescence intensity from pixel to pixel due to variations in local DNA concentration cannot be excluded, with a lower DNA concentration expected to yield a lower pixel intensity. Furthermore, the variation in stretching efficiencies of individual DNA strands would be expected to lead to a variation in the long lifetime component and thus fluorescence intensity, with more efficiently stretched DNA strand inducing more torsional confinement in the TOTO-1 and thus increasing the observed lifetime and fluorescence intensity.
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Figure 4.47: Fluorescence lifetime measurements (a) 2D fluorescence intensity map for TOTO-1-DNA stretched over (a)(i) a glass substrate or (a)(ii) a gold nanovoid substrate (b) typical fluorescence intensity decay curve for DNA-TOTO-1 stretched over (b)(i) a glass substrate (b)(ii) gold nanovoid substrate, showing the experimental curve, not smoothed (grey) and smoothed by 2 (black), and the exponential fit to the smoothed curve (red); (c) a plot of the fluorescence lifetime components $\tau_1$ (red) and $\tau_2$ (blue) as measured over the gold nanovoid substrate. Grey line is a guide to the eye of the single exponential lifetime measured over glass. The gold nanovoid substrate is that shown in Figure 4.32(b).

While the shorter lifetime is approximately invariant with intensity, there is a trend towards reduced lifetimes with increased intensity for the longer lifetime component. For example, at fluorescence intensity 18 counts, the long lifetime component equals $t_1=7.60 \text{ ns}$ compared to $t_1=5.68 \text{ ns}$ at 41
counts (Figure 4.47(c) and appendix C.18); The increase from 18 to 41 counts constitutes an intensity increase by 56%, which is accompanied by a reduction in $t_1$ by 25%, and an increase of $t_2$ by 9%. According to equation 4.33, a reduction in observed lifetime $t_0$ coupled with an increase in fluorescence quantum yield is due to an increased radiative decay rate $k_r$. This contrasts with quenching, which increases the non-radiative decay rate $k_{nr}$, and thus reduces both the lifetime and the quantum yield (equation 4.4 in section 4.1.2.1). It has been shown that fluorophores nearby SPP supporting metal structures experience enhanced fluorescence intensities and reduced lifetimes due to fast de-excitation to radiating SPP.[324] Thus, the decrease in the longer lifetime component with increased fluorescence intensity seen here could be attributed to SPP coupled emission. Enhanced fluorescence intensities, relative to over glass, have been observed for stretched TOTO-1-DNA located above nanovoids (section 4.5.3 and 4.5.4). Thus, the increased fluorescence intensity and reduced radiative lifetime could correspond to DNA-TOTO-1 located above a nanovoid and within the SPP electric field.
This chapter presented experimental results on the modulation of the fluorescence intensity and fluorescence lifetime of dyes attached to stretched DNA located over gold nanovoids and compared the experimental results with theoretical predictions of the plasmon resonance modes supported by gold nanovoids of the same dimensions. It was found that the fluorescence intensity increased by up to 5 times when located over the nanovoid centre compared to when over glass. For DNA strands stretched over gold nanovoids, compared to over glass, an extra fluorescent lifetime component was measured and a correlation between increased fluorescence intensities and decreased fluorescence decay lifetimes for the longer decay lifetime component was observed, suggesting that surface Mie plasmon induced fluorescence enhancement occurs over the gold nanovoid region. The intensity increase observed over gold nanovoids compares modestly with other plasmonic gold nanostructures.[18, 329] For instance, a 6 fold fluorescence intensity enhancement observed for AlexaFluo555-labelled anti-Rabbit IgG deposited onto evaporated gold films,[18] while a 8-9 fold enhancement was observed for Alexa488 molecules near a 80 nm gold particle.[329] The fluorescence intensity enhancement might be increased by using dyes that fluoresce at lower energies than TOTO-1, where the Mie SPP resonances are stronger. The advantage of using gold nanovoids as plasmonic substrates is their relative ease of fabrication and the tunability across the visible spectrum of the localised Mie plasmon modes with nanovoid dimensions.
4.6 Conclusion
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5 Conclusion and Future Work

5.1 Thesis Summary and Conclusion

There exists a need for a low cost, high throughput, non-invasive and sensitive DNA diagnostic method for cancer patients. It is well known that low copy numbers of aberrant DNA strands are shed into the blood stream of cancer patients, and detection and identification of these could be used as a non-invasive tool for diagnosis. Experiments have shown that (a) the fluorescence of a QD-single stranded oligonucleotide conjugate is quenched upon hybridisation to a complementary oligonucleotide sequence attached with a gold nanoparticle, and that the quenching is reversible upon addition of 10x excess of complementary, unlabelled oligonucleotides.[330] This could be used for a novel detection method of mutations in aberrant DNA strands, which requires stable QD-single-stranded DNA conjugates. The aim of this thesis was to investigate the feasibility of fluorescent colloidal quantum dots (QDs) as potential fluorescent tags to DNA probes and the use of plasmonic nanostructures as a substrate for an increased sensitivity for fluorescence detection of single DNA molecules.

It was found that core/shell QDs are unsuitable for quantitative bio-analysis methods. QD illumination experiments and photo-illumination product analysis under various atmospheric conditions suggest the formation of (i) a water-stabilised trap state in the presence of water molecules and (ii) oxygen radical anions under oxygen. The formation of
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Oxygen radical anions makes the use of QDs even more unsuitable for bio-analysis, as oxygen radical anions have been shown to induce damage in DNA.[331, 332] Fluorescence microscopy results suggest that single-stranded DNA interacts non-specifically with QDs, whereas evidence for interaction between double-stranded DNA and QDs is limited. This further makes QDs unsuitable for DNA probes, which require specific interaction with DNA only, and thus, fluorophores, instead of QDs, were used as fluorescent labels on DNA strands. Unlike SERS substrates, which require contact with the molecule to be detected, and other plasmonic substrates, a gold nanovoid substrate predicts fluorescence enhancement at greater distances, up to several hundreds of nanometres, from the substrate surface. We have experimentally observed fluorescence enhancement by up to 5 times for fluorophores attached to DNA strands stretched over the gold nanovoid region compared to over glass.
This thesis has investigated the feasibility of quantum dots and gold nanodishes for high resolution and high sensitivity DNA detection. This chapter presents some of the possible future work that can be done.

In future, gold nanovoids could be used in a variety of configurations, including incorporated inside a fluidic microchannel. Molecules inside a fluidic microchannel will be transported along a predictable path, due to the predictable fluid flow profile inside a microchannel, eliminating the dependence on the plug shape, and allowing precise positioning of elongated DNA molecules over gold nanovoids for maximum fluorescence enhancement. The fluidic flow inside a microchannel is pressure driven and laminar (Reynolds number $<<1$), and the fluid flow profile across the channel width is parabolic, with maximum flow velocity at the centre of the channel and zero velocity at the channel walls[333-336] (Figure 5.1). Thus, an elongated DNA strand will be transported along the centre of the fluidic microchannel.

In future experiments, a microfluidic flow channel would be printed into the gold nanodish top plane by, for instance, nanolithography,[337] to allow a single elongated double stranded DNA molecule to flow over gold nanodishes along a precise path. Gold nanodishes, compared to randomly patterned plasmonic substrates, would allow fluorescence enhancement at a longer distance from the substrate surface, suitable for fluorescence enhancement of fluorescent emitters in fluid flow, due to surface plasmon polaritons localised within and above the gold nanodishes. Thus, fluorophores tagged to specific sequences in the DNA strand would experience localised surface plasmon polariton-induced fluorescence enhancement.

**Figure 5.1: Flow profile of laminar fluid flow in a microchannel (adapted from [334]).**
5.2 Suggestions for Future Work

enhancement over the gold nanodish region. A DNA strand, tagged with a single fluorophore, flowing over an array of dishes inside a microchannel and fluorescence detection over the whole nanochannel region would yield a sequence of fluorescence peaks, separated in time by time $T$ (figure 5.2b).

![Diagram of gold nanodish, D, t](image)

(a) Gold nanodish, D, t

(b) PL intensity (a.u.)
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Figure 5.2: Proposed DNA analysis using gold nanodishes (a) a stretched DNA strand is fluorescently tagged at specific DNA sequences, separated by distance $\Delta x$, with fluorophores of different fluorescence colours, fluorophore 1(red) and fluorophore 2 (blue). The DNA is transported along the centre of the microchannel, which has gold nanodishes, of diameter $D$ and thickness $t$, incorporated into it (b) the fluorescence intensity signal from fluorophore 1 (red) and fluorophore 2 (blue) as detected over dishes. The fluorescence peaks of the same fluorophore are separated by time $T$, and the fluorescence peaks of different fluorophores separated by distance $\Delta x$ are separated by time $\Delta t$.

The fluorescence signals detected in the time domain can be analysed by applying a Fourier Transform, which would yield a specific frequency that depends on the fluidic flow speed, $v_{\text{flow}}$, and the dish diameter, $D$. It is envisaged that by employing fluorophores of different fluorescence wavelengths, mutations in the DNA strand, such as deletions, insertions or single nucleotide polymorphisms, can be detected. For instance, consider two fluorophores, which emit at different wavelengths, separated by a distance $\Delta x$ along a DNA strand (Figure 5.2(a)). As the DNA molecule flows over the nanodishes, both fluorophores will emit with a yield which is dependent upon the position over the nanodishes and thus the intensity will vary with time. The spatial separation between the two fluorophores
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will result in a time lag, $\Delta t = \Delta x / v_{flow}$, between the fluorescence intensity peaks of the two fluorophores (Figure 5.2(b)), which, when a Fourier Transform is applied to it, will yield a frequency $\Delta f$. A change in DNA length, such as an insertion or a deletion, will result in a change in $\Delta x$ and thus a change in the time delay $\Delta t$, which can easily be detected as a change in the frequency $\Delta f$ using Fourier Transform. The incorporation of dishes of different diameters into sections along the length of the microchannel would allow more rigorous analysis.

Single nucleotide polymorphism would be detected by using a short single stranded DNA probe that is complementary to the non-mutated sequence or mutated sequence, attached with a different fluorescence wavelength for each case, so that depending on the presence or absence of a single nucleotide polymorphism, a different fluorescence colour will be detected (Figure 5.3).

![Figure 5.3: Principle for detection of single nucleotide polymorphisms: (a) non-mutated DNA sequence GAT A GGT and (b) mutated DNA sequence GAT C GGT: hybridization between the non-mutated or mutated DNA sequence and fluorescently tagged short complementary DNA sequence occurs, with the fluorescence wavelength of the fluorophore differing for the non-mutated and mutated DNA sequence (bold).](image)

The concept of fluorescence enhancement can be further developed by capping truncated spherical gold microdishes with a planar, semi-transparent mirror to create a hemi-spherical microcavity. Such microcavities have been shown to support confined optical modes at different wavelengths[338, 339] with an intensity enhancement relative to resonant incident light of more than 25 times,[339] which could also be exploited for fluorescence enhancement of fluorophores tagged to specific DNA sequences.
5.2 Suggestions for Future Work
A.1 Electron Energy States in a Semiconductor

Quantum Dots are semiconductor nanocrystals a few nanometres in diameter in which an electron is confined in all three spatial dimensions, leading to quantum effects. We first consider the case of a bulk semiconductor in 3 dimensions. In the case of a free electron gas the periodic ionic potential from the core ions is neglected and is assumed to be a constant. The time-independent Schrödinger equation for a free electron is equal to

\[-\frac{\hbar^2}{2m_e} \nabla^2 \psi(\vec{r}) + V\psi(\vec{r}) = E\psi(\vec{r})\]  \hspace{1cm} \text{(A.1)}

where \(\vec{r} = (x, y, z)\) is the position vector, \(m_e\) is the electron mass and \(\nabla^2 = \left(\frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} + \frac{\partial^2}{\partial z^2}\right)\). The wavefunction represents a plane travelling wave, and is equal to

\[\psi(\vec{r}, t) = A \exp(i\vec{k} \cdot \vec{r})\]  \hspace{1cm} \text{(A.2)}

Normalisation yields

\[\int_{-\infty}^{\infty} \psi^* \psi dV = A^2 V = 1\]  \hspace{1cm} \text{(A.3)}

so that

\[\psi(\vec{r}) = \frac{1}{\sqrt{V}} \exp(i\vec{k} \cdot \vec{r}) = \frac{1}{L^{3/2}} \exp(i\vec{k} \cdot \vec{r})\]  \hspace{1cm} \text{(A.4)}

The energy of the plane-wave solution is given by the kinetic energy, which is equal to

\[E(KE) = \frac{\hbar^2 k^2}{2m_e}\]  \hspace{1cm} \text{(A.5)}
Inside a one dimensional box of length $L$, the wavefunction is a mixture of forward and backwards travelling wave, and is equal to

$$\psi(\vec{r}) = A \exp(i \vec{k} \cdot \vec{r}) + B \exp(-i \vec{k} \cdot \vec{r}) \quad (A.6)$$

Applying the boundary condition

$$\psi(x = y = z = 0) = 0 \quad (A.7a)$$

yields $A = -B$, and the boundary condition

$$\psi(x = y = z = L) = 0 \quad (A.7b)$$

yields

$$k_x = n_x \frac{\pi}{L}, k_y = n_y \frac{\pi}{L}, k_z = n_z \frac{\pi}{L} \quad (A.8)$$

where $n$ is a positive integer, so that states are separated in k-space by $\pi/L$. For macroscopic values of $L$, the separation in k-space is small, so that the energy levels merge into a continuous energy band. In 3D, the wavefunction can also be written as

$$\psi(\vec{r}) = \frac{1}{L^{3/2}} \sin(k_x x) \sin(k_y y) \sin(k_z z) \quad (A.9)$$

In a periodic lattice of period $a$, the periodic ionic potential due to the core ions can be assumed to be sinusoidal, and takes the form

$$V(x) = 2V \cos\left(\frac{2\pi x}{a}\right) = 2V \cos(gx) \quad (A.10)$$

where the grating vector is defined as $g=2\pi/a$.

Taking into account the periodic lattice, of period $a$, electrons diffract off the periodic lattice potential from the positive core ions, leading to energy bands separated by an energy gap. In semiconductors the Fermi level lies within the bandgap, so that the valence band is completely filled with electrons, while the conduction band is empty of electrons.
A.2 Principle of XPS

XPS (X-ray Photo-electron Spectroscopy) is an experimental technique that relies on the photo-electric effect to identify the atomic and molecular composition of a sample surface. The XPS setup is shown in Figure A.1(a). Under high vacuum conditions, an X-ray beam a few cm wide is incident onto a sample, and penetrates the sample for a few micrometers (Figure A.1(a)). The X-ray energy is absorbed by a bound core electron from an atom on the sample surface, and is emitted from the atom. Emitted photo-electrons are collected over a narrow solid angle, roughly 1 mm across the sample surface (Figure A.1(a)). The kinetic energy is analysed to identify the surface atom the photo-electron originates, using the photo-electric effect. According to the photoelectric effect, the kinetic energy of the emitted photoelectron \( KE \) is equal to

\[
KE = hf - (BE + \varphi)
\]  

(A.11)

where \( hf \) is the X-ray energy (\( h \) is Planck’s constant and \( f \) is the frequency of the X-ray), \( (BE + \varphi) \) is the minimum energy required to free the bound electron from the atom, where \( BE \) is the binding energy of the bound electron relative to the Fermi level and \( \varphi \) is the sample workfunction, which is the energy needed to move the electron from the Fermi level to the vacuum level (Figure A.1(c)). By measuring the kinetic energy of each photo-electron, the binding energy can be deduced. The binding energy depends upon the electrostatic electron-nucleus attraction, which increases the binding energy, and the electrostatic electron-electron repulsion, which reduces the binding energy, and therefore will depend on which orbital in the atom the photo-electron initially occupies and the identity of the atom. Specifically, the binding energy of the bound electron depends upon (i) the quantum numbers \( n \) (principal), \( l \) (angular) and \( s \) (spin), allowing the identification of the subshell \((n, l) = 1s, 2s, 2p, \text{ etc.})\) the photo-electron has originally occupied (Figure A.1(b)), and (ii) the atomic number, \( Z \), of the element the photo-electron originates, allowing XPS to differentiate between elements of different \( Z \) values. This is because for a given energy level, the binding energy increases with increasing atomic number. The
XPS peak intensity depends upon the number of electrons detected and the ionisation cross-section. Thus, the relative areas of the XPS peaks give the relative concentrations of elements present on the surface of the sample.

Only electrons within a few nanometers (10 nm) of the sample surface can escape the sample intact (Figure A.1(a)). Electrons from deeper lying elements in the sample are inelastically scattered while still inside the sample and loose some of their energy to electron oscillations (plasmons), crystal vibrations (phonons), and excitons. The range of such randomly lost energies contributes to a continuous background signal. Electrons from even deeper lying elements loose all their kinetic energy before they reach the sample surface, and thus cannot escape the sample. As a result, only elements near the sample surface (up to about 10 nm deep) can be probed.

XPS can also detect chemical shifts. The energy levels and thus binding energies of core electrons shift when in a molecule, and the shift depends on the atom’s chemical surrounding. For instance, the binding energy of the 1s orbitals is higher in carbon dioxide (CO\textsubscript{2}) than in methane (CH\textsubscript{4}) (298 eV and 290.7 eV, respectively [340]). This is due to a different electrostatic interaction: oxygen (O) is more electronegative than hydrogen (H), so oxygen will tend to take away more of the charge from the carbon (C) atom by polarizing the outer valance electrons. This leaves a weaker electron-electron interaction at the C-atom, increasing the binding energy of localised electrons. Thus, the chemical shift is related to the effective charge for an atom in a molecule. Core levels have a higher binding energy if they are in a higher oxidation state (loss of electrons, leaving atom in a more positive state) compared to the same atom in a lower oxidation state.

Secondary processes, such as Auger emission, can follow photoelectron emission and are visible in the XPS spectrum. An emitted photoelectron leaves behind a vacant electron state in the core (Figure A.1(c)), which is being filled by the radiative or non-radiative relaxation of an electron in a higher energy state. Radiative relaxation emits an X-ray, while with the non-radiative decay, an Auger-electron is being emitted due to energy conservation (Figure A.1(d)). Unlike the photoelectron, the
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Auger electron kinetic energy is independent of the incident X-ray energy, and is visible as a broad XPS peak.

Figure A.1: XPS: (a) setup: Monochromatic X-rays of energy \( hf \), where \( h \) is the Planck’s constant and \( f \) is the X-ray frequency, and polarisation \( A \), are incident onto the sample at an angle \( \Psi \) to the normal of the sample surface. An analyser collects photoelectrons of kinetic energy \( KE \) emitted from the sample surface. \( KE \) depends on the experimental parameters e.g. emission angle of \( \theta \) and \( \alpha \) \[341\] (b) splitting of degenerate energy states by spin-orbit coupling (c) the photoelectric effect: \( E_{\text{vac}} \) is the vacuum energy level, at which the electron is free from the atom and has zero kinetic energy, \( E_F \) is the Fermi energy level, the highest occupied electron state, \( KE \) is the photoelectron’s kinetic energy and \( \phi \) is the sample work function, \( BE \) is the binding energy of the bound electron (d) illustration of the Auger effect occurring as a result of photoelectron emission from the 1s energy level. Adapted from [342]
B.1 Fluorimeter Setup

Figure B.1: Schematic of the fluorimeter setup at two different exit slit widths (a) wide exit slit (b) narrow exit slit. The width of the entrance slit and exit slit are denoted \( w_{\text{in}} \) and \( w_{\text{out}} \), respectively. Monochromatic excitation light (green arrow), sphere of fluorescence light emanating from a fluorescent point source within the excitation beam path (grey), range of detected fluorescence light from a fluorescent point source (blue) (c) setup of a monochromator: a broad-band light source is separated into spectral component by diffraction (d) spectrally separated components at the exit slit of the monochromator (i) narrow exit slit and (ii) broad exit slit.[343]
B.2 Fluorescence Filter Sets

Figure B.2: Fluorescence filter sets: transmission spectrum of the excitation filter (blue), beam splitter (grey) and the emission filters (red) of various filter sets. Filter sets are from Zeiss.[344]

<table>
<thead>
<tr>
<th>filter set</th>
<th>excitation</th>
<th>beam splitter</th>
<th>emission</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>G 395</td>
<td>FT 395</td>
<td>LP 420</td>
</tr>
<tr>
<td>2</td>
<td>BP 450-490</td>
<td>FT 510</td>
<td>LP 515</td>
</tr>
<tr>
<td>3</td>
<td>BP 500/25 DMR 25</td>
<td>FT 515 HE</td>
<td>BP 535/30 DMR 25</td>
</tr>
<tr>
<td>4</td>
<td>BP 546/12</td>
<td>FT 580</td>
<td>LP 590</td>
</tr>
<tr>
<td>5</td>
<td>BP 575-625</td>
<td>FT 645</td>
<td>BP 660-710</td>
</tr>
</tbody>
</table>

Table B.1: Excitation, beam splitter and emission range for various filter sets.[344]
B.3 pKa

The pH and pK\textsubscript{a} are related by the Henderson-Hasselbach equation:[345]

\[ pH = pK_a + \log \left( \frac{A^-}{HA} \right) \]  \hspace{1cm} (B.1a)

\[ pH = pK_a + \log \left( \frac{B}{HB^+} \right) \] \hspace{1cm} (B.1b)

where \( HA/HB^+ \) is the protonated form, and \( A^-/B \) the deprotonated form of the acid \( A \)/base \( B \). Acids have \( pK_a < 7 \), while bases have \( pK_a > 7 \). At \( pH = pK_a \), the number of protonated and deprotonated molecules is equal. For instance, acetic acid has \( pK_a = 4.8 \). At low \( pH < pK_a \), e.g. at \( pH = 2.8 \), 99\% of the acetic acid molecules will be protonated i.e. \( CH_3COOH \), while at high \( pH >> pK_a \) e.g. at \( pH = 6.8 \), 99\% of the molecules will be deprotonated \( CH_3COO^- \).[345]
B.4 Peptides

A peptide is a short amino-acid chain. The general structure of an amino acid is shown in Figure B.3(a), which consists of R-C-H, where R denotes a side chain, and two functional groups at either end: the carboxyl group (COOH) (C-terminus) and the amino group (NH$_2$) (N-terminus). Amino acids can be either hydrophilic or hydrophobic, due to containing either a polar (acidic) or non-polar side chain, R, respectively. Polar amino acids contain a side chain R capable of hydrogen bonding, making them hydrophilic, while non-polar amino acids contain neutral side chains, making them hydrophobic. The amino acid cysteine contains a thiol (SH) in the side chain (Figure B.3(b)). Under neutral pH conditions, the SH group in the cysteine amino acid is deprotonated, and a strong bond between the sulphur of the cysteine and the Zn of the CdSe/ZnS QD can form. An amino acid binds to another amino acid by forming a (covalent) peptide bond (OC-NH) between the two amino acids. The peptide bond forms between the NH$_2$ group of one amino acid and the COOH group of another (Figure B.3(c)). Peptide bond (OC-NH) formation requires the prior removal of the OH from the COOH and the H from the NH$_2$, as the maximum number of bonds of C and H is 4 and 1, respectively. The removed OH and H combine to form water as a side product of peptide bond formation (condensation) (Figure B.3(c)).

Figure B.3: Peptide structure and peptide bond formation (a) general molecular composition of an amino acid, which consists of an amino group (NH$_2$) (red), a carboxyl group (COOH) (green), and HCR, where R denotes the amino acid side chain[346] (b) molecular composition of the amino acid Cysteine (c) the formation of a Peptide bond (blue) between two amino acids, yielding water H$_2$O as a side product.[346]
B.5 Structure of Designed Peptides

Figure B.4: Structure of designed peptides.[227]
B.6 Core Size and Solvent Effects on CdSe/ZnS Core/Shell QD Emission

![Graph of wavelength of the fluorescence peak versus diameter of the QD core for long-chain-amine molecule-coated CdSe/ZnS core/shell QDs](image)

The CdSe QD core was extrapolated to be equal to 2.33 nm in diameter, using values of fluorescence peak wavelength and core diameter quoted from Evident Technologies[347] (Figure B.5) The ZnS shell was 2 monolayers thick (Evident Technologies)[348] where one ZnS monolayer is equal to 0.312 nm.[349] Thus, the total diameter of a single QD is equal to [2.33 nm + 2 * (2 * 0.312 nm)] \( \sim \) 3.6 nm.

In the solvent effect, the dipoles of a polar solvent align with the dipole of the excited dye, reducing the excited state energy, and thus red-shifting the fluorescence peak (increasing the Stoke’s shift).[350, 351] As reported by Chunyang et al.,[232] a blue-shift in the QD fluorescence peak has been observed after conjugation of CdSe/ZnS QDs with trichosanthin (TCS). TCS was suggested to reduce the Stokes (red-)shift as it is less polar than the aqueous surrounding.[232]
B.7 Tapping Mode Atomic-Force-Microscopy (TM-AFM)

In tapping mode, the AFM tip is attached to a cantilever that oscillates at several kHz and at a constant amplitude (the set point amplitude). The constant oscillation amplitude is maintained by a feedback loop (Figure B.6(a)). Height data is collected as illustrated in Figure B.6(b). As the tip passes over a feature of positive height, the cantilever has less room to oscillate and the amplitude falls. As a result, the feedback loop raises the amplitude back to its set point value by moving the tip upwards by an according distance using a z-piezo-actuator. The variation in z can then be scanned over the whole sample. Similarly, a feature of negative height will increase the oscillation amplitude, and the feedback loop will reduce the height of the cantilever until the oscillation amplitude has reduced back to the set point value.

![Figure B.6: TM-AFM (a) setup](352) (b)tip detecting variations in surface height.[353]
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B.8 DNA Adhesion onto a Mica Surface, Optimisation for AFM Studies

For dry AFM studies, samples are immobilised onto an atomically flat substrate, such as freshly cleaved mica. However, both DNA, due to the phosphate in the sugar-phosphate backbone (Figure B.7(a)), and mica are negatively charged, repelling each other. However, the repelling force can be overcome, and weak electrostatic immobilisation of DNA onto mica can be achieved by the use of divalent cations in the sample buffer solution, with or without prior treatment of the mica surface with divalent cations. The mechanism of divalent-cation-induced DNA attachment to the like-charged mica surface is thought to be the sharing of the cations bound to DNA and mica between the like charged DNA and mica surface, a so-called charge-bridge between the two, giving rise to a short range net attractive electrostatic force between DNA and mica (Figure B.7(b)).[249]

Thus, divalent cations must (i) bind to both the DNA backbone and the mica surface, and (ii) be water-soluble for imaging of DNA under physiological conditions. The attractive force can be further enhanced by mica pretreatment with divalent cations.[249] Magnesium (Mg$^{2+}$) and Nickel (Ni$^{2+}$) fulfill these two requirements and have been shown to bind to the phosphate backbone. Mg$^{2+}$ is the preferred choice, as its binding to phosphate sites in the DNA backbone is non-specific, and its coordination to DNA bases is weak.[249] The adsorption of DNA onto mica depends on various factors. Firstly, the attraction force between like-charged DNA and mica is mediated by counterion correlation and depends on their surface charge densities (and the valency Z of the multivalent counterion).[248]

Both DNA and mica are highly charged, resulting in strong DNA to mica adsorption. Secondly, only multivalent counterions, with valency $Z>1$, can induce an attractive force between DNA and mica. Unlike multivalent counterions, monovalent counterions do not contribute to DNA adsorption to mica. However, both counterions, mono- and multivalent, can bind to DNA. The resulting binding competition between multi- and monovalent counterions to DNA results in a DNA-mica attractional force that depends
on the ratio of the concentration of multi-to monovalent counterions in the buffer (i.e. charge densities). Above a certain monovalent counterion concentration, DNA cannot adsorb onto the mica. A high concentration of monovalent salt then requires a higher multivalent counterion concentration to achieve the same adsorption. Thirdly, it is observed that above a critical concentration of multivalent counterions, C*, the DNA does not adsorb onto the mica surface anymore.[248] This is attributed to overcharging of the mica and/or DNA, resulting in repulsive behavior and hence non-adsorption of DNA to mica. C* depends on the particular multivalent salt, and equals about 800 mM for Mg$^{2+}$. C* is independent on the monovalent counterion concentration present in the buffer up to a monovalent counterion concentration of 300 mM,[248] after which C* is proportional to the ratio of divalent to monovalent counterions, due to the binding competition between mono- and multivalent counterions to DNA mentioned earlier.[248]

DNA agglomeration can occur due to reduced inter-strand repulsion induced by divalent cations. Divalent cations in the sample buffer neutralize the negative charge of the phosphate-sugar backbone of DNA strands, and thus reduce inter-strand electrostatic repulsion between negatively charged DNA phosphate-sugar backbones of different DNA strands, and thus encourages DNA agglomeration in solution.[246] once transferred onto the mica surface, the Mg$^{2+}$ cations at the DNA-DNA interface will localize at the DNA-mica interface, due to the higher surface

---

**Figure B.7:** Schematic representation of (a) charged DNA backbone consisting of negatively charged phosphate (blue) and sugar (red),[354] and (b) DNA immobilisation onto mica via the use of divalent cations.[355]
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charge of the mica compared to DNA, spreading the DNA aggregates onto the mica surface.[246, 248] As an example, dry AFM images of pUC10 plasmid DNA in buffer containing various concentrations of trivalent spermidine (Sp$^{3+}$) have shown that with increasing Sp$^{3+}$ concentration, the DNA molecules form increasingly condensed structures, starting with single loops in individual strands at low concentrations, which with increasing SP$^{3+}$ concentration yields multiple loops per strand and eventually flower-like DNA structures.[246, 248]

Figure B.8 shows the dry AFM image of 0.4 µg/mL DNA using a MgCl$_2$ concentration of 25 mM in both the mica pretreatment and the sample buffer, and with incubation times of 2 and 3 minutes in the mica pretreatment step and sample depositioning step, respectively. The DNA strands are interconnected, forming a network-like structure. Successive AFM images on the same sample area yield repeatable AFM images, suggesting the DNA strands are immobilised well onto the mica surface.

Figure B.8: AFM image of Calf-thymus DNA (0.4 µg/mL) at (a) large scale and (b) close-up. MgCl$_2$ concentrations during mica pretreatment and in sample buffer were 25 mM. AFM tip ROC=10 nm.

Figure B.9 shows dry AFM images of 0.2 µg/mL DNA strands under various MgCl$_2$ concentrations in the sample buffer and the mica-pretreatment. A 4-fold reduction, compared to the optimum MgCl$_2$ concentrations, in the sample buffer MgCl$_2$ concentration from 2 mM to 0.5 mM causes the DNA molecules to change from an extended configuration to being globules (Figure B.9(a)). Similar DNA configuration changes upon changes in relative ratios of multi to monovalent counterions in the sample buffer have been observed before,[248] and are attributed to weak DNA binding to the mica surface as
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the relative monovalent counterion concentration increases, causing the DNA to be in a transitional state between adsorption and non-adsorption.[248]

![Figure B.9](image_url)

*Figure B.9: Effect on AFM images of Calf-thymus DNA (0.2 µg/mL) of (a) reduced MgCl₂ concentration in sample buffer to 0.5 mM (b) reduced MgCl₂ concentration during mica pretreatment to 5 mM (c) reduced incubation time during mica pretreatment to 1 min. Except where otherwise stated, MgCl₂ concentrations were 10 mM (pretreatment) and 2 mM (sample buffer) and incubation time during mica pretreatment was 2 mins, AFM ROC=10 nm."

A 2-fold further reduction, compared to the optimum MgCl₂ concentrations, from 10 mM to 5 mM of MgCl₂ in the mica-pretreatment step causes discontinuities in the adsorbed DNA stands to appear (Figure B.9(b)(i)). Discontinuities suggest weakly adsorbed DNA onto the mica surface due to an insufficiently strong attractive force between DNA strand and the mica, due to a too low Mg²⁺ counterion concentration. Breakages in AFM-imaged DNA strands have also been observed under a too strong...
Appendix B

applied force.[242] While an increased loading force in TM-AFM has been shown to reduce the imaged DNA height,[237] the height measured here is equal to 0.4 nm (Figure B.9(b)(ii)), within the range of previously measured dsDNA heights (see chapter 3.3.2.1). Thus, the discontinuities in the imaged DNA strands are most likely due to very low MgCl$_2$ concentration in the mica pretreatment step causing weak DNA adhesion onto the substrate. A reduced DNA surface coverage also suggests weak DNA adhesion (Figure B.9(b)(i)). Thus, a reduced MgCl$_2$ pretreatment concentration of 5 mM weakens DNA adhesion to the mica substrate, lowering the DNA surface coverage and causing discontinuities in the imaged DNA strand to appear.

Reduction of the mica pre-treatment incubation time with MgCl$_2$ form 2 mins to 1 min leads to a reduced DNA surface coverage (Figure B.9(c)(i)), but no major change in the DNA configuration or adhesion efficiency of DNA onto mica (Figure B.9(c)(ii)).
B.9 π-Stacking in DNA

π-stacking in a DNA molecule refers to the stacked arrangement of nucleotides in a DNA molecule due to overlapping π-bonds between adjacent nucleotides.

\[ \begin{align*}
\text{Figure B.10: Structure of a DNA molecule: complimentary base pairing occurs via (non-covalent) hydrogen bonding. While GC form 3 H-bonds, TA from only 2 H-bonds.} [356] \\
\end{align*} \]

π-stacking increases the stability of DNA molecules. Each nucleotide consists of a sugar, a phosphate, which forms the DNA backbone, and a base. The bases contain aromatic rings which in a DNA molecule are arranged such that the faces of the aromatic rings are aligned almost perpendicular to the DNA strand length, and thus faces of neighbouring aromatic rings are aligned parallel to each other (Figure B.10(2)). The π-bonds of consecutive bases overlap with each other, stabilizing the DNA molecule.
B.10 A and B-DNA

Figure B.11 shows the structure of A-DNA and B-DNA.

Figure B.11: Structure of (a, c) A-DNA and (b, d) B-DNA as viewed from the (a, b) side or (c, d) top.[357]
Appendix C

The following section provides the theory that forms the background to the studies described in chapter 4. Some of the theory is well-established and other parts are theories developed by previous researchers in Southampton working in the field.

C.1 Fermi’s Golden Rule

Fermi’s golden rule gives the transition rate from an initial state $|i\rangle$ to a final state $|f\rangle$, the final state being part of a continuum of states, due to a perturbing potential, $H'$, applied to the system and is given by\[358\]

$$\Gamma_r = \frac{1}{\tau_r} = \frac{2\pi}{\hbar} \left|\langle f | H' | i \rangle\right|^2 \rho(\sigma_r)$$ \hspace{1cm} (C.1)

where $\left|\langle f | H' | i \rangle\right| = |M_f| \leq \Theta$ is the transition matrix element and quantifies the coupling strength between the initial and final state, and $\tau_r$ is the radiative lifetime, and $\rho(\sigma_r)$ is the density of final states, defined as the number of energy states per unit volume in the energy interval $E$ to $E+dE$, and $\hbar \sigma_r$ is the energy separation between initial and final state. Spontaneous emission occurs due to interaction of an emitter dipole with the vacuum electromagnetic field, and can be considered as stimulated emission due to the fluctuations in the vacuum field.
C.2 Derivation of the Photonic Density of States

Consider a 1D cavity of length $L$. Only electromagnetic waves with zero electric field at the cavity edge can exist within the cavity, that is

$$L = m\lambda/2$$  \hspace{1cm} (C.2)

where $m$ is a positive integer. Noting that $k = 2\pi/\lambda$, equation C.2 leads to

$$E = E_0 \sin(kx) = E_0 \sin(2\pi x/\lambda) = E_0 \sin(m\pi x/L)$$ \hspace{1cm} (C.3)

so that states are separated in $k$-space by $\pi/L$. Extending from a 1D to a 3D, the volume in $k$-space per state equals $(\pi/L)^3$. The number of states between $k$ and $k+dk$ equals to the volume of the thin shell of thickness $dk$ divided by the volume per state, i.e.

$$D(k)dk = 2 \cdot \frac{4\pi^2k^2dk}{\left(\frac{\pi}{L}\right)^3} = \frac{1}{\pi^2}k^2dkL^3$$ \hspace{1cm} (C.4)

The division by 8 is added because only positive $k$-values are considered, and the factor of 2 takes account of two polarisation states (senkrecht and parallel-polarisation). The dispersion relation of an electromagnetic wave travelling in a dielectric medium of refractive index $n$ equals

$$E = h\sigma = \hbar c_n k$$  \hspace{1cm} (C.5)

so that

$$\frac{d\sigma}{dk} = c_n = \frac{c}{n} \text{ and } k = \frac{\sigma}{c_n}$$  \hspace{1cm} (C.6)

where $c_n$ and $c$ is the speed of light inside a dielectric of refractive index $n$ and inside vacuum, respectively. Substituting for $k$ into equation C.4 yields

$$D(k)dk = \frac{1}{\pi^2} \left(\frac{\sigma}{c_n}\right)^2 L^3 \frac{d\sigma}{c_n} = \frac{V}{\pi(c_n)^3} \sigma^2 d\sigma$$  \hspace{1cm} (C.7)

where $V$ is the box volume. The number of states, $N$, between $\omega$ and $\omega+d\omega$ is the same as those between $k$ and $k+dk$, thus

$$N = D(\omega)d\omega = D(k)dk$$  \hspace{1cm} (C.8)

Substituting equation C.7 into C.8 gives

$$D(\sigma)d\sigma = \frac{V}{\pi(c_n)^3} \sigma^2 d\sigma$$  \hspace{1cm} (C.9)
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\[ D(\sigma) = \frac{Vn^3}{\pi(c_n)^3\sigma^2} \]  \hspace{1cm} (C.10)

\section*{C.3 Enhanced Fluorescence Emission Rate Induced by Surface Plasmon Polaritons}

The principle of SPP-induced enhanced fluorescence decay rate is illustrated in Figure C.1. An excited-state fluorescent emitter within the SPP near field can quickly non-radiatively couple to a SPP mode on the metal surface, which, due to the metal corrugation, quickly re-emits into the far-field.

![Figure C.1: Principle of emission rate enhancement via near-field coupling of excited emitter (in this case, InGaN quantum well with emission frequency of \(\omega_{BG}\)) and subsequent SPP emission into the far-field via grating coupling.][230]

Enhanced emission rates induced by SPPs can be theoretically treated in terms of an increased local density of states due to SPP.[259, 260] In this case, consider an excited emitter in free space and nearby a metal surface.

In free space the non-radiative and radiative decay rate equals \(k_{nr}\) and \(k_r\), respectively, while nearby a metal surface, the excited emitter can also decay into a surface plasmon polariton (SPP) mode at a rate of \(k_{SPP}\). According to Fermi’s Golden Rule (appendix C.1), the decay rate is equal to the final density of states, resulting in a modified decay rate nearby a metal surface. The Purcell factor, \(F_p\), is equal to [259]

\[ F_p = \frac{k_{SPP}}{k_r} \approx \frac{\rho_{SPP}}{\rho_0} \]  \hspace{1cm} (C.11)
where $\rho_{SPP}$ is the SPP density of states (SPP evanescent field strength) and $\rho_0$ is the vacuum field (radiation field) density. The density of states is inversely proportional to the group velocity $v_g$ or the dispersion curve gradient [259]:

$$\rho \propto \frac{1}{v_g} = \frac{1}{\frac{\partial \sigma}{\partial k_x}}$$  \hspace{1cm} (C.12)

The dispersion curve gradient is always lower for SPP than for far-field radiation, so that SPP have a higher density of states than far-field radiation. With increasing wavevector, the SPP dispersion curve gradient decreases and thus the SPP density of states increases. Thus, with increasing wavevectors, the efficiency of decay into SPP modes and hence the Purcell factor increases. Using equation C.11, the efficiency of coupling into a SPP mode (in-coupling efficiency) is equal to [259]

$$\eta_{in} = \frac{k_{SPP}}{k_{SPP} + k_{nr}} = \frac{F_p k_r}{F_p k_r + k_{nr}}$$  \hspace{1cm} (C.13)

The excited SPP then subsequently either (a) emits into the far-field, at a rate of $\kappa_{pr} \propto \rho_0$, a result of losing momentum when scattering off the metal grating periodicity, or (b) decays non-radiatively, at a rate of $\kappa_{nr}$, due to energy loss to heat. The SPP thus couples into the far-field at efficiency equal to

$$\eta_{pr} = \frac{\kappa_{pr}}{\kappa_{pr} + \kappa_{nr}}$$  \hspace{1cm} (C.14)

As Surface-Plasmon-Polariton radiation requires efficient SPP excitation by the excited emitter ($\eta_{in}$) and subsequent efficient SPP-coupling to the far-field ($\eta_{pr}$), using equation C.13, the overall efficiency of SPP radiation is equal to

$$\eta_{SPP} = \eta_{pr} \eta_{in} = \eta_{pr} \frac{k_{SPP}}{k_{SPP} + k_{nr}} = \eta_{pr} \frac{F_p k_r}{F_p k_r + k_{nr}}$$  \hspace{1cm} (C.15)
Assuming that the efficiency of the excited emitter radiating directly into the far-field is equal to $\eta_r = \frac{k_r}{k_r + k_{nr}}$, then the enhancement in emission efficiency due to SPP coupling is equal to

$$F_{SPP} = \frac{\eta_{SPP}}{\eta_r} = \eta_{pr} \frac{F_p k_r}{F_p k_r + k_{nr}} \left( \frac{1}{\eta_r} \right)$$

$$= \eta_{pr} \left[ \frac{F_p}{F_p + \frac{k_{nr}}{k_r}} \right] \left( \frac{1}{\eta_r} \right)$$

But from the equation $\eta_r = \frac{k_r}{k_r + k_{nr}}$, it can be shown that $\frac{k_{nr}}{k_r} = \frac{1}{\eta_r} - 1$, so that

$$F_{SPP} = \eta_{pr} \left[ \frac{F_p}{F_p + \frac{k_{nr}}{k_r}} \right] \left( \frac{1}{\eta_r} \right)$$

$$= \eta_{pr} \left[ \frac{F_p}{F_p + \frac{1}{\eta_r} - 1} \right] \left( \frac{1}{\eta_r} \right)$$

$$= \eta_{pr} \left[ \frac{F_p}{F_p \eta_r + 1 - \eta_r} \right] \left( \frac{1}{\eta_r} \right)$$

$$F_{SPP} = \frac{\eta_{pr}}{\eta_r + (1 - \eta_r) F_p^{-1} < \eta_{pr} \eta_r} \quad \text{(C.16)}$$

Thus, the SPP induced enhancement $F_{SPP}$ is limited by the SPP radiation efficiency $\eta_{pr}$ relative to the fluorophore emission efficiency in free space $\eta_r$. Generally, high enhancements are only possible with emitters of medium to low radiative decay efficiencies, of less than 10%. [259]

Throughout fluorophore-SPP coupling, energy is conserved, yielding SPP emission energy $\hbar \sigma_{SPP}$ equal to the fluorophore emission energy $\hbar \sigma_F$. i.e. $\sigma_F = \sigma_{SPP}$. SPP-far-field resonance also requires in-plane momentum conservation, resulting in directional SPP emission.
C.4 Enhanced Absorption Rate Induced by Surface Plasmon Polaritons

Consider a ground-state fluorophore nearby a metal surface. A SPP mode on the metal surface can excite the fluorophore more quickly than far-field radiation due to the evanescent field of the SPP being stronger than the electric field of far-field radiation. Coupling between SPP and fluorophore occurs provided the SPP energy is in resonance with the fluorophore absorption energy, and the fluorophore is located within the SPP near field. The SPP-induced emission enhancement in the grating-coupling geometry has been treated theoretically before, and explained below.[261] Consider a fluorophore in free space and nearby a metal surface. In free space, the absorption rate of free-space radiation equals \( R_0 \), while nearby a metal surface; the fluorophore can be excited by a SPP at a rate of \( R_{SPP} \), resulting in a modified absorption rate near the metal-surface. The Purcell factor, \( F_P \), is equal to

\[
F_P = \frac{R_{SPP}}{R_0}
\]  

(C.17)

In free space, the absorption rate is related to the incident radiation power density at the metal-dielectric interface \( |D|^2 \) as

\[
R_0 = \alpha_f |D|^2
\]  

(C.18)

where \( \alpha_f \) is the fluorophore absorption coefficient. On the other hand, assuming an energy density of a SPP equal to \( |a|^2 \), where \( a \) is the amplitude of the SPP, and SPP decay rate (due to coupling to a fluorophore) of \( \Gamma_{abs} \), then the fluorophore absorption rate by SPP is equal to

\[
R_{SPP} = \Gamma_{abs} |a|^2
\]  

(C.19)

Due to the exponentially decaying nature of the SPP field with perpendicular distance from the metal surface \( z \) (section 4.2), \( \Gamma_{abs} \) falls with increasing \( z \) according to \( e^{-2k_{c,d}z} \), where \( k_{c,d} \) is the SPP wavevector in the \( z \)-direction inside the dielectric. The SPP skin-depth, \( \delta_{SPP} \), quantifies...
the extent of the SPP field into the dielectric with \( z \) (section 4.2). A short skin depth corresponds to strongly concentrated SPP field, which increases the SPP decay rate, i.e. \( \Gamma_{abs} \propto 1/\delta_{SPP} \). The SPP energy density \( |d|^2 \) scales with the incident radiation power density \( |D|^2 \) and the efficiency of far-field coupling into SPP modes, \( \eta_{in} \). We now consider \( \eta_{in} \). The coupling rate of far-field radiation into SPP mode \( \kappa_{in} \) scales with the coupling rate of SPP into far-field radiation \( \gamma_r \), but SPP can also decay/be lost at a rate of \( 2\sigma^{*} \), where the complex SPP frequency is equal to \( \sigma = \sigma' + i\sigma^{*} \). Thus

\[
\eta_{in} = \frac{\gamma_r}{\gamma_r + 2\sigma^{*}} \quad \text{(C.20)}
\]

and

\[
|d|^2 \propto \frac{\gamma_r}{\gamma_r + 2\sigma^{*}} |D|^2 \quad \text{(C.21)}
\]

The SPP-induced absorption-rate enhancement is thus equal to

\[
F_P = \frac{R_{SPP}}{R_0} \propto \frac{1}{\delta_{SPP}} \frac{\gamma_r \sigma'}{\gamma_r + 2\sigma^{*}} e^{(-2k_z d)} = \frac{1}{\delta_{SPP}} \frac{Q_r}{(Q_r + Q_{nr})^2} e^{(-2k_z d)} \quad \text{(C.22)}
\]

where the Q-factors are defined as \( Q_r = \frac{\gamma_r}{\sigma'} \) and \( Q_{nr} = \frac{2\sigma^{*}}{\sigma} \), and are a measure of the efficiency of SPP in-coupling (far-field radiation into SPP mode) and the SPP loss, respectively. First of all, \( F_P \) decreases rapidly with increasing \( d \), due to the exponential decay of the SPP evanescent field with \( d \). There is also a frequency-dependence: at low frequencies (\( \sigma \ll \sigma_{SPP} \)), the skin depth is large (section 4.2), yielding weak concentration of SPP field, and hence low efficiency of coupling into SPP modes (low \( Q_r \)). With increasing frequency, the skin depth decreases, increasing the SPP field concentration and hence in-coupling efficiency, yielding a peak in \( F_P \) just below the SPP plasmon frequency \( \sigma_{SPP} = \frac{\sigma_p}{\sqrt{1 + \varepsilon_m}} \). In summary, high SPP-induced absorption enhancements requires (a) efficient coupling from excitation far-field into the SPP mode, i.e. a high radiative SPP decay rates,
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and (ii) a high SPP evanescent field strength, requiring a low total SPP
decay rate (such as SPP radiation, SPP absorption or loss).

C.5 Fluorescence Enhancement inside Optical
Cavities

Optical cavities can change the vacuum field and thus the spontaneous
decay lifetime.[359] Relative to free space, an optical cavity reduces the
total number of available states and increases the density of optical states at
the cavity resonance frequencies. For instance, the optical density of states
of a single-mode cavity is Lorentzian and equals[358]

\[
\rho_C(\omega) = \frac{2}{\pi} \frac{\Delta \sigma_c}{4(\omega - \omega_C)^2 + \Delta \sigma_c^2}
\]

(C.23)

where \(\omega_C\) is the cavity mode resonance frequency and \(\Delta \sigma_c\) is the full
width at half maximum (FWHM) at the mode resonance. The density of
states depends on the detuning of the frequency \(\omega\) from the cavity
resonance \(\omega_C\) (equation C.23). At the cavity resonance frequency, the
density of states is higher than in free space (Figure C.2), so that an emitter
with emission energy equal to a cavity mode experiences an increased
emission rate compared to in free space. On the other hand, an emitter out
of resonance with a cavity mode has no final states to emit into and will
stay in the excited state for longer compared to in free space. According to
Heisenberg’s uncertainty principle, \(\Delta E \cdot \Delta t \geq h/2\), where \(\Delta E\) and \(\Delta t\) is
the uncertainty in energy and time, respectively, of a given quantum
system. For an emitter, \(\Delta E = h\Delta \sigma\) and \(\Delta t = \tau\), where \(\Delta \sigma\) is the
uncertainty in emission frequency and \(\tau\) is the spontaneous decay lifetime.
Thus, with respect to free space, an emitter in/out of resonance with a
cavity mode experiences a reduced/increased fluorescence lifetime,
respectively, and a broader/narrower emission bandwidth, respectively
(Figure C.2).
Assuming spectral and spatial overlap between emitter and optical cavity, the spontaneous decay rate in a cavity relative to free space is enhanced by the Purcell factor $F_p$, and equals[358]

$$F_p = \frac{3}{4\pi^2} \frac{\lambda_C^3}{n^5 V_{\text{eff}}} \frac{Q}{\sqrt{n^2 + 1}} \quad \text{(C.24)}$$

where $n$ is the refractive index of the medium filling the cavity, $V_{\text{eff}}$ is the effective mode volume, $\lambda_C$ is the cavity mode wavelength, and $Q$ is the cavity quality factor. $Q$ describes the cavity loss and is equal to

$$Q = 2\pi \cdot \frac{\text{energy stored}}{\text{energy lost per round trip}} = \frac{\sigma_c}{\Delta \sigma_c} = \frac{nL}{\lambda_C} F,$$

where $\Delta \omega_C$ is the cavity mode bandwidth, $L$ is the cavity length (mirror separation) and $F$ is the cavity Finesse. Thus, high Purcell factors can be achieved with high Q-factor cavities and small cavity mode volumes (i.e. high mode confinement).
C.6 Optical Modes of a Spherical Metal Microcavity

Pennington et al.[338] have experimentally and theoretically mapped the cavity modes of spherical gold microcavities. This section summarises their findings.

A spherical microcavity consists of a planar mirror separated by distance $L$ from a spherical micromirror of radius of curvature $R$ (Figure C.3(a)). The planar mirror gives rise to longitudinal modes (of index $n=1, 2$...), while the spherical mirror confines the modes laterally, giving rise to additional transverse modes with axial ($p=0, 1$...) and azimuthal ($q=0, 1$...) mode indices (Figure C.3(b)). The transverse modes are axially symmetric with a circularly symmetric Gauss-Laguerre mode profile, in which the radial index $p$ corresponds to the number of zeros of the field in the radial direction, and the azimuthal index $q$ is equal to the phase winding number of the mode, forming circular modes of increasing diameter (Figure C.3(b), inset). For each longitudinal mode ($n$), 2 families of transverse GL modes appear ($p=0, p=1$), each with increasing azimuthal mode index $q=0, 1, 2$... (Figure C.3(b)). Although the transverse mode structure cannot be fully described theoretically at present, they are similar to the modes of a paraxial cavity with parabolic optical elements. In such a cavity the transverse mode profile $G_{pq}(r, \varphi, z)$ is be expressed in terms of generalised Gauss-Laguerre polynomials, $L_p^q(x)$, of order $p$ and parameter $q$. In the plane of minimum beam waist, $\omega_0$, $G_{pq}(r, \varphi, z)$ equals

$$G_{pq}(r, \varphi, z) = \frac{(\sqrt{2r})^{|q|}}{\sqrt{2\pi \omega_0}} L_p^{|q|}(\sqrt{2} \frac{r^2}{\omega_0^2}) \exp\left(-\frac{r^2}{\omega_0^2} + iq \varphi\right)$$

(C.25)

The total mode profile includes the longitudinal component, and equals

$$E_{npq} = A_{npq} = G_{pq}(r, \varphi, z) \exp(i n z)$$

(C.26)

where, $z$ is the coordinate along the cavity axis (scaled to cavity length $L$), $r$, $\varphi$ are the polar coordinates in the transverse plane, with $r$ being the radial distance in units of $\sqrt{L \lambda / \pi}$, and $\lambda$ is the wavelength.[338]
In the paraxial approximation (which assumes all rays are parallel to the optic axis so that \( \sin \theta \approx \theta \)) the cavity mode frequencies are equal to \( \sigma_{npq} = \frac{n \pi c}{L} \left[ n + (2p + q + 1) \sin^{-1} \sqrt{\frac{L}{R}} \right] \) (equation C.27), and the expected transverse mode spacing equals \( \Delta \sigma_T = \frac{(\frac{n \pi c}{L}) \sin^{-1} \sqrt{\frac{L}{R}}}{\sqrt{\frac{L}{R}}} \) (equation C.28).

Thus, according to theory, GL modes with the same value of \( |2p + q| \) are frequency degenerate (i.e. the same frequency) (equation C.27), that is \( \delta \sigma_q = \sigma_{p+1,q-2} - \sigma_{p,q} = 0 \), and transverse modes are equispaced (i.e. independent of \( p \) and \( q \)) (equation C.28). However, transmission measurements show that in wavelength-scale spherical microcavities the frequency degeneracy associated with GL modes is lifted i.e. \( \delta \sigma_q \neq 0 \), yielding split modes (Figure C.3(b)). Degeneracy lifting is due to the micron (wavelength) scale of cavity, in which the paraxial approximation breaks down, and the non-parabolic spherical mirror. The splitting \( \delta \sigma \) increases with \( q \) as the mode experience more of non-parabolic mirror edges.
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C.7 Derivation of the SPP Dispersion Relation.

This section derives the dispersion relation of surface-plasmon-polaritons on a metal-dielectric interface.[287, 360]

C.7.1 Optical Properties of Metal

A metal can be approximated as being an isotropic material of dielectric constant/electric permittivity \( \varepsilon \), magnetic permeability \( \mu \), and electrical conductivity \( \sigma \). Maxwell’s equations in S.I. units then are

\[
\nabla \times H - \varepsilon \frac{\partial E}{\partial t} = \sigma E \\
\n\nabla \times E + \frac{\partial B}{\partial t} = 0 \\
\n\nabla \cdot H = 0 \\
\n\n\nabla \cdot E = \frac{\rho}{\varepsilon}
\]

where \( E \) is the electric field vector, \( B \) is the magnetic induction vector, \( H \) is the magnetic vector, where \( B=H\mu \), \( \rho \) is the electrical charge density. The variation in electrical charge density in time can be obtained by taking the divergence (\( \nabla \cdot \) ) of equation C.29 and substituting for \( \nabla \cdot E \) from equation C.32, which gives

\[
\nabla \cdot \frac{\partial E}{\partial t} = -\frac{\rho \sigma}{\varepsilon^2}
\]

Differentiating equation C.32 with respect to time \( t \), and eliminating \( \frac{\partial E}{\partial t} \) using equations C.33, yields

\[
\frac{\partial \rho}{\partial t} = -\frac{\rho \sigma}{\varepsilon}
\]

Integrating C.34 with respect to time yields the solutions

\[
\rho = \rho_0 e^{-\frac{t}{\tau}} \quad \text{where } \tau = \frac{\varepsilon}{\sigma}
\]

The conductivity of metals is high (about 45x10^6 Sm^{-1} for gold), so metals has a very short relaxation time \( \tau \), of the order of 30*10^{-15} s. The variation in time of the optical field is longer than \( \tau \), thus, the electric charge density
\( \rho \) can be assumed to equal zero. To obtain an expression for the wave equation inside a metal in terms of \( \mathbf{E}, \mathbf{H} \) is eliminated by applying the curl operator \( \nabla \times \) to (C.30) (and considering that \( \nabla \times (\nabla \times a) = \nabla (\nabla \cdot a) - \nabla^2 a \)) and differentiating (C.29) with respect to time, leading to the wave equation inside a metal of

\[
\nabla^2 E = \mu \varepsilon \frac{\partial^2 E}{\partial t^2} + \mu \sigma \frac{\partial E}{\partial t} \tag{C.36}
\]

For a monochromatic wave of angular frequency \( \omega \), the electric field equals

\[
E = E_0 \exp[i(k \cdot x - \omega t)] \tag{C.37}
\]

so that by substituting (C.37) back into (C.36), the wave equation (C.36) becomes

\[
\nabla^2 E + \hat{k}^2 E = 0 \tag{C.38}
\]

where \( \hat{k}^2 = \mu \sigma^2 \left( \varepsilon + \frac{i \sigma}{\omega} \right) \). This is the same as the wave-equation inside a nonconducting medium, which has solution of equation C.38 with real \( k \) only, if the complex dielectric constant (permittivity) \( \varepsilon \) and complex refractive index \( n \) is defined as

\[
\varepsilon = \varepsilon' + i \varepsilon'' = \varepsilon + \frac{i \sigma}{\omega} \quad \text{and} \quad n = n' + in'' = n + i \kappa \tag{C.39}
\]

where \( \kappa \) is the attenuation/extinction coefficient. An expression for \( \varepsilon'(n,k) \) and \( \varepsilon''(n,k) \) from equation C.39 and \( \varepsilon = \hat{n}^2 \) can be derived, giving \( n^2 - \kappa^2 + 2 i n \kappa = \varepsilon' + i \varepsilon'' \). Equating the real and imaginary parts yields:

\[
\varepsilon' = n^2 - \kappa^2 \tag{C.40a}
\]
\[
\varepsilon'' = 2 n \kappa \tag{C.40b}
\]

From equations (C.40) it can be seen that \( n(\varepsilon', \varepsilon'') \) and \( \kappa(\varepsilon', \varepsilon'') \) is equal to (appendix C.7.4)

\[
2 n^2 = \sqrt{\varepsilon'^2 + \varepsilon''^2} - \varepsilon' \tag{C.41}
\]
\[
2 \kappa^2 = \sqrt{\varepsilon'^2 + \varepsilon''^2} + \varepsilon' \tag{C.42}
\]
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Considering the complex wavevector \( \hat{k} = \frac{\sigma \hat{n}}{c} = \frac{\sigma}{c} (n + i \kappa) \), the solution to the wave-equation in a conducting media of complex refractive index \( \hat{n} \) (equation C.37) \( E = E_0 \exp[i(\hat{k} x - \omega t)] \) becomes

\[
E = E_0 \exp\left(-\frac{\sigma}{c} \kappa x\right) \exp\left[i \frac{n x}{c} - t\right]
\]  

(C.43)

The first part of the equation is real and corresponds to the absorption/attenuation of the wave, while the second part is imaginary and represents the oscillating electric field. The skin depth \( \delta \) can be defined as the distance by which the wave has travelled through the material when the field strength has attenuated to 1/e of its initial value:

\[
\delta(\lambda) = \frac{\lambda}{2 \pi \kappa}
\]  

(C.44)

At near infrared frequencies, the skin depth of gold is about 20 nm, small compared to the wavelength of light. Gold is considered a perfect reflector at this frequency regime.

C.7.2 The Drude Model

In the previous section it was assumed that \( \varepsilon \) was invariant with frequency. In reality, \( \varepsilon \) does depend on frequency of the incident light \( \omega \), which can be derived with the Drude model, by looking at the electron response to the incident field.

According to the Drude model, metal consists of a background of immobile positive atoms through which electrons can move freely. Free electrons in the metal are assumed to behave as an electron gas. An incident oscillatory electric field \( E \) can apply a force to the free electrons, and the simple harmonic motion of electrons can be written as:

\[
m \ddot{x} + (m / \tau) \dot{x} = -eE
\]  

(C.45)

where \( m \) and \( e \) is the effective electron mass in the metal and charge, respectively, \( \tau \) is the relaxation time and describes the energy loss/damping due to scattering (collision) events with positive ions, the dot notates differentiation with respect to time and \( x \) is the electron displacement. Because the electrons are considered free, the natural restoring force for
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bound charges \( m\sigma_0^2 \) is not included. To find dielectric constant as a function of incident frequency equation C.35 is solved, which yields the conductivity and the complex relative dielectric function 
\[ \hat{\varepsilon} / \varepsilon_0 = \hat{\varepsilon}_r = \varepsilon'_r + i\varepsilon''_r \]
from which is obtained (appendix C.7.5)
\[ \varepsilon'_r = 1 - \frac{\sigma_p^2 \tau^2}{1 + \sigma^2 \tau^2} \quad \text{and} \quad \varepsilon''_r = \frac{\sigma_p^2 \tau^2}{\sigma(1 + \sigma^2 \tau^2)} \quad (C.46) \]
where \( \sigma_p^2 = \frac{Ne^2}{me_0} \) is the plasma frequency, due to collective oscillation of free electrons against a background of positive, fixed charges (ions), \( N \) is the conducting electron density (number of electrons per unit volume), \( e \) is the electron charge and \( \varepsilon_0 \) is the permittivity of free space and \( \hat{\varepsilon} = \hat{\varepsilon}_r \varepsilon_0 \) is the dielectric constant. At near-infra-red frequencies, the damping term in metals is negligible compared to the frequency i.e. \( \omega >> 1/\tau \), and using equation C.46, the frequency dependent relative dielectric constant, according to the Drude model, becomes
\[ \varepsilon'_r \approx 1 - \frac{\sigma_p^2}{\sigma^2} = n^2 - \kappa^2 \quad \text{and} \quad \varepsilon''_r \approx \frac{\sigma_p^2}{\sigma^3 \tau} = 2n\kappa \quad (C.47) \]
At the plasma frequency, when \( \sigma = \sigma_p \), \( \varepsilon'_r = 0 \) and \( \varepsilon''_r << 1 \), or \( n = \kappa \) and \( \kappa < 1 \). When \( \sigma < \sigma_p \) then \( \varepsilon'_r < 0 \) and \( \kappa > n \), and the incident field is quickly attenuated within the metal (large \( \kappa \)) and transmission tends to zero. According to conservation of energy, the light must be reflected. The reflectivity approaches unity for low frequencies \( \omega < \omega_p \). Physically, free electrons inside the metal follow the incident field fast enough, inducing an electric field with a 180° phase shift that cancels out the incident field within the metal, resulting in large attenuation inside the metal and high reflectivity. In contrast, when \( \sigma > \sigma_p \), \( \varepsilon'_r > 0 \) and \( \kappa < n \), the real (oscillatory) part dominates, and transmission increases i.e. the metal becomes transparent, behaving more like a dielectric. Physically, the free electrons cannot move fast enough to shield the incoming field. Most metals have plasma frequencies in the ultra-violet, making most metals reflective in the visible.
C.7.3 Surface Plasmons and Surface Plasmon Polaritons

In the Drude model, free (conducting) electrons in a metal can respond to an incident electric field, which causes oscillations in the free electron density. A quantum of plasma oscillation is called a plasmon. At the interface between a metal and a dielectric, the charge-density oscillations are called surface plasmons (SP), which can couple to electro-magnetic waves, forming surface plasmon polaritons. Thus, a Surface Plasmon polariton (SPP) is a coupled state between an electro-magnetic wave and a surface plasmon, and are propagate along a metal-dielectric interface. A SPP propagates has an evanescent field that decays exponentially with perpendicular distance from the interface. Now the SPP dispersion relation can be derived.

C.7.3.1 Surface-Plasmon-Polariton Dispersion Relation

Consider a metal-dielectric interface at \( z = 0 \). The dielectric is in the region \( z > 0 \), while the metal is in the region of \( z < 0 \). The permittivity is assumed to only vary along the \( z \) direction i.e. \( \varepsilon = \varepsilon(z) \), with dielectric constant of \( \varepsilon_d \) and \( \varepsilon_m \) of the dielectric and metal, respectively. The mediums are assumed to be non-magnetic, i.e. magnetic permeability is equal to that of free space \( \mu_0 \). Considering a propagating wave propagating in the \( x \)-direction of the form \( E(r,t) = E(z)e^{i(k_x x - \omega t)} \), it can be shown (appendix C.7.6) that the solution to the wave-equation are propagating waves with different polarisation states (a) s-polarisation with non-zero field components \( B_x, B_z, E_y \), where \( E_y \) is parallel to the interface (transverse electric, TE mode), and (b) p-polarisation with non-zero field components \( E_x, E_z, B_y \), where \( B_y \) is parallel to the interface (transverse magnetic TM mode). As the electric field of waves propagating along a metal-dielectric interface (\( x \)-direction) is perpendicular to that interface, i.e. \( E_z \neq 0 \), only p-polarised light, which has a non-zero electric field component perpendicular to the interface, can form such waves. Hence, here only TM modes are considered. The TM mode equations (appendix C.7.6) are given by
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\[
- \frac{i}{\sigma \mu \epsilon} \frac{\partial B_y}{\partial z} = E_x \quad (C.48a)
\]

\[
- \frac{k}{\sigma \mu \epsilon} B_y = E_z \quad (C.48b)
\]

\[
\frac{\partial^2 B_y}{\partial z^2} + (\sigma^2 \mu \epsilon - k_z^2) B_y = 0 \quad (C.48c)
\]

From the solution of equation (C.48c) inside a metal and dielectric, respectively, it can be shown that (appendix C.7.7)

\[
(\hat{k}_{z,d})^2 = \hat{k}_{x,d}^2 - \varepsilon_d k_0^2 \quad (C.49)
\]

and

\[
(\hat{k}_{z,m})^2 = \hat{k}_{x,m}^2 - \varepsilon_m k_0^2 \quad (C.50)
\]

where \(\hat{k}_{z,d}/\hat{k}_{z,m}\) is the component of the wavevector perpendicular to the dielectric-metal interface inside the dielectric/metal, and \(k_0 = \sigma/c\).

Applying the boundary conditions of continuous tangential fields at the interface i.e. \(B_{y,m}(z = 0) = B_{y,d}(z = 0)\) and \(E_{y,m}(z = 0) = E_{y,d}(z = 0)\), it can be shown that (appendix C.7.7)

\[
\hat{k}_{x,m} = \hat{k}_{x,d} = \hat{k}_x \quad \text{at } z=0 \quad (C.51)
\]

and

\[
\frac{\hat{k}_{z,d}}{\varepsilon_d} = - \frac{\hat{k}_{z,m}}{\varepsilon_m} \quad (C.52)
\]

Substituting equation (C.49) and (C.50) into (C.51), the surface-plasmon-polariton dispersion relation is obtained

\[
\hat{k}_x = \frac{\sigma}{c} \sqrt{\frac{\varepsilon_m \varepsilon_d}{\varepsilon_m + \varepsilon_d}} \quad (C.53)
\]

Since \(\hat{k}_x = \hat{k}_x' + ik_x''\) is complex, it represents an attenuated wave, and has real and imaginary parts, respectively, equal to[361]

\[
k_x' = \frac{\sigma}{c} \sqrt{\frac{\varepsilon_m \varepsilon_d}{\varepsilon_m' + \varepsilon_d}} \quad \text{and} \quad k_x'' = \frac{\sigma}{c} \left( \frac{\varepsilon_m' \varepsilon_d'}{\varepsilon_m' + \varepsilon_d'} \right)^{\frac{3}{2}} \frac{\varepsilon_m''}{2(\varepsilon_m')^2} \quad (C.54)
\]
Thus, for a wave pinned to and propagating along the metal-dielectric interface (a SPP wave) to exist, \( k' \) must be real, which is satisfied if \( \sqrt{\varepsilon'_m \varepsilon_d - \varepsilon'_m - \varepsilon_d} > 0 \), i.e. if \( \varepsilon_m < 0 \) and \( |\varepsilon_m| > \varepsilon_d \). As \( \varepsilon_d > 0 \) and at below the plasmon frequency \( \varepsilon'_m < 0 \), this is satisfied for a dielectric-metal interface below the plasmon frequency and SPP can exist.

\( K_x \) and \( k_z \) are both complex (equation C.54, C.49), and represent attenuation with distance along the interface and perpendicular from the interface, respectively. As \( k_z \) is complex, SPP will attenuate/decay with propagation, due to absorption in the metal. The propagation length of a SPP, \( L \), is the distance a SPP travels along the interface before its electric field intensity has dropped by \( 1/e \) its original value, and (from equation C.54) is equal to

\[
L_{SPP} = \frac{1}{2k_{SPP}^*} = \frac{\lambda_0}{2\pi\varepsilon_m^*} \left( \frac{\varepsilon'_m + \varepsilon_d}{\varepsilon_m^* \varepsilon_d} \right) \frac{3}{2} \quad (C.55)
\]

where \( \lambda_0 \) is the wavelength in vacuum. Thus, the SPP propagation length depends on the imaginary part of the metal dielectric constant i.e. \( L_{SPP}(\varepsilon^*) \). Metals with low losses, i.e. small \( \varepsilon_m^* \), and large negative real part \( \varepsilon'_m \), yield large \( L_{SPP} \). As both \( \varepsilon_m^* \) and \( \varepsilon'_m \) are frequency dependent (equation C.47), \( L_{SPP}(\sigma) \). \( L_{SPP} \) is long at low frequencies, and decreases as \( \omega \) approaches the plasmon resonance frequency \( \omega_p \).

As \( k_z \) is complex, the electric field amplitude decays exponentially with distance from the interface (\( z \)-direction). The skin depth quantifies the extent of field penetration, and inside the dielectric and metal, respectively, is equal to

\[
\delta_d = \frac{\lambda}{2\pi} \sqrt{\left( \frac{\varepsilon'_m + \varepsilon_d}{\varepsilon_d^2} \right)} \quad \text{and} \quad \delta_m = \frac{\lambda}{2\pi} \sqrt{\left( \frac{\varepsilon'_m + \varepsilon_d}{\varepsilon_m^2} \right)} \quad (C.56)
\]

Strong concentration of the SPP electromagnetic field near the interface (small skin depth) occurs at large SPP wavevectors (equation C.47 and C.56). For small \( k \), the SPP dispersion tends towards that of the lightline,
while for large $k$, the SPP frequency tends towards the surface plasmon frequency (appendix C.7.8)

$$\omega_{SPP} = \frac{\sigma_p}{\sqrt{1 + \varepsilon_d}} \quad (C.57)$$

At large $k$, the group velocity $\sigma_g = \frac{\partial \sigma}{\partial k} \to 0$ (zero gradient), i.e. the frequency becomes less dependent on the wavevector, resembling a classical non-dispersive surface plasmon.

### C.7.4 Derivation of the Refractive Index and Attenuation Coefficient as a Function of the Dielectric Constant

According to the Drude model, the dielectric constant is equal to (equation C.40 in appendix C.7.1)

$$\varepsilon’ = n^2 - \kappa^2 \quad (C.58a)$$
$$\varepsilon” = 2n\kappa \quad (C.58b)$$

Squaring of (C.58) yields:

$$\varepsilon'^2(n,k) = n^4 + \kappa^4 - 2n^2\kappa^2 \quad (C.59a)$$
$$\varepsilon”^2(n,k) = 4n^2\kappa^2 \quad (C.59b)$$

Addition of (C.59a) to (C.59b) gives

$$\varepsilon'^2 + \varepsilon”^2 = n^4 + \kappa^4 + 2n^2\kappa^2 = (n^2 + \kappa^2)^2 \quad (C.60)$$

Rearranging (C.60) gives

$$n^2 = \sqrt{\varepsilon'^2 + \varepsilon”^2} - \kappa^2 \quad (C.61a)$$
$$\kappa^2 = \sqrt{\varepsilon'^2 + \varepsilon”^2} - n^2 \quad (C.61b)$$

but $\varepsilon’ = n^2 - \kappa^2$ (equation C.58a), so that

$$2n^2 = \sqrt{\varepsilon'^2 + \varepsilon”^2} - \varepsilon’ \quad (C.62a)$$
$$2\kappa^2 = \sqrt{\varepsilon'^2 + \varepsilon”^2} + \varepsilon’ \quad (C.62b)$$
C.7.5 Derivation of the Frequency Dependent Dielectric Constant

To find dielectric constant as a function of incident frequency equation C.35 in appendix C.7.1 is solved:

$$\rho = \rho_0 e^{-\frac{t}{\tau}} \quad \text{where} \quad \tau = \frac{\varepsilon}{\sigma}$$ \hspace{1cm} (C.63)

Assuming the incident field equals $E(t) = E_0 e^{-i\omega t}$, then the solution of (C.63) is of the form $v(t) = v_0 e^{-i\omega t}$, i.e. the free electrons will follow the optical field. Substituting this into $m\ddot{x} + b\dot{x} = -eE$ yields a mean velocity of

$$\dot{x}(t) = -\frac{e\tau}{m(1-i\omega\tau)} E(t)$$ \hspace{1cm} (C.64)

where it is assumed that $b = \frac{1}{\tau}$. The current density, $J$, is related to the mean velocity via $J = -en\dot{x}$, where $N$ is the electron density (number of electrons per unit volume). According to Ohm's law, $J = \sigma E$, so that

$$\sigma = -\frac{en\dot{x}}{E} = \frac{e^2N\tau}{m(1-i\omega\tau)}$$ \hspace{1cm} (C.65)

but the complex dielectric constant equals $\hat{\varepsilon} = \varepsilon' + i\varepsilon'' = \varepsilon + \frac{i\sigma}{\omega}$, so that

$$\hat{\varepsilon} = \varepsilon - \frac{\sigma_p^2\varepsilon_0}{\omega^2 + i\omega/\tau}$$ \hspace{1cm} (C.66)

where $\sigma_p^2 = \frac{Ne^2}{m\varepsilon_0}$ is the plasma frequency, due to collective oscillation of free electrons against a background of positive, fixed charges (ions), and $\varepsilon_0$ is the permittivity of free space. The first term is due to bound electrons, while the second term is due to free electrons. Assuming the contribution from bound electrons can be neglected, the complex relative permittivity, $\hat{\varepsilon}_r = \frac{\hat{\varepsilon}}{\varepsilon_0}$, is then equal to

$$\hat{\varepsilon}_r = 1 - \frac{\sigma_p^2}{\omega^2 + i\omega/\tau}$$ \hspace{1cm} (C.67)
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Separating \( \hat{\varepsilon} = \varepsilon' + i\varepsilon'' \) into real (\( \varepsilon' \)) and imaginary (\( \varepsilon'' \)) parts, it is obtained

\[
\varepsilon' = 1 - \frac{\sigma_p^2}{\sigma^2 + i\tau^2} \quad \text{and} \quad \varepsilon'' = \frac{\sigma_p^2 1/\tau}{\sigma(\sigma^2 + i\tau^2)} \quad \text{(C.68)}
\]

C.7.6 Derivation of TE and TM Modes at a Metal-Dielectric Interface

Considering a propagating wave propagating in the \( x \)-direction, of the form

\[ E(r,t) = E(z)e^{i(k_x x - \sigma \varepsilon(z))} \]

The wave-equation (equation C.36 in appendix C.7.1) can then be re-written as

\[
\nabla^2 E + \sigma^2 \mu \varepsilon E = 0
\]

\[
\frac{\partial^2}{\partial z^2} E(z) + (\sigma^2 \mu \varepsilon - k^2)E(z) = 0 \quad \text{(C.69)}
\]

Assuming a time dependence of \( e^{i\omega t} \) of the electric and magnetic fields of the wave, Maxwell’s equations ((C.29) and (C.30) appendix C.7.1) can be re-written as

\[
\nabla \times \mathbf{B} = \varepsilon \mu \frac{\partial \mathbf{E}}{\partial t} + \varepsilon \sigma \mathbf{E} \quad \rightarrow \nabla \times \mathbf{B} = -i \varepsilon \sigma \mu \mathbf{E}(z) e^{i(k_x x - \sigma \varepsilon(z))} \quad \text{(C.70a)}
\]

\[
\nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} \quad \rightarrow \nabla \times \mathbf{E} = i \varepsilon \sigma \mathbf{B} \quad \text{(C.70b)}
\]

Noting that the curl of \( \mathbf{a} \) is equal to \( \nabla \times \mathbf{a} = \left( \frac{\partial a_z}{\partial y} - \frac{\partial a_y}{\partial z} \right) \mathbf{j} + \left( \frac{\partial a_x}{\partial z} - \frac{\partial a_z}{\partial x} \right) \mathbf{k} + \left( \frac{\partial a_y}{\partial x} - \frac{\partial a_x}{\partial y} \right) \mathbf{i} \), where \( i, j, k \) are unit vectors in the \( x, y, z \) direction, respectively, and that there is no spatial variation in the \( y \)-direction i.e. \( \frac{\partial}{\partial y} = 0 \) and that \( \frac{\partial}{\partial \varepsilon} = i k_x \), \( \frac{\partial}{\partial \sigma} = i \sigma \), equation C.70a can be simplified to

\[
\text{x-component} \rightarrow \frac{\partial B_z}{\partial z} = i \sigma \mu \varepsilon E_x \quad \text{(C.71a)}
\]

\[
\text{y-component} \rightarrow \frac{\partial B_x}{\partial z} + i k_x B_z = -i \sigma \mu \varepsilon E_y \quad \text{(C.71b)}
\]

\[
\text{z-component} \rightarrow i k_x B_y = -i \sigma \mu \varepsilon E_z \quad \text{(C.71c)}
\]
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and equation C.70 \( \nabla \times E = i \omega B \) can be simplified to

- x-component \( \Rightarrow \frac{\partial E_z}{\partial z} = -i \omega B_x \) \hspace{1cm} (C.72a)

- y-component \( \Rightarrow \frac{\partial E_z}{\partial z} - ik_y E_x = i \omega B_y \) \hspace{1cm} (C.72b)

- z-component \( \Rightarrow ik_y E_z = i \omega B_z \) \hspace{1cm} (C.72c)

The solutions to these equations correspond to different polarisations of the propagating wave: transverse magnetic (TM) modes, where the only non-zero field components are \( E_x, E_z \), and \( B_y \) and \( B_z \) is parallel to the interface (p-polarised) (equations C.71a, C.71c, C.72b), and transverse electric (TE) modes (s-polarised), with non-zero field components \( B_x, B_z \) and \( E_y, \) and \( E_y \) is parallel to the interface (equations C.71b, C.72a, C.72c).

C.7.7 Detailed Derivation of the SPP Dispersion

Consider the solutions to the TM equations in the dielectric and the metal, respectively (equations C.71 in appendix C.7.6). In the dielectric, where \( z > 0 \), the permittivity/permeability equals \( \hat{\varepsilon}_d / \mu_d \), and the solution the TM mode equation

\[
\frac{\partial^2 B_y}{\partial z^2} + (\sigma^2 \mu \hat{\varepsilon} - k_x^2)B_y = 0
\]

is the amplitude pre-factor in the dielectric and \( k_d^2 \) is the component of the wavevector perpendicular to the dielectric-metal interface, and by substituting back into the TM mode equation

\[
\frac{\partial^2 B_y}{\partial z^2} + (\sigma^2 \mu \hat{\varepsilon} - k_z^2)B_y = 0
\]

can be seen to equal

\[
(k_{d,z})^2 = k_x^2 - \omega^2 \mu_d \hat{\varepsilon}_d
\]

Including the propagation factor in the x-direction of \( e^{ik_{d,z}x} \), \( B_y \) can be written as

\[
B_y = Ae^{-k_{d,z}z}e^{ik_{x}x}
\]
The TM mode equations $-\frac{i}{\sigma \mu \hat{\epsilon}} \frac{\partial B_y}{\partial z} = E_x$ (equation C.71) and $-\frac{k_x}{\sigma \mu \hat{\epsilon}} B_y = E_z$ (equation C.71c) inside the dielectric, respectively, then become

$$i \frac{k_{zd}}{\sigma \mu_d \hat{\epsilon}_d} A e^{-k_d z} e^{ik_d x} = E_x$$  \hspace{1cm} (C.74b)

$$-\frac{k_{zd}}{\sigma \mu_d \hat{\epsilon}_d} A e^{-k_d z} e^{ik_d x} = E_z$$  \hspace{1cm} (C.74c)

In the metal, $z<0$, and permittivity/permeability equals $\hat{\epsilon}_m/\mu_m$. The equations in the metal therefore become

$$B_y = C e^{k_{zm} z} e^{ik_{zm} x}$$  \hspace{1cm} (C.75a)

$$i \frac{k_{zm}}{\sigma \mu_m \hat{\epsilon}_m} C e^{-k_m z} e^{ik_m x} = E_x$$  \hspace{1cm} (C.75b)

$$-\frac{k_{xm}}{\sigma \mu_m \hat{\epsilon}_m} C e^{-k_m z} e^{ik_m x} = E_z$$  \hspace{1cm} (C.75c)

where

$$(k_{zm})^2 = (k_{xm})^2 - \sigma_m^2 \mu_m \hat{\epsilon}_m$$  \hspace{1cm} (C.75d)

and $C$ is the amplitude pre-factor in the metal. Assuming a non-magnetic dielectric and metal, $\mu_d = \mu_m = \mu_0$. Assuming continuous tangential field components $B_y$ and $E_x$ at the interface ($z=0$), i.e. $B_{y,m}(z=0) = B_{y,d}(z=0)$ and $E_{x,m}(z=0) = E_{x,d}(z=0)$, equations C.74 and C.75 yield $k_{zd} = k_{xm} = k_z$, and $A=C$ and also

$$\frac{k_{zd}}{\hat{\epsilon}_d} = -\frac{k_{zm}}{\hat{\epsilon}_m}$$  \hspace{1cm} (C.76)

From equation C.76, it can be seen that to obtain surface wave pinned to the interface propagating along the interface, i.e. a surface-plasmon-polariton SPP, the real part of $k_{zd}$ and $k_{zm}$ must be positive, i.e. the real parts of the complex permittivities $\hat{\epsilon}_1$ and $\hat{\epsilon}_2$ must be opposite in sign.

While for dielectrics the real part of $\hat{\epsilon}$ is positive, for most metals it is
negative for energies below the plasmon frequency (which is in the visible or lower energies) (appendix C.7.2). Thus, an interface between a metal and dielectric can support SPP. Substituting \((k_{z,d})^2 = (k_{x,d})^2 - \sigma^2 \mu_0 \hat{\epsilon}_d\) and \((k_{z,m})^2 = (k_{x,m})^2 - \sigma^2 \mu_0 \hat{\epsilon}_m\) into (C.76), and assuming the dielectric constant of the dielectric is real i.e. \(\hat{\epsilon}_d = \epsilon_d\), the surface-plasmon-polariton dispersion relation is obtained

\[
k_x = \frac{\sigma}{c} \sqrt{\frac{\epsilon_d \hat{\epsilon}_m}{\epsilon_d + \hat{\epsilon}_m}} \tag{C.77}\]

Since \(\hat{\epsilon}_m\) is complex, \(k_x\) is also complex. The real and imaginary parts \(k_x = k' + k''\) can be separated by assuming \(\epsilon_m'' < |\epsilon_m'|\) (i.e. \(\epsilon_m''\) can be neglected), where \(\hat{\epsilon}_m = \epsilon_m' + i\epsilon_m''\), and \(\epsilon_d < |\epsilon_m'|\) and multiplying both the nominator and denominator by \((\epsilon_d + \epsilon_m') - i\epsilon_m''\) to obtain a real denominator[361]

\[
k' = \frac{\sigma}{c} \sqrt{\frac{\epsilon_d \epsilon_m'}{\epsilon_d + \epsilon_m'}} \quad \text{and} \quad k'' = \frac{\sigma}{c} \left( \frac{\epsilon_d \epsilon_m'}{(\epsilon_d + \epsilon_m')} \right) \frac{3}{2} \frac{\epsilon_m''}{2(\epsilon_m')^2} \tag{C.78}\]

### C.7.8 SPP Frequency at Large Wavevector k

It is assumed the metal relative dielectric constant \(\epsilon_m'\) follows the Drude model of a free electron gas:

\[
\epsilon_m' = 1 - \frac{\sigma_p^2}{\sigma^2} \tag{C.79}
\]

The SPP dispersion is equal to

\[
k' = \frac{\sigma}{c} \sqrt{\frac{\epsilon_m' \epsilon_d}{\epsilon_m' + \epsilon_d}} \tag{C.80}\]

Eliminating \(\epsilon_m'\) by substituting equation C.79 into equation C.80, and rearranging, yields

\[
\frac{(\sigma^2 \epsilon_d - \sigma_p^2 \epsilon_d)\sigma^2}{k'c} = (1 + \epsilon_d)\sigma^2 - \sigma_p^2 \tag{C.81}
\]
At large \( k' \) the left hand term tends to zero, so that \( \sigma \) tends to

\[
\sigma_{\text{SPP}} = \frac{\sigma_p}{\sqrt{1 + \varepsilon_d}}
\]  

(C.82)

C.7.9 **SPP-Far-Field Radiation Coupling via Prism Coupling**

In the Otto configuration, a dielectric of dielectric constant \( \varepsilon_d \) and thickness \( d \) separates a prism, of dielectric constant \( \varepsilon_p \), from a metal surface (Figure C.4(a)). For light of wavevector \( k_L \), incident at an angle \( \theta \) to the normal onto a prism-dielectric interface, the in-plane wavevector equals \( k_{x,L} = k_L \sqrt{\varepsilon_d} \sin \theta \). A high refractive index prism, where \( \sqrt{\varepsilon_p} > \sqrt{\varepsilon_d} \), has two effects, it (a) increases the in-plane wavevector to \( k_{x,L} = k_L \sqrt{\varepsilon_p} \sin \theta \), allowing the dispersion curve of light inside the prism to cross that of SPP at the dielectric-metal interface (Figure C.4(c)); at resonance \( k_{x,L} = \frac{\sigma_L}{c} \sqrt{\varepsilon_p} \sin \theta = k_{\text{SPP}} \), and (b) creates and an evanescent field at the prism-dielectric interface via total internal reflection (TIR), when \( \theta > \theta_c \), where \( \theta_c \) is the critical angle and according to Snell’s law of refraction equals \( \theta_c = \arcsin \left( \frac{\varepsilon_d}{\varepsilon_p} \right) \). As a result, the incident wave inside the prism, via the evanescent field, can excite a SPP at the metal-dielectric boundary a distance \( d \) away (Figure C.4(a)). However, for coupling to occur requires \( d \) to be less than the evanescent decay length inside the dielectric, which is about 200 nm.

The alternative Kretschman-Reather configuration avoids the problem of having to control \( d \), by depositing a thin metal layer directly onto the prism base (Figure C.4(b)). The evanescent field is created at the prism-metal interface, and SPP can be excited at the opposite metal surface, the metal-dielectric interface, given that the metal-thickness is less than the skin-depth (a few nanometers). Note that only SPP at the metal-dielectric, not the metal-prism, interface can be excited in both the Otto
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and Kretschman-Reather configuration, as the dispersion curves of light inside the prism and SPP at the prism-metal interface do not cross (Figure C.4(c)).

![Diagram](attachment:image.png)

Figure C.4: SPP-optical field prism coupling configurations (a) Otto configuration (b) Kretschman-Reather configuration (c) dispersion curves of light in a dielectric (air) of dielectric constant $\varepsilon_d$, inside a prism of dielectric constant $\varepsilon_p > \varepsilon_d$, and the dispersion curve of a surface plasmon polariton at a metal-dielectric (air) and metal-prism interface (d) Kretschman configuration for sensitive detection of avidin, 11-mercaptoundecanoic acid (MU) and poly-lysine (PL) on a 47 nm thick gold film. Illumination was at 633 nm.[257]

The prism configuration has been used before in sensitive detection applications: a change in the dielectric refractive index due to deposition of macromolecules, for instance, will slightly change the effective dielectric refractive index, resulting in a small change in the angle at which surface plasmon resonance occurs. For incidence angles exceeding the critical angle, the reflectivity is high. However, at the angle that satisfies the resonance condition, a dip in the reflectivity occurs, as incident light excites SPP (Figure C.4(d)). Also, because the metal dielectric constant is frequency dependent, a change in the illumination light frequency will change the resonance angle. However, prism-coupling requires very precise geometry.
To obtain the electromagnetic modes of a single dielectric sphere surrounded by an infinite expanse of gold, Maxwell’s equations in spherical coordinates are solved by applying the boundary conditions that the tangential components of $\mathbf{E}$ and $\mathbf{H}$ must be continuous at the sphere surface.[21, 22] The resulting set of solutions take the form of spherical Bessel, $J_l$, and Henkel, $H_l$, functions[21]

$$\varepsilon_d H_l(k_m R)[k_d R J_l(k_d R)]' = \varepsilon_m (E) J_l(k_d R)[k_m R H_l(k_m R)]' \tag{C.83}$$

where $R$ is the void radius, $l$ and $m$ is the angular momentum and azimuthal quantum number, respectively, $k_m = \sqrt{\varepsilon_m} k_0$ and $k_d = \sqrt{\varepsilon_d} k_0$ is the wavevector in the metal and dielectric void, respectively and ` donates differentiation with respect to $ka$. According to the Drude model $\varepsilon_m(\omega) = 1 - \omega_p^2 / \omega^2$, where $\omega_p$ is the 3D plasmon frequency. The solutions to equation C.83 give the resonant mode frequencies, which depend on the void radius $R$ and angular momentum quantum number $l$. Modes with different values of $m$ are energy degenerate due to spherical symmetry.[289]

The electromagnetic field distribution within a single dielectric cavity can also be calculated, the lowest two modes solutions ($l = 1, 2$) of which are shown in figure C.5(i)(a-c). It can be seen from Figure C.5(i)(a-c) that with increasing $l$, the Mie modes become increasingly confined to the metal surface.

An expression for the Mie plasmon wavevector $k$ as a function of $l$ and $R$ can be obtained from the angular and linear momentum equations

$$|\vec{L}| = \hbar l = R\vec{p} \quad \text{(angular momentum)} \tag{C.84a}$$

$$\vec{p} = \hbar \vec{k} \quad \text{(linear momentum)} \tag{C.84b}$$

where $\vec{p}$ is the linear momentum. Rearranging equations C.84 for $k$ leads to[362]

$$k = \frac{l}{R} \tag{C.85}$$
Combining this with the Mie plasmon energies $E(l, R)$ (equation C.83), the dispersion relation can be constructed (Figure 4.9(ii) in section 4.2.2.2.1).

![Figure C.5: Mie plasmon modes, as modelled by Mie theory (i) theoretical (Mie plasmon) electric field distribution for (a-c)spherical air void within an infinite expanse of gold (d) gold article surrounded by air for different (l, m) modes[21] (ii) electric field lines around gold sphere in a dielectric expanse (top) and inside dielectric void inside expanse of gold (bottom).[287]

The dispersion curve of Mie plasmons inside a dielectric metal nanovoid are blue-shifted compared to SPP on a flat metal surface (Figure 4.9(ii) section 4.2.2.2.1). The shift to higher energies can be rationalised by considering the electric field lines, which are perpendicular to the sphere surface.[287] In the case of a metal sphere, these field lines can expand into free space, while in a dielectric void, the electric field lines are confined within the nanovoid volume (Figure C.5(ii)). The increased concentration of the electric field lines inside the void volume relative to that on a particles causes the blue-shift.[289]
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C.9 Assigning the angular Momentum Quantum Number to Mie Modes in Fully Enclosed Voids

Figure C.6: Mie modes for water-filled, fully enclosed gold voids as predicted by Mie theory, the void diameter is equal to (a) 780 nm and (b) 989 nm and the angular momentum index $l$ equal to 3; (c) energy values predicted by Mie theory (normalised thickness $=1$) and BEM (at normalised thickness $=0.99$), for Mie modes of different values of $l$. $D$ is the void diameter.
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C.10 Standing Wave Model for Modelling Mie Plasmons in Truncated Voids

The one-dimensional standing wave model describes Mie plasmon modes supported by a truncated metal nanovoid in terms of plasmon standing waves.[21] According to the standing wave model, plasmons propagate within the rim but are reflected from the upper void edge, forming a plasmon standing wave within the void that is pinned at the upper void edge (Figure C.7). Only modes that have a half-wavelength that equal a multiple (p) of the curved rim-to-rim distance (y) can form a standing wave inside the void, i.e. \( p \frac{\lambda_M}{2} = y \), where \( p \) is an integer. The Mie energy equals

\[
E = \hbar c \kappa_M \sqrt{\varepsilon_d^{-1} + \varepsilon_m^{-1}} (E)
\]  

(C.86)

where \( \kappa_M = p \frac{2\pi}{y} = \frac{\pi p}{D_{\text{void}} \alpha c \cos(1-2\tau)} \) is the standing wave plasmon wavevector and \( \varepsilon_d \) and \( \varepsilon_m \) are the dielectric functions of the dielectric and metal, respectively, and the normalised void thickness equals \( \tilde{t} = t_{\text{void}} / D_{\text{void}} \). Thus, the energy of localised Mie plasmons is solely dependent on void geometry i.e. void diameter \( D_{\text{void}} \) and void thickness \( t_{\text{void}} \). For normalised thickness above 0.8, theoretical predications are inconsistent with experimental data.

Figure C.7: 1D Standing wave model for Mie plasmon energies in truncated voids[21].
C.11 Boltzmann Statistics

Consider a system containing \( N = \sum_i n_i \) molecules each occupying a quantised energy state of energy \( E_i \) and in thermal equilibrium at temperature \( T \) (K). The total internal (thermal) energy of the system is equal to

\[
U = \sum_i n_i E_i \tag{C.87}
\]

The number of molecules occupying energy level \( j \) is given by

\[
\frac{n_j}{N} = \frac{\exp \left( -\frac{E_j}{kT} \right)}{\sum \exp \left( -\frac{E_i}{kT} \right)} \tag{C.88}
\]

where \( k \) is Boltzmann’s constant. To simplify, only a two energy levels system is considered here. In thermal equilibrium, the number of molecules occupying the upper energy state \( E_2 \), where \( E_2 > E_1 \), is given by

\[
\frac{n_2}{n_1 + n_2} = \frac{\exp \left( -\frac{E_2}{kT} \right)}{\exp \left( -\frac{E_1}{kT} \right) + \exp \left( -\frac{E_2}{kT} \right)} \tag{C.89}
\]

which can be simplified to

\[
\frac{n_2}{n_1} = \exp \left( -\frac{E_2}{kT} \right) = \exp \left( -\frac{\Delta E}{kT} \right) \tag{C.90}
\]

where \( \Delta E = E_2 - E_1 \). The energy difference and hence population distribution of electronic and vibrational energy levels in an atom can be calculated using the hydrogen atom as an example. For one mole \( R = N_A k \), where \( R \) is the gas constant \( R = 8.31 \text{ J/(mol*K)} \) and \( N_A = 6.022*10^{23} \text{ mol}^{-1} \) is Avogadro’s constant. The energy separation between the electronic ground state 1s and the first electronic state 2s of a hydrogen atom in a gas phase is equal to 1000 kJmol\(^{-1}\), so that at room temperature \( T = 25 \degree C = 298.15 \degree K \) the population in each s-state given by

\[
\frac{n_{2s}}{n_{1s}} = \exp \left( \frac{-\Delta E \times N_A}{RT} \right) = \exp \left( -1000 / 2.48 \right) = \exp \left( -403 \right) \tag{C.91}
\]

i.e. practically all molecules occupy the lowest electronic state at room temperature.[363] The energy separation between two vibrational levels in a \( \text{CO}_2 \) molecule is equal to 25 KJmol\(^{-1}\), so that

\[
\frac{n_{v=2}}{n_{v=1}} = \exp \left( \frac{-\Delta E \times N_A}{RT} \right) = \exp \left( -25 / 2.48 \right) = \exp \left( -10 \right) \tag{C.92}
\]

so that about 1 in 2,000 molecules occupies the higher vibrational state.[363]
C.12 Derivation of the Total Charge Q Required to Grow a Film Height h for a Close-Packed 2D Hexagonal Lattice of Spheres

Consider an area of dimensions $a \times b$ of a hexagonally close 2D packed lattice of spheres of radius $R$.

![Diagram](image)

In a single sphere, a cap of height $h$ (Figure C.8(a)) occupies a volume equal to

$$V_{cap} = \frac{1}{6} \pi h (3a^2 + h^2)$$  \hspace{1cm} (C.93)

According to Pythagoras,

$$(R - h)^2 + a^2 = R^2$$  \hspace{1cm} (C.94)

Substituting for $a$ (equation C.94) into equation C.93, gives

$$V_{cap} = \frac{1}{3} \pi h^2 (3R - h)$$  \hspace{1cm} (C.95)

Now consider a unit cell (Figure C.8(b)), which is an equilateral triangle, of base width $4R$ and length $x = 2 \times 2R \cos 30^\circ = 2\sqrt{3}R$. The triangle contains 2 spheres. Assuming a height $h$, the triangle volume is equal to

$$V_{triangle} = \text{area} \times \text{height} = x \times 4Rh / 2 = 4\sqrt{3}R^2 h$$  \hspace{1cm} (C.96)
The volume of space between spheres inside a single triangle volume is equal to the triangle volume minus the volume of 2 caps (as the triangle contains 2 caps), i.e.

\[ V_{space} = 4\sqrt{3}R^2h - 2\left(\frac{1}{3}\pi h^2(3R - h)\right) \]  

(C.97)

In a 2D lattice, a volume \( a*b*t \), where \( t < 2R \), contains \( N \) number of triangles, where \( N \) is equal to

\[ N = \frac{a*b*h}{V_{triangle}} = \frac{a*b*h}{4\sqrt{3}R^2h} = \frac{a*b}{4\sqrt{3}R^2} \]  

(C.98)

Thus, in a volume \( a*b*h \) the total volume of free space (\( V_{totalspace} \)) is proportional to the number of triangles in that volume and the volume of free space in a single triangle, i.e. equal to

\[ V_{totalspace} = N*V_{space} = \frac{a*b}{4\sqrt{3}R^2} \left[ 4\sqrt{3}R^2h - 2\left(\frac{1}{3}\pi h^2(3R - h)\right) \right] \]

\[ = a*b\left[ h - \frac{1}{2\sqrt{3}R^2} \frac{1}{3}\pi h^2(3R - h) \right] \]

\[ V_{totalspace} = a*b*\left[ h - \frac{1}{2\sqrt{3}R^2} V_{cap} \right] \]  

(C.99)

Faraday’s constant, \( F \), is the quantity of charge carried by one mole of electrons. Letting \( N_A \) be Avogadro’s number, the quantity of entities in 1 mole, and \( e \) the electronic charge, \( F \) can be written as

\[ F = eN_A = 1.602*10^{-19} * 6.022*10^{23} \]

\[ F = 9.65*10^4 \text{ Cmol}^{-1} \]  

(C.100)

The total charge required to deposit a certain amount of material is equal to

\[ Q(C) = nF \]  

(C.101)

where \( n \) is the number of moles of electrons, but \( n \) is equal to the (total mass) divided by the (mass per unit mole) (atomic weight \( W \)), and the total mass is equal to (total volume)*(mass per unit volume) (density \( \rho \)), so that

\[ n = \frac{V*\rho}{W} \]  

(C.102)
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Assuming an efficiency factor of 0.8, and a close packed hexagonal lattice of spheres, where the volume between the spheres is given by equation C.99, \( Q \) is equal to

\[
Q(C) = \frac{a*b*F}{0.8W} \left[ h - \frac{1}{2\sqrt{3}} \frac{1}{3} \pi h^2 (3R - h) \right] \tag{C.103}
\]

C.13 Derivation of the Void Thickness from SEM Images

Consider a void of thickness \( t \), grown around a sphere of radius \( R=494.5 \) nm (Figure C.9). On the SEM images, the void length, \( l \), can be measured (\( l=722 \) nm), from which \( t \) can be derived as follows. Consider the right-angled triangle a-b-c. According to Pythagoras

\[
R^2 = (R-t)^2 + (l/2)^2 \tag{C.104}
\]

Rearranging gives

\[
t = R - \sqrt{R^2 - (l/2)^2}
\]

\[
= 494.5nm - \sqrt{(494.5nm)^2 - (722nm/2)^2}
\]

\[
t \approx 157nm
\]

Figure C.9: Side view of a truncated void (yellow line) of thickness \( t \) and top void length, \( l \), as grown from a sphere (dashed circle) of radius \( R \).
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C.14 Fluorescence Images of TOTO-1 within DNA Strands Stretched over Gold Nanovoids

Figure C.10: Fluorescence of DNA-TOTO-1 stretched over a rough gold nanovoid substrate (a) 2D fluorescence image at two different sample locations (b, c) intensity profiles in fluorescence (red line) and bright field (black line) along individual DNA strands (drawn by hand), inset: path of maximum fluorescence intensity in the fluorescence image (PL, red line). Indicated are locations along the DNA profile where fluorescence and bright field peaks coincide (red arrows). The fluorescence images were obtained with 100x oil immersion, 1.6 optovar, integration time equals 28.652 s. The fluorescence image and intensity profiles were normalised to 30s integration time and fluorescence background level due to the top rough gold surface was subtracted. DNA concentration is equal to 25 pM, bp: TOTO-1 is equal to 1:0.16 coverslip dimension is 20x10 mm², drop-cast volume is 1.6µL.
C.15 Full Bright Field and Fluorescence Image of TOTO-1-DNA Strands Stretched Over a Gold Nanovoid Substrate

![Figure C.11: Typical (a) Bright field and (b) fluorescence images of TOTO-1-DNA stretched over the nanovoid substrate with void diameter $D_{\text{void}} = 989$ nm and void thickness $d = 157$ nm.](image)
C.16 Bright Field and Fluorescence Images of Individual TOTO-1-DNA Strands Stretched Over a Gold Nanovoid Substrate

Figure C.12: Fluorescence (top) (FL) and bright field images (middle) (BF) of the individual stretched DNA strands, line in red (top) and black (middle) indicate line of maximum fluorescence intensity signal along stretched TOTO-1-DNA strand (drawn using a macro), close-up of the bright field-image (bottom) indicate the estimated location of the void rim (dashed circle) and the void centre (red dot) relative to the DNA strand (black line), DNA strands are from (1) Figure 4.35(b)(ii), (2) Figure 4.35(b)(iii), (3) Figure 4.35(b)(i), (4) C.10 in appendix C.14 (5) Figure 4.35(d)(ii), (6) Figure 4.35(d)(iii) in section 4.5.3.
C.17 TCSPC

Time–Correlated-Single-Photon-Counting (TCSPC) is a technique that measures the delay time between a single fluorescent photon and excitation pulse, and builds up a histogram of delay times by binning into delay time slots.[365] The TCSPC setup is shown in figure C.10.

![TCSPC setup diagram](image)

*Figure C.13: Typical TCSPC setup[366]*

A semitransparent mirror splits the optical path of the excitation pulse into two different directions (1) one excites a fluorescent sample, which emits a photon time t after excitation, which is detected by a photon counter (2) the other part passes a photodiode, which upon arrival of the excitation pulse, starts a time-to-amplitude converter. The time-to-amplitude converter counts time until a signal from the photon counter arrives. The time between arrival of the excitation pulse and the arrival of the fluorescent photon is equal to the time the sample spends in the excited state. After the measurement of one lifetime, the time-to-amplitude converter is reset to 0, and the delay times associated with the following pulse is measured, etc. Each measured delay time is stored in a memory address that is
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proportional to the delay time, building up a histogram of number of photons versus delay time. It is assumed that the intensity of the excitation pulse is low enough to result in detection of a single photon per excitation pulse.

C.18 Summary of Fluorescence Lifetime Measurement Results

<table>
<thead>
<tr>
<th>substrate</th>
<th>I (counts)</th>
<th>ti (ns)</th>
<th>ai (%)</th>
<th>av t (ns)</th>
<th>error av t (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>glass</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>3.21</td>
<td>100</td>
<td>3.21</td>
<td>0.12</td>
<td></td>
</tr>
<tr>
<td>b</td>
<td>3.30</td>
<td>100</td>
<td>3.3</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>c</td>
<td>3.58</td>
<td>100</td>
<td>3.58</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>nanovoids</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2.68</td>
<td>85.1</td>
<td>3.41</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>1.76</td>
<td>73.7</td>
<td>2.68</td>
<td>0.39</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>2.74</td>
<td>85.9</td>
<td>3.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>1.55</td>
<td>71.3</td>
<td>2.52</td>
<td>0.48</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>2.52</td>
<td>96.1</td>
<td>2.68</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>2.52</td>
<td>96.1</td>
<td>2.66</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>2.42</td>
<td>79.9</td>
<td>3.25</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>2.43</td>
<td>77.2</td>
<td>3.24</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>2.59</td>
<td>94</td>
<td>2.77</td>
<td>1.09</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>2.45</td>
<td>97.3</td>
<td>2.56</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>2.84</td>
<td>93.4</td>
<td>3.03</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>5.68</td>
<td>6.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C.1: Summary of multi-exponential fit parameters of the intensity decay curve of DNA-TOTO1 stretched over glass and gold nanovoid substrate.
C.19 Derivation of the Non-Radiative Decay Lifetime of TOTO-1.

The measured average fluorescence (or excited state) lifetime and quantum yield is equal to

\[ \tau_0 = \frac{1}{k_r + k_{nr}} \quad \text{and} \quad Q_0 = \frac{k_r}{k_r + k_{nr}} = \frac{\tau_0}{\tau_r} \]  

(C.105)

where the radiative lifetime, \( \tau_r \), is equal to

\[ \tau_r = \frac{1}{k_r} \]  

(C.106)

The quantum yield and average fluorescence lifetime of TOTO-1 intercalated into Calf-thymus (CT) DNA is equal to [316] \( Q_0^{DNA} = 0.34 \) and \( \tau_0^{DNA} = 1.96\,\text{ns} \), respectively, so that the radiative lifetime is equal to

\[ \tau_r = \frac{\tau_0^{DNA}}{Q_0^{DNA}} = \frac{1.96\,\text{ns}}{0.34} = 5.76\,\text{ns} \]  

(C.107)

Assuming that the radiative lifetime of TOTO-1 is unchanged upon intercalation into DNA, we have

\[ \tau_{r,\text{free}} = \tau_r^{DNA} = \tau_r \]  

(C.108)

The enhancement in quantum yield for DNA-bound TOTO-1 relative to TOTO-1 free in solution is equal to 1,400 [316]. We can define the enhancement in TOTO-1 quantum yield upon binding to DNA as

\[ Q_{\text{enh}} = \frac{Q_0^{DNA}}{Q_0^{\text{free}}} \]  

(C.109)

so that

\[ Q_0^{\text{free}} = \frac{Q_0^{DNA}}{Q_{\text{enh}}} = \frac{0.34}{1,400} = 2.42 \times 10^{-4} \]  

(C.110)

Rearranging equation (C.105, \( Q_0 \)) for the non-radiative decay rate \( k_{nr} \), and using equations C.107 and C.110 yields for TOTO-1 free in solution

\[ k_{nr,\text{free}} = \frac{(1 - Q_0^{\text{free}})}{\tau_r Q_0^{\text{free}}} = \frac{(1 - 2.42 \times 10^{-4})}{5.76 \times 10^{-9} \times 2.42 \times 10^{-4}} = 7.2 \times 10^4 \, \text{s}^{-1} \]  

(C.111)

Assuming that
Then the non-radiative decay rate of TOTO-1 free in solution is equal to

\[ \tau_{nr}^{\text{free}} = \frac{1}{k_{nr}^{\text{free}}} \]  \hspace{1cm} (C.112)

Applying equation C.111 for TOTO-1 intercalated into DNA, we find

\[ k_{nr}^{\text{DNA}} = \frac{(1 - Q_{0,\text{DNA}}^{\text{DNA}})}{\tau_s Q_{0,\text{DNA}}^{\text{DNA}}} = \frac{(1 - 0.34)}{5.76 \times 10^{-9} \times 0.34} = 0.34 \times 10^9 \text{ s}^{-1} \]  \hspace{1cm} (C.114)

so that equation C.112 for TOTO-1 bound to DNA yields

\[ \tau_{nr}^{\text{DNA}} = \frac{1}{k_{nr}^{\text{DNA}}} = \frac{1}{0.34 \times 10^9} \text{ s} = 2.9 \text{ ns} \]  \hspace{1cm} (C.115)

Thus, from equations C.111 and C.114 it can be seen that \( k_{nr}^{\text{DNA}} \ll k_{nr}^{\text{free}} \).
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