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Introduction

Some influential sociology and social theories recently have turned our collective attention towards the prospect that communication via the Internet provides us with a medium that ‘absorbs’ human subjectivity and sociality (e.g. Urry, 2000, Bauman, 2002).  Such approaches tend to see ‘society’ as no longer a stable, solid structure, but as ‘flow’ of, among other things, information.  The consequences of ‘absorption’ at, ostensibly, the human-computer interface (HCI) can be viewed in both cautionary and celebratory ways.  

On the positive side (Castells, 1996) the Internet, and its human-ICT interfaces, facilitate greater individual managerial control of the ever more complicated life course arrangements we now find ourselves in.  The growing number of non-traditional ways of performing working lives, families, friendship networks, finances etc. has made the Internet and its associated technology an indispensable tool of management for many.  In this view the Internet facilitates a degree of control and adaptation to social change in a rapidly changing global community.  

On the negative side there is a fear that the traditional boundaries of human identity, and the socially situated relationships and practices that sustain them, are ‘eroded’ or ‘liquified’ by the Internet and the technology that supports it.  In particular, sociology’s traditional understanding of human agency is derived from Max Weber’s work.  While there are many different views of agency that depart from Weber’s original formulation of what constitutes a ‘human act’, most still retain, as a criterion of it, the generic ability to formulate goals and tasks from within and towards objects in a socially derived ‘Lifeworld’ consisting of humans, their bodies and cognitive skills, their material culture, subordinate machines and technologies, and a system of communication.  

The concept of the erosion of human identity, and the traditional social supports of subjectivity, began in social theory with the work of Habermas (1987) and his contention that the human consumption of social media perpetrates a kind of ‘violence’ that fragments and weakens the ability of traditional social forms to sustain themselves and their identity-enhancing properties.  Bearing in mind that Habermas’s work is derived from Weber, the nature of the threat from social media, he argues, goes right to the core of what we understand by agency itself.  Underlying this is a fear of loss of localised embodied control and autonomy in human affairs. Indeed, more recent investigations of ‘virtual telepresence’ (Dreyfus, 2009) have hinted that, in gross irony, the Internet can be viewed as effecting the very disembodiment of the mind-body relation in contemporary practice that lay behind the error of Cartesian ‘cognitive centrism’ that held back our understanding of agency for several centuries.

With the arrival of ICTs, the Internet, intelligent shell systems for data retrieval, and other systems derived from early work in artificial intelligence (AI), the kind of technologies that now feature heavily in the Lifeworld are not those ‘subordinate’ forms envisaged by classical social theories of agency.  If social theory has lost a clear sense of agency in the wake of the Internet and ICTs, it can also be argued that Web applications, since the 1990s, though derived from AI sources that concerned themselves with questions of agency (cf. Warwick, 2012), have developed away from such concerns.  The development of parallel processing and distributed AI simply circumvented the need to focus on such things.

It is to the credit of current initiatives in the Webscience community to develop a discourse in which these questions might be raised productively.   The discourse at the intersection of sociology, social theory, Webscience, ICT studies has now become productive on the issue of agency, subjectivity and the supposedly dissolving boundaries between humans and non-subordinate machines.  In what follows I briefly examine two areas of this developing discourse that have a bearing on the question ‘does the Internet absorb human subjectivity and sociality?’ The two areas are socionics and social robotics’ studies .

Although originating from different theoretical and empirical foundations, each of these three approaches to Internet/ICT/human research to different degrees,

1. Find a problem focus in the social contexts in which human and ICT interact

2. Develop unresolved issues around the relation between embodiment and interpretational behaviour

3. Argue for a paradoxical boundary-dissolving dynamic process to theorise HCI 

4. Rely ultimately on a notional view of agency that both supports and seeks to transcend a simple two way model of practice consisting of ‘embodied’ and ‘reflective-interpretational’ activity.  

5. Do not enable us to distinguish qualitatively between technological resources extant before the rise of ICTs and the Internet and those associated with the latter.

Indeed, it is the advent of the ubiquity of the Internet and ICTs, and the questions to which these give rise, that now demands we disassemble our understanding of agency and question its core concepts.  If the fear associated with the corrosive properties (or cause for celebration of its facilitative properties) outlined in the sociologies of ‘flow’ and ‘liquid modernity’ makes any sense then we need to determine in what the flow consists at the point of HCI where embodiment and interpretation co-occur.  However, if we try to ask what lies between embodiment and hermeneutical activity, which is where the question posed by this paper takes us, we find that we quickly run out of intellectual resources.  As a first step we can ask, however, what kind of solution we are seeking.

Socionics

Socionics is a term coined by Thomas Malsch (2001) to refer to the ‘unnamable’ area marked out at the interconnection between sociology and distributed artificial intelligence.  This is in much the same way that ‘bionics’ marks out a similar kind of  territory.  Much of socionic work deals with traditional questions such as how AI modelling can help develop social theory and methods; and how social theoretical models might contribute to the development of AI.  However, a third area deals with

 “the social impact of hybrid artificial societies composed of both human beings and technical agents- with possibly far-reaching consequences for our own human self-image and our very existence as social beings." (Malsch, 2001: 156) 

In his assessment of just how far-reaching these consequences might be, Malsch turns to a consideration of the ‘uncontrollability’ of non-deterministic operational modes typical of distributed AI.  To be clear he insists that this is not a situation where a deterministic technology is simply inserted into a non-deterministic social order.  The advent of distributed AI produces a non-deterministic technology at play.  He refers to the “the autonomy of action” granted to technological artefacts using the examples of avatars and ‘assistant agents’.  Here the ‘intelligence’ associated with the agency of the artefact lay in the ability to ‘empathize’ “into the role of the user” (Malsch, 2001:176).  This ability is predicated on programmed social and cognitive skills.  The idea that such artefacts embedded in the ICT/Internet assemblage (or ‘hybrid community’ as he terms it) rests on the assumption that users (humans) and ‘software agents’ directly communicate and learn from each other.  

“An assistant agent which presorts its user’s e-mail or arranges appointments not so much a technical tool […] as a decision-maker which uses its own judgements to facilitate the daily routine of its user and yet at the same time follows its own priorities and interferes in the user’s affairs.” (ibid.:176)

For Malsch the Internet/ICT/human assemblage might constitute a reciprocal dynamic adaptation. However, he warns also that given the degree of ‘interpenetration’ implied by such a dynamic reciprocity has implications for maintaining social order in accordance with the principles of democratic society.

Socionics outlines a challenging set of issues, but its key warnings and sharpest insights take us from macro-social to micro-social and technological ‘frontiers’ of the Internet/ICT/human assemblage but does not provide the conceptual framework to unravel precisely what the ‘reciprocal adaptation’ of intelligent artefacts, machines and humans means, or in what it consists.  Precisely, in what does the ‘interpenetration’ of humans and machines consist?  Essentially, the conceptions of human and machine agency are not sufficiently developed beyond traditional social theory on the one hand and the metaphor of agency extended to the machine environment on the other.

Social Robotics

If socionics calls for more detailed attention to the character of human-machine interpenetration and reciprocity, then to a large extent this seems to have been answered by recent empirical work in social robotics (e.g. Turkle, 2006; Alac, 2009; Alac et al, 2011).  Robots might be thought to be primarily designed to be autonomous and co-present with human actors in clearly historically situated social contexts.  However, in principle they can be as ‘distributed’ as any multi-agent system that Malsch discusses.  Furthermore, we have seen in recent years the development and popular consumption of Internet-linked robots such as LEGO NXT 2.0™ and the Meccano Wifi Spykee™ which enable multi-agents and agential artefacts to be connected via the Internet.

Alac (2009) and Alac et al (2011) have conducted a series of studies based on, but not tied to, conversation analysis between humans and robots in social settings defined as extended laboratory preparations such as a design lab for developing human-like movement in an android; and in educational settings where young children are invited to interact with a humanoid robot.  These studies seek to move away from a simple social constructionism whereby the ‘social’ element of the setting is on the side of the human actors and the technology is merely the passive object of discourse.  

The relevance of social robotics to the current argument is that the laboratory preparations described by Alac and colleagues lead us into the way in which the analysis of the android design process and the educational robot’s responsivity ‘co-construct’ the dynamics of their respective settings.  Alac has much more to say about the peculiar ‘zone’ comprising the human/machine/programme assemblage.  Alac et al take us much further beyond the rather more simplistic and notional ‘boundaries’ constituting human subjectivity, embodiment and technological objectivity we find in more traditional social agency theories.  Part of the strategy is to view the human and non-human participants and features of the setting as all subordinate to the overall goals of their relevant activities.  Thus, any goal, and the assessment of its achievement, is not in the exclusive ownership of the human actors.  

The theoretical hinterland of Alac et al’s work is drawn from Polanyi (1958), Merleau-Ponty (1962) and Heidegger (1962) [all cited in Alac et al].  Now a common strategy in social studies of technological practice, the theorization of how bodies and technologies relate use these phenomenological frameworks to show how a human might “dwell within” an artefact.  With simple tool technologies phenomenologists famously demonstrated how skilful human practical activity with tools and bodily extensions or prostheses extend subjectivity through the tool.  Heidegger famously discusses his hammer which to him became embodied and ‘transparent’.  When using it he directly sensed the penetrability and yield of different types of wood.  When driving my car I am not conscious of the steering wheel, the car itself is transparent, what I am directly aware of is the quality of the driving road surface (bumpy, smooth etc.); I become aware of the steering wheel as a non-transparent feature of my world that requires not embodied practice, but some ‘reflective effort’, under say icy conditions.  (see Vass, 1993; 2008).

This phenomenological insight into technologically extended embodied subjectivity is very important to the set of issues presented so far.  Firstly, techno-bodily extendibility suggests a plausible mechanism by which subjectivity may ‘flow out’ of human actors (Urry, 2000), and if insufficient care is taken of it then we can imagine an impoverishment of the ‘remaindered’ human social relations where relatively ‘de-subjectified’ human bodies are located (Vass, 2008) analogous to the erosion of social life feared by Habermas (1987).  Secondly, theorisations of simple technological practices such as driving and hammering look like they can be analytically extended to the Internet/robotic agency and so answer the original questions posed in this paper.

However, how far can a phenomenological theoretical framework linked to a Conversation Analysis methodology take us into the ‘hot zone’ where Internet or device meets human users?  Alac et al’s work demonstrates convincingly that, for example, in an android design setting where a novice programmer, an android, a computer and a senior designer are working to develop human-like movements in the android, a human body can become co-opted by the machine and its links.  The orientation provided by the senior designer’s instructions to the novice provides a ‘reflective’ or ‘hermeneutical’ action with regard to the design process.  But the designer’s body becomes a transparent tool or instrument of the activity carried out between novice and android.  

Issues

Despite the undoubted ingenuity of this research we must ask if more recent research approaches like this develop any further beyond some of the impasses of the socionics’ agenda.  The answer is that the latest research processes open up more clearly the nature of the task facing us in understanding the ‘hot zone’ where Internet/ICT/human lose boundaries and ‘meld’.  But at the same time old boundaries are being re-constituted in the research frameworks themselves.  The frameworks indicated in this paper, while imaginatively using current theories of embodiment, continue to reproduce the very earliest model of the dualistic structure of activity.  Since Weber, the dominant model of agency has deployed a two-part view of action as embodied, serially ordered skilled activity on the one hand, in dialogic relation with reflective, cognitive or hermeneutical action on the other.  

The question ‘does the Internet absorb human subjectivity and sociality?’ looks like it can be answered by approaches that emphasise embodiment, and the flows of subjectivity out of their human social settings of origin through tools, instruments and machines and therefore other ‘places’ that enable control.  The research cited above shows the dynamism of the assemblages within the research setting, but can it really say what happens between embodiment (however constituted with bodies and ICTs) and reflection?  The answer is no.  Our understanding of the hot zone is not at a level of analysis that permits the boundary between embodiment and hermeneutical activity to be breached.  There is clearly a need now for a revised social theory of agency to be constructed in the light of the Internet.  

The impasse that we currently have is notably expressed in Scott Lash’s (2002) work on the Critique of Information.  Lash was a key social theorist who developed the concept of stable human structures giving way to social orders based on flows.  The flow of information and the rise if the Internet and ICT technology was key to his thesis.  Yet, even in this later work his concept of flow literally stops flowing at the human-computer interface. He cannot imagine the ‘hot zone’ beyond this boundary point.  The reason for this, I contend, is that our theoretical frameworks and their methodological counterparts are still operating with a too simplistic notion of the key parts of the agency dynamic.  There is a call here for a revised model.
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