Predicting Directed Links using Nondiagonal Matrix Decompositions
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Abstract—We present a method for trust prediction based on nondiagonal decompositions of the asymmetric adjacency matrix of a directed network. The method we propose is based on a nondiagonal decomposition into directed components (DEDICOM), which we use to learn the coefficients of a matrix polynomial of the network’s adjacency matrix. We show that our method can be used to compute better low-rank approximations to a polynomial of a network’s adjacency matrix than using the singular value decomposition, and that a higher precision can be achieved at the task of predicting directed links than by undirected or bipartite methods.
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I. INTRODUCTION

In online social networks, a trust relationship is a unidirectional connection between two persons that denotes the trust of one person in another. Trust relationships are found for instance on dedicated sites such as the product rating site Epinions [1]. In trust networks, a commonly studied problem is the problem of trust prediction. From a machine learning perspective, the trust prediction problem is a link prediction problem on a social graph with directed edges. The classical link prediction problem, as studied for instance in [2] applies to undirected networks. Instead, what needs to be addressed in social recommender systems is the directed link prediction problem. To do that, we will use spectral graph theory and consider decompositions of that matrix.

While network mining for undirected networks is a well-developed area, the same cannot be said of directed networks. For instance, the directed link prediction problem is itself rarely addressed, let alone using algebraic methods. Thus, our contribution in this paper is a structural trust prediction algorithm, based on a little-known family of matrix decompositions, the decomposition into directed components (DEDICOM), which we combine with a novel technique to learn a trust prediction function, and show that the resulting trust predictions outperform other structural trust prediction methods. Our evaluation is performed on five trust network datasets.

II. BACKGROUND

A directed network consists of vertices connected by edges. We denote a directed network as $G = (V, E)$ where $V$ is the set of vertices and $E$ is the set of directed edges. An edge connecting the vertices $i, j \in V$ will be denoted $(i, j)$. A trust network is then a directed network in which nodes are persons and edges represent a trust relationship.

A major method for solving the link prediction problem is by representing a network as a matrix, which is then manipulated to compute link prediction values. Algebraic graph theory uses (among others) the adjacency matrix $A$ to study a graph, defined as $A_{ij} = 1$ when $(i, j)$ is an edge and $A_{ij} = 0$ otherwise. In the general case of undirected networks, the adjacency matrix $A$ is symmetric, and we can consider its eigenvalue decomposition $A = U \Lambda U^T$, in which $U$ is an orthogonal matrix and $\Lambda$ is a diagonal matrix. The reason one often considers the eigenvalue decomposition of the adjacency matrix is that allows to compute a power of the adjacency matrix as $A^k = U \Lambda^k U^T$, which can be used to define trust prediction methods such as triangle closing, rank reduction, the matrix exponential and the Neumann kernel. This useful property is not found in other decomposition such as nonnegative matrix factorization and probabilistic latent semantic analysis.

A. Symmetric Case

If, in a given directed network with adjacency matrix $A$, edge directions are not important, we may map the network to an undirected network. The resulting graph is undirected and its adjacency matrix equals $A + A^T$. This new adjacency matrix is normal and thus has the eigenvalue decomposition $A + A^T = U \Lambda U^T$, in which the matrix $\Lambda$ is diagonal and $U$ is orthogonal. Many link prediction functions can be constructed from the eigenvalue decomposition using so-called spectral transformations [3]. Given the eigenvalue decomposition $A = U \Lambda U^T$, a spectral transformation of $A$ is a function $f$ that can be written as $f(A) = U f(\Lambda) U^T$, such as the matrix exponential $e^A$. In particular, any power sum $p(A)$ can be written as

$$p(A) = p(U \Lambda U^T) = U p(\Lambda) U^T.$$  

This can be exploited to learn a link prediction function $p$ using curve fitting [3]. Taking the set of edges in a network, we split it into two disjoint sets. The first set represents known edges, and the second set represents edges that we want to predict. Let both edge sets be represented by the adjacency matrices $A$ and $B$. We now want to find a power
sum \( p \) mapping \( A \) to \( B \). Using the eigenvalue decomposition \( A = U \Lambda U^T \), we can write \( p(A) = p(UAU^T) \). Since for every \( k \) we can write \( A^k = (UAU^T)^k = U \Lambda^k U^T \), it follows that \( p(A) = U p(\Lambda) U^T \) and finally
\[
p(\Lambda) = U^T B U.
\]
Since \( p(\Lambda) \) is necessarily a diagonal matrix we can ignore the nondiagonal entries of \( U^T B U \). Therefore, a good power sum \( p \) is one that maps the eigenvalues \( \Lambda_{kk} \) to the diagonal elements \( (U^T B U)_{kk} \). Finding such a \( p \) is a one-dimensional curve fitting problem whose size equals the rank of the eigenvalue decomposition, and can thus be solved efficiently.

### B. Bipartite Case

The bipartite double cover of a directed graph is an undirected bipartite graph that has twice as many nodes and the same number of edges as the directed graph.

Formally, the directed graph \( G = (V, E) \) has the bipartite double cover \( H = (V \times \{1\} \cup V \times \{2\}, F) \) such that
\[
F = \{(i, 1), (j, 2) \mid (i, j) \in E\}.
\]

If \( A \) is the adjacency matrix of \( G \), then
\[
\text{bip}(A) = \begin{bmatrix} \Lambda^T & A \end{bmatrix}
\]
is the adjacency matrix of \( H \). We can interpret \( A \) as the biadjacency matrix of a bipartite graph whose adjacency matrix is \( \text{bip}(A) \). The eigenvalue decomposition of \( \text{bip}(A) \) is then equivalent to the singular value decomposition of \( A \). Given the singular value decomposition \( A = U \Sigma V^T \), the eigenvalue decomposition of \( \text{bip}(A) \) is given by
\[
\text{bip}(A) = \begin{bmatrix} \tilde{U} & \tilde{U} \\ \tilde{V} & -\tilde{V} \end{bmatrix} \begin{bmatrix} +\Sigma & -\Sigma \\ -\Sigma & +\Sigma \end{bmatrix} \begin{bmatrix} \tilde{U} & \tilde{U} \\ \tilde{V} & -\tilde{V} \end{bmatrix}^T,
\]

with \( \tilde{U} = U/\sqrt{2} \) and \( \tilde{V} = V/\sqrt{2} \). In this decomposition, each singular value \( \sigma \) corresponds to the eigenvalue pair \( \pm\sigma \). Odd powers of \( \text{bip}(A) \) then have the form
\[
\text{bip}(A)_{2k+1} = (A^T A)^k A^T,
\]

where the alternating power \( (A^T A)^k A \) can be explained by the fact that in the bipartite double cover, a path will follow edges from one vertex set to the other in alternating directions. The same learning method as for the eigenvalue decomposition can be used with the singular value decomposition of the asymmetric matrix \( A \). However, it will not find power sums but instead alternating power sums \([4]\). For instance taking the cube of the singular values in the decomposition \( A = U \Sigma V^T \) leads to the following alternating power of \( A \): \( U \Sigma^3 V^T = A A^T A \), which can be interpreted as the act of following an edge in the forward direction, then following an edge in the backward direction, and the following an edge in the forward direction again. In this way, every odd power series applied to the singular values gives the corresponding alternating power of the adjacency matrix. Thus, instead of using the matrix exponential, one may instead use its odd component, the hyperbolic sine \([4]\).

### III. Related Asymmetric Matrix Decompositions

To compute link prediction functions of the asymmetric adjacency matrix \( A \), the methods described in the previous section cannot be applied because they either ignore the direction of edges or reduce the network to its bipartite double cover. Instead, this section reviews simple but ultimately ineffective methods for achieving this: Direct computations of link prediction functions and nonorthogonal eigenvalue decompositions, including personalized PageRank. An effective method for computing link prediction functions of the asymmetric adjacency matrix is given in the next section.

#### A. Direct Computation of the Matrix Exponential

Instead of using matrix decompositions, we may think of computing a link prediction function directly. For instance, since the matrix exponential is a valid link prediction function, we may try to compute it directly. An overview of methods for achieving this is given in \([5]\). In short, the known methods are not scalable to large, sparse matrices, since the exponential will be dense. Therefore, any scalable computation of the matrix exponential must result in a low-rank or otherwise compressed form. According to the state of the art in the cited paper, this can only be achieved by actually computing a matrix decomposition.

#### B. Nonorthogonal Eigenvalue Decomposition

The adjacency matrix \( A \) of an undirected graph is not symmetric in the general case, and therefore the normal eigenvalue decomposition \( A = U \Lambda U^T \) is not guaranteed to exist. However, as long as \( A \) is diagonalizable, we can write \( A = U A U^{-1} \), in which \( U \) is a matrix whose columns have unit norm (but are not necessarily orthogonal) and \( \Lambda \) contains complex eigenvalues.

This model works well as long as the asymmetric matrix \( A \) is diagonalizable. In practice, this is not the case. For instance, if a network is acyclic, then all the eigenvalues of \( A \) are zero, and the eigenvalue decomposition is not defined. Even though networks such as scientific citation networks are not acyclic, because pairs of papers may cite each other. However, the networks are almost acyclic, and accordingly their eigenvalues are small and their eigenvalue decomposition cannot be used. Another problem with the nonorthogonal eigenvalue decomposition is complex eigenvalues. Because they are complex, it is hard to find a spectral transformation mapping them to new, real eigenvalues, since
all usual link prediction functions map complex values to complex values. Thus, while the nonorthogonal eigenvalue decomposition can be used in theory to compute spectral transformations of directed matrices, this works badly in practice.

C. Personalized PageRank

A personalized variant of PageRank can be defined that gives, for each pair of nodes in a directed network, a score which can be used for link prediction [6]. Using the diagonal degree matrix $D$ defined as $D_{ii} = \sum_j A_{ij}$, we can define the right-stochastic transition probability matrix as $P = D^{-1}A$ to give the trust prediction function

$$(I - \beta P)^{-1} = P + \beta P + \beta^2 P^2 + \ldots$$

with $0 < \beta < 1$. To compute this power sum, we now have the same problem as with the computation of power sums of $A$ itself. Since the matrix $P$ is not symmetric, its eigenvalue decompositions is complex in the general case, and is not suited for the computation of matrix powers.

IV. Proposed Method

We now present our new method for predicting directed links in trust networks. Our method is based on DEDICOM, a decomposition type of asymmetric matrices, and adds to it a novel way of learning a transformation of it that can be used for link prediction. DEDICOM (Decomposition into Directed Components [7]) refers to a class of matrix decompositions of the form $A = UXU^T$ in which the matrix $U$ is orthogonal and the matrix $X$ is not necessarily diagonal. The idea behind DEDICOM is to map all asymmetry of $A$ into the central matrix $X$, and leave the outer factors $U$ and $U^T$ symmetric in the decomposition. This has the advantage that powers of $A$ can be computed easily. Note also that if a decomposition $A = YXY^T$ is given in which $Y$ is not orthogonal, it can be transformed to orthogonal form by using the QR decomposition $Y = QR$, giving $A = Q(RXR^T)Q^T$, which is in the desired form. DEDICOM was originally developed in 1979 to study directed relations in social groups [7]. Individual DEDICOM algorithms are described in [8], [9], [10].

A. Computation of DEDICOM

Unlike eigenvalue problems, there is no single simple algorithm for DEDICOM that returns a globally optimal result. Instead, several algorithms are used in the literature, each giving different results that are local optima to the underlying optimization problem.

A useful property of the singular value decomposition is that a truncation of it gives the best possible rank-$r$ approximation to the original matrix for all $r$. Let $A \in \mathbb{R}^{n \times n}$ be the asymmetric adjacency matrix of a directed graph, and $A = U\Sigma V^T$ its singular value decomposition. The following problem seeks a rank-$r$ approximation of $A$:

$$\min_{X,Y \in \mathbb{R}^{n \times r}} ||A - XY^T||_F$$

An optimal solution to this problem is given by

$$X = U_1:r \Sigma_1:r r_1:r, \quad Y = V_1:r_1:r.$$  

The ordering of the singular values in $\Sigma$ must be chosen such that the largest singular values are kept, to give the best rank-$r$ approximation. On the other hand, decompositions into directed components are not as well-behaved. In fact, a full-rank DEDICOM can be trivially written as

$$A = UXU^T, \quad X = \Sigma V^T U,$$

in which $A = U\Sigma V^T$ is the singular value decomposition of $A$, i.e., a decomposition such that $U$ and $V$ are orthogonal matrices and $\Sigma$ is a diagonal matrix. This construction suggests that a DEDICOM can be computed based on the singular value decomposition. However, a truncation of this decomposition is not the best rank-$r$ approximation to $A$, because in the general case we have the inequality

$$\Sigma_{1:r} V_{1:r} U_{1:r} \neq (\Sigma V^T U)_{1:r}.$$  

This is true because we can split the right into the sum

$$(\Sigma V^T U)_{1:r} = \Sigma_1:r + (V^T U)_{1:r} + \Sigma_{1:r+1:n} (V^T U)_{(r+1):n 1:r},$$  

whose right side is not zero in the general case. In fact, since the central matrix $X$ is not diagonal, it is not even evident which of the latent dimensions should be kept. For these reasons, decompositions into directed components must be computed for individual values of $r$ separately.

Left and Right Closed-form Solutions: Approximate solutions to DEDICOM can be obtained from the rank-$r$ singular value decomposition $A = U\Sigma V^T$ [7]:

$$A = U(\Sigma V^T U)U^T, \quad A = V(\Sigma V^T U)V^T.$$  

We will call these the left and right closed-form DEDICOMs (LEFT and RIGHT).

Symmetric Closed-form Solution: A closed-form solution is given by first computing the rank-$r$ singular value decomposition $A = U\Sigma V^T$, and then computing the rank-$r$ eigenvalue decomposition of the following symmetric matrix [7]:

$$U\Sigma U^T + V\Sigma V^T = Q\Lambda Q^T.$$  

The matrix $Q$ is then used to construct a decomposition into directed components:

$$A = QXQ^T, \quad X = Q^T AQ.$$  

We will call this the symmetric closed-form solution (CLO), because it is based on the symmetric eigenvalue decomposition.
Iterative Solution: Given a matrix $A \in \mathbb{R}^{n \times n}$ and a rank $1 \leq r \leq n$, an optimal decomposition into directed components is given by solutions to the following minimization problem.

$$\min_{U \in \mathbb{R}^{n \times r}, X \in \mathbb{R}^{r \times r}} \|A - UXU^T\|_F$$

This problem can be solved in various ways using iterative algorithms [7], [8], [9]. These algorithms are in alternating least-squares form, i.e. they choose a $U$ and a $X$ and then alternatively find a new $U$ and a new $X$ that minimizes the Frobenius norm.

In our method, we used the algorithm described in [8], as given in Algorithm 1. In this algorithm, $\text{svd}(A)$ returns the rank-$r$ singular value decomposition of $A$, and $\text{qr}(U)$ orthogonalizes the columns of $U$. The term $2a\|D\|_F U$ can be omitted to give faster convergence, although the resulting iteration is not guaranteed to converge monotonically anymore. In practice, we found that omitting the term did not make convergence faster. Therefore, all subsequent tests are computed with the term. The precision parameter $\varepsilon$ determines the precision of the computed decomposition. We used $\varepsilon = 10^{-7}$ in our experiments.

Algorithm 1: The iterative algorithm (ITER) to compute the decomposition into directed components.

**Input:** matrix $A \in \mathbb{R}^{n \times n}$, rank $1 \leq r < n$
**Output:** matrices $U \in \mathbb{R}^{n \times r}, X \in \mathbb{R}^{r \times r}$

1. $U, D, V \leftarrow \text{svd}(A, r)$
2. $a \leftarrow D_{1:1}$
3. repeat
4. $U \leftarrow AUU^T A^T U + A^T UU^T A U + 2a\|D\|_F U$
5. $U \leftarrow \text{qr}(U)$
6. $D' \leftarrow D$
7. $D \leftarrow U^T A U$
8. until $\|D - D'\|_F \leq \varepsilon / n$

B. Nondiagonal Spectral Transformations

In the case of the eigenvalue and singular value decompositions, we have seen that spectral transformations can be learned by curve fitting. In the case of the nonorthogonal eigenvalue decomposition $A = U A U^{-1}$ we can use the same technique to learn a power series. In this case however, eigenvalues are complex and special care must be taken.

A given decomposition into directed components $A = U X U^T$ can be used to compute a power series $p$ of $A$ as $p(A) = U p(X) U^T.$ Here, $X$ is a full $r \times r$ matrix. For the values of $r$ for which a DEDICOM can reasonably computed (< 100), any power series such as the exponential of $X$ can be easily computed. In order to learn an optimal function $p(A)$, we must thus solve $p(X) = U^T B U$. Since $X$ is not diagonal, the problem does not reduce to a one-dimensional curve fitting problem. As a solution, we propose the following method.

Our method can be applied to learn a polynomial $p$, and does not generalize to other power series such as the matrix exponential. Let the polynomial $p$ have degree $d$ with coefficients $a_i$:

$$p(X) = a_0 I + a_1 X + a_2 X^2 + \ldots + a_d X^d$$

Thus we have

$$a_0 I + a_1 X + a_2 X^2 + \ldots + a_d X^d = U^T B U.$$ 

In vectorized form, we get the linear system

$$[a_0 a_1 \ldots a_d] \begin{bmatrix} \text{vec}(I) \\ \text{vec}(X) \\ \ldots \\ \text{vec}(X^d) \end{bmatrix} = \text{vec}(U^T B U),$$

in which $\text{vec}(X)$ transforms the matrix $X$ into a row vector. Since the powers of $X$ and $U^T B U$ are known, this is a linear system of $n^2$ equations and $d + 1$ variables. This system is over-specified, and can be solved using the usual methods for systems of linear equations. In analogy with the diagonal case, we can find the best weights $a_k$ by solving the following minimization problem:

$$\min_{a \in \mathbb{R}^{[0, \ldots, d]}} \left\| \sum_{k=0}^d a_k X^k - U^T B U \right\|_F$$

The result are the weights $a_k$ of a link prediction function.

V. Evaluation

Table I gives the list of link prediction functions we use in the evaluations. We use the networks given in Table II for evaluation. All networks are available at konect.uni-koblenz.de.

A. Approximation of Prediction Functions

As mentioned before, the best rank-$r$ approximation to a given matrix is given by a truncation of its singular value decomposition. In this regard the singular value decomposition is optimal. However, finding low-rank approximations of a network’s adjacency matrix is not a typical task. Instead, a typical task is to compute functions of the adjacency matrix to predict links, given by power series of the adjacency matrix, such as the matrix exponential. If we now evaluate various matrix decompositions at the task of
approximating the exponential of a given matrix, we find that the DEDICOMs perform better than the singular value decomposition. Assume that we want to approximate a link that the DEDICOMs perform better than the singular value approximating the exponential of a given matrix, we find are thus solving gives the best approximation to \( A \) in Table I. As expected the singular value decomposition adjacency matrix of Advogato for the decompositions given on the approximation to a graph kernel of the asymmetric use them both. Figure 1 shows the root mean squared error DEDICOM-type decompositions are of this type, we may since the nonorthogonal eigenvalue decomposition and the singular value decomposition coincide, and \( A \) is symmetric, the eigenvalue decomposition of \( A \) and therefore a solution to Equation (1) is given by \[
X = U e^{\alpha A}, \quad Y = U.
\]
If \( A \) is asymmetric however the two decompositions do not coincide. The reason for this is that it is wrong in the general case that \( e^A = U e^{\Sigma V^T} \) when \( A = U \Sigma V^T \) is the singular value decomposition of \( A \). Instead, we must look for decompositions of the form \( A = UXU^{-1} \). Since the nonorthogonal eigenvalue decomposition and the DEDICOM-type decompositions are of this type, we may use them both. Figure 1 shows the root mean squared error on the approximation to a graph kernel of the asymmetric adjacency matrix of Advogato for the decompositions given in Table I. As expected the singular value decomposition gives the best approximation to \( A \) itself. For the exponential of \( A \) however, the singular value decomposition is very imprecise and the other decompositions are better. The smallest error is achieved by the iterative DEDICOM.

### B. Trust Prediction

We evaluate the performance of our method on the task of trust prediction. Given a directed trust network, the task we are implementing is to predict which directed edges will be added in the future. Given a directed trust network \( G = (V, E) \), we split its edge set \( E \) into a training set \( E_{\text{training}} \) and a test set \( E_{\text{test}} \). Then, we compute the largest weakly connected component in the training set. All nodes that are not in it are then removed from both the training and the test set. The training set is then split into a source \( E_{\text{source}} \) and a target set \( E_{\text{target}} \) of edges, which are used to learn the different link prediction functions. When the edges in the networks have known arrival times, we compute the split such that the source set contains edge arrived earlier than the target set, and both of these arrived earlier than the test set.

For networks that are unweighted, we augment the test set by a set of vertex pairs \((i, j)\) for which \((i, j)\) is not an edge. As a comparison with non-spectral methods, we include preferential attachment and the friend of a friend count. Let \( d_{\text{in}}(i) \) and \( d_{\text{out}}(i) \) be the indegree and outdegree of vertex \( i \). Then, the preferential attachment prediction score for the vertex pair \((i, j)\) is given by \( d_{\text{out}}(i)d_{\text{in}}(j) \). The friend of a friend count is defined as the number of directed paths of length two between any two nodes.

The other methods are based on matrix decompositions. Let \( U Y V^T \) be one of the matrix decompositions given in Table I, in which \( U \) may be equal to \( V \). Then predictions using the corresponding method are computed as \( U \beta(Y) V^T \). In the case of the nonorthogonal eigenvalue decomposition (COMP), we use the real part of the resulting complex prediction values. For the decompositions SYM, SVD, COMP, we use the method described in [3] to learn a polynomial. For personalized PageRank (PPR), we use the spectral transformation \((1 - \beta \lambda)^{-1} \lambda \), using the method of [3] to learn \( \beta \). For the DEDICOM methods, we use the method described in Section IV-B. The link prediction accuracy is
measured using the average precision in the following way. We sort all vertex pairs \((i, j)\) in the test set by decreasing link prediction scores, and then compute the average precision, based on whether a pair \((i, j)\) represents an edge or a non-edge. The results of the evaluation are given in Table III.

1) Discussion: As expected, the naive methods LEFT and RIGHT do not perform well. The closed-form method CLO and the iterative solution ITER both perform well for different trust datasets. For the Slashdot network, the symmetric eigenvalue decomposition SYM performs better, indicating that Slashdot is more a friendship network than a trust network. The complex eigenvalue decompositions (COMP and PPR) do not give accurate results in any network. We interpret this as being due to the complex value of the eigenvalues, which cannot be accurately mapped to other complex values. There are exceptions to these observations: In the Twitter network, the singular value decomposition SVD works better. We interpret this as an indication that the Twitter follower graph has a rather bipartite structure. This is in line with previous results describing Twitter as news media rather than a social network [17].

2) Other Network Types: In addition to trust networks, two other important types of directed networks exist: citation networks and communication networks. In citation networks such as DBLP, the bipartite approach is best. In communication networks such as Slashdot, the symmetric approach is best. An explanation of why DEDICOM works in trust networks and not in citation and communication networks is that trust networks display actual directed transitivity in their edge structure. On the other hand, citation networks follow the co-citation models, which leads to a bipartite structure, and communication networks are essentially symmetric. A conclusion of these results is that we are able to recommend our method for link prediction in trust networks. The resulting trust prediction algorithm gives better prediction values that either the symmetric, bipartite or complex variant.
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