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Abstract. The Banzhaf index is a well known and widely used index for measuring the power a player has in a voting game.
However, the problem of computing this index is computationally hard. To overcome this problem, a number of approximation
methods were developed for one majority voting games. While it may be possible to extend some of these to k-majority games
(which are generalized versions of one majority games), to date, there has been no performance analysis of these methods in the
context of the Banzhaf index for k-majority games. In this paper, we fill this gap, by first presenting an approximation method
for the Banzhaf index for k-majority games. This is a heuristic method that uses randomization to estimate an approximate.
We then show that this method is computationally feasible. Finally, we evaluate its performance by analyzing its error of
approximation, and show how the error varies with k. Specifically, we show that the average percentage error increases from
15% for games with £ = 1 to 30% for games with k = 5.
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1. Introduction

Coalition formation is a key form of interaction in multi-agent systems. It is the process of joining
together two or more agents so as to achieve goals that individuals on their own cannot, or to achieve
them more efficiently [25]. Often, in such situations, there is more than one possible way in which agents
can from coalitions. Given this, the agents/players must decide upon the following:

D1: who to form a coalition with, and
D2: how to split the gains of cooperation between the members of a coalition.

In more detail, there will generally be many possible ways in which the agents can form coalitions.
Moreover, which goals a coalition can achieve and how efficiently it can achieve them depends on the
members that make up the coalition. Also, different agents may have different preferences for different
goals. So each agent will want to join a coalition that is most beneficial to it. Given this, D1 is a crucial
decision that an agent must make. Once a coalition is formed, the agents within it must decide upon D2,
i.e., how they will split the joint gains between themselves.

In this context, cooperative game theory offers a number of solutions for the problems D1 and D2.
Specifically, for D1, there are solutions such as core and kernel [25]. These solutions ensure that coali-
tions are stable, i.e., members (neither individuals nor subgroups) of a coalition do not have any incentive
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to break away from the coalition to join another one. For the problem D2, there are solutions such as
Shapley value [34,35] and Banzhaf index [3].

In order to use these solutions, a multi-agent interaction must first be represented as a coalitional
game. A number of multi-agent systems researchers have used these games to model coalition formation.
Examples for this include [7,12,32,33,36,37]. Once an interaction is represented as a coalitional game,
it then becomes possible to apply game-theoretic solution concepts to them. However, in the context
of multi-agent systems, the application of these solution concepts is not always straightforward. This is
because it is computationally hard to find the game-theoretic solutions [9,30]. Therefore, a key issue, in
the context of multi-agent systems, is to address the computational aspects of game-theoretic solutions.

In more detail, there are different forms of coalitional games [25]. A particular form of succinctly
representable ones are weighted voting games. Although these games can be represented succinctly, the
solutions to these games are hard to compute. Before we look at these solutions, let us first see what
weighted voting games are. A weighted voting game is one in which each player is given a numeric
weight, and a coalition takes the value 1 (i.e., is a winning coalition) if the sum of its weights exceeds a
particular quota, and takes the value O (i.e., is a losing coalition) otherwise.

Weighted voting games are widely used in practice. For example, the voting system in the UK is
a weighted voting game, and so is the voting system in the European Union [4]. In such games, the
degree to which a player can influence the outcome of voting depends on the player’s weights. This
influence, also known as a player’s voting power, is measured in terms of a power index. Although a
player’s power index is, in general, defined in terms of the weights, there are different ways of defining
this power [15]. Amongst these, the most widely used ones ones include the Shapley value [34,35] and
the Banzhaf index [3]. These two indices differ in terms of the way in which the index is computed:
the Shapley value considers the ‘order’ in which the players join a coalition while the Banzhaf index
does not. However, from a computational perspective, they are similar: for a given voting game, the
problem of computing both is a #P-complete [9,30] problem. Roughly speaking, #P-complete problems
are a class of problems that, although nobody has been able to prove it, seem intractable'. Thus, it is
practically infeasible to try to compute the Shapley value/Banzhaf index for these games.

Hence, in order to overcome this computational complexity a number of approximation methods have
been proposed (see Section 6 for details). These include the Monte Carlo simulation method [23], the
multi-linear extension (MLE) method [26,27], the modified MLE method [21], the random permutation
method [40], and the randomized approximation methods [2,13]. These methods are mostly for one
majority voting games.

While it may be possible to extend some of these to k-majority games (which are generalized ver-
sions of one majority games), to date, there has been no performance analysis of these methods in the
context of the Banzhaf index for k-majority games. In this paper, we fill this gap by first presenting
an approximation method for the Banzhaf index for k-majority games. This is a heuristic method that
uses randomization to estimate an approximate. We then show that, for a game with n players, the time
complexity of this method is O(kn?2¥). Finally, we evaluate its performance by analyzing its error of
approximation, and show how the error varies with k. Specifically, we show that the average percentage
error increases from 15% for games with £ = 1 to 30% for games with k = 5.

The results of this research are significant not only in the context of coalition formation, but are
also equally important in other contexts such as multi-party negotiations. To date, research in coalition

L A problem is said to be intractable if it takes unreasonably long to solve it. This is the case, for example, if the time taken
to solve it increases exponentially in the size of the input to the problem.
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formation and multi-party negotiation has largely progressed independently of each other. However,
there is a strong link between these two lines of research [29]: in the context of multi-party negotiation,
the decision making problem D1 corresponds to the search for a negotiation partner and D2 corresponds
to the development of a negotiated agreement. Also, [17] shows that the notion of a player’s power index?
for a coalitional game is closely related to the notion of the player’s utility in a multi-party negotiation
involving the N players. Specifically, the former is directly proportional to the latter. In other words, the
higher a player’s Shapley value/Banzhaf index, the higher its utility in the multi-party negotiation. Thus,
by computing the Banzhaf index for a coalitional game we get an indication of the player’s utilities from
negotiation.

There are a number of other applications of these power indices. These include analysis of voting
structures of several bodies such as European Union Council of Ministers, and the International Mone-
tary Fund [20,22]. Another application of power indices is cost sharing schemes [39]. Apart from this,
voting games find application in number of multi-agent settings. For example, consider a computational
grid environment in which a set of limited resources must be allocated to-a subset of agents that compete
for them. A key decision in such a setting is to decide what set of resources to make available on the
grid. Assume we are considering whether or not to introduce a new resource R. This decision depends on
the agents’ requirements for R: some agents may benefit fromits introduction while others may not. In
such a scenario, different agents have different preferences for R and they must find a way of resolving
these differences. In such a context, a weighted voting game allows agents to resolve these differences
and reach an agreement on whether or not to introduce R. In a situation like this, a player would want to
know how much power it has in influencing the outcome of voting and would therefore need to compute
its Banzhaf index.

Yet another domain where the Banzhaf index could be used is in resource allocation in multi-agent
systems. In such scenarios, there are limited resources available and many agents contending for them.
In this context, the Banzhaf index can be used as-an indication of the individual agent’s shares of the
available resources.

Although the Banzhaf index has the potential to be used across this wide spectrum of application
domains, in reality, its use is not straightforward because of the complexity involved in computing it. By
presenting a computationally feasible approximation method, this paper adds a practical dimension to
the Banzhaf index and facilitates its use in multi-agent encounters.

The rest of the paper is organised as follows. Section 2 provides the background to voting games and
power indices. In Section 3 we present our approximation method. Section 4 (Section 5) provides an
analysis of the standard error (relative error) of approximation. Secion 6 discusses related literature and
Section 7 concludes.

2. Background

We define the following terms: coalitional game, weighted voting game (the two forms of weighted
voting games i.e., one-majority and k-majority games), and the Banzhaf index.

2For a coalitional game, a player’s ‘power index’ is a measure of how much power it has in influencing the outcome of the
game [15]. The Shapley value and the Banzhaf index are two ways of measuring this power.
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2.1. Coalitional game

A coalitional game (N, v), consists of [25]:

1. afinite set, N = {1,2,...,n} of n players, and

2. a function, v, that associates with every non-empty subset .S of IV (i.e., a coalition) a non-negative
real number v(S) that indicates its worth. The domain for v is the set of all possible subsets of N
and the range is the set of all non-negative real numbers.

For each coalition S, v(.S) is the total payoff that is available for division among the members of S.
2.2. Weighted one-majority voting game

For the players in N, let w; denote the weight for player i. Also let ¢ € R denote a real number, and
letw(S) = 3, g w; for any coalition S. Here, ¢ is the quota of the game. Then, a weighted one-majority
voting game is a game (N, v) such that [25]:

U(S):{l ifw(S) > ¢

0 otherwise

This game is denoted as (q; w1, . .., wy). A coalition with value zero is called a ‘losing coalition’ and
with value one a ‘winning coalition’.
A special case of such games is a simple majority voting game. For such games, each player has unit

weight and the quota is PN‘TJﬂ . There are a number of real-world applications of the simple majority

voting game such as the electoral process used in the UK and many other countries.
2.3. Weighted k-majority voting game

These are generalized versions of one-majority. games and are defined as follows [4]. For the set of
n players, a weighted k-majority game (denoted®w; A ... A vy) is a game where the tth (1 < t < k)
component v; = {q';wh, ... w!) is a one-majority voting game. The value function for the k-majority

game is defined as follows:

1 ifw'(S) > ¢ for1 <t <k
(i A Avk)(S) = {0 other(wi)se \
where w!(S) = Yics w. Thus, in-a k-majority game there are k different one-majority games. All
these k component games have the same set of players. A coalition in a k-majority game is winning if it
wins in each of the k£ component games.

An example of a k-majority game is the voting system of the enlarged European Union [4]. This is a
three-majority voting game. The three component games are for the countries, the population, and the
commissionaries. Here, a coalition is winning if it has the support of a majority of countries of the EU,
a majority of the population of the EU, and majority of the commissionaries of the EU.

3The ‘A’ symbol in v1 A ... A vy, is not a ‘logical and” symbol. It is just a notation for representing the components of
k-majority games.
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2.4. Banzhafindex

The Banzhaf index for a voting game is a way of measuring a player’s voting power. A player’s power
is his ability to turn a losing coalition into a winning one. The Banzhaf index has two versions: the
absolute Banzhaf index and the normalised Banzhaf index. These are defined as follows [3].

For a voting game G = (N, v), player ’s Banzhaf index is defined in terms of its marginal contri-
bution. The marginal contribution of player i to coalition S with ¢ ¢ S is a function A;v defined as
follows:

Ajv(S) =v(SU{i}) —v(S)

In words, a player’s marginal contribution to a coalition S is the increase in the value of .S as a result
of 7 joining it. Note that for a voting game ({g; w1, ..., wy,)), a player’s marginal contribution is either
zero or one. This is because the value of any coalition is either zero or one. If a player’s entry to a
coalition changes it from losing to winning, then the player’s marginal contribution for that coalition is
one; otherwise it is zero.

A player’s Banzhaf index is defined in terms of the number of coalitions for which it is the swing
player. The player ¢ € N is called a swing player for a coalition S if S is losing but S U {4} is winning.
Let T; denote the set of all possible coalitions for which ¢ € /N is a swing player, i.e., for x € T}, x is
losing but z U {i} is winning. Then, for player i € N, let n; denote the number of coalitions for which
it is swing player, i.e.,

mi = |Ti] (D

The two versions of Banzhaf index are defined by expressing 7); over different denominators.

Definition 1  For player i, the absolute Banzhaf index (5;).is defined as [3]:

Bi=mni/2" ! (2)
Definition 2  For player i, the normalized Banzhaf index ()\;) is defined as [3]:
i =i /X (3)

Note that the normalized Banzhaf index ‘sums to unity over the players: > \; = 1. The following
example illustrates how the Banzhaf index is computed.

Example 1 Let N = {1,2,3} and wy = 1, wy = 2, wg = 3, ¢ = 4. For this example, consider a
coalition of two players: 1 and 2. Depending on the order in which the two players join, the coalition
can form in one of two ways: player I followed by player 2, or player 2 followed by player 1. However,
for the Banzhaf index only the set of players in a coalition matters, not the order in which they joined
the coalition. Now, there are three wining coalitions: {1,3}, {2,3}, and {1,2,3}. Players 1 and 2 are
swing players in {1,3}, players 2 and 3 are swing players in {2,3}, and players 3 is the swing player
in {1,2,3}. So player 1 is swing player once and so is player two, but player 3 is swing player thrice.
Consequently, the player’s absolute Banzhaf indices are: 1 = 1/4, B2 = 1/4, and B3 = 3/4. And their
normalized Banzhaf indices are: A1 = 1/5, Ao = 1/5, and A3 = 3/5.

Having illustrated how the exact Banzhaf index is computed, we are now ready to present our approx-
imation methods for it. In what follows, we will show how to approximate ;. Using this method, it is
straightforward to compute ;. In more detail, since both 3; and )\; are defined in terms of 7); (see Eqgs (2)
and (3)), we will show how to find an approximate for 7;. An approximate for both ; and A; can then
easily be computed in terms of an approximate 7;.
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3. Approximating the Banzhaf index

We will first show how to compute an approximate Banzhaf index for one-majority games and then
for k-majority games. The methods we will describe are an extension of those given in [11]. Specifi-
cally [11], gives an approximation for the Shapley value for k-majority game. Below, we will explain
how these methods can be extended to find an approximation for the absolute Banzhaf index for k-
majority games. In Section 3.1, we consider one-majority games and then, in Section 3.2, k-majority
games.

3.1. One-majority games

We know from Section 2.4, that computing (3; requires computing ¢’s marginal contribution to all
possible coalitions Sx of size X for 1 < X < n — 1 and summing them. Recall from Eq. (1), that this
sum is 7;. However, computing 7; by computing ¢’s marginal contribution to all possible coalitions S'x
of size X for 1 < X < n — 1 and summing them is computationally hard: it takes O( 7)‘(_:11 (;)) time
because Z};ll (;‘() coalitions need to be considered. Thus instead of computing 7; by considering all
these coalitions, we show how to find an approximation for 7;.

In more detail, this approximation is done as follows. Let 7; denote an approximation for 7; and EAZX
an approximation for the mean of 7’s marginal contributions to all coalitions of size X. Now, we know
that the total number of players is n. So there are n — 1 players excluding player ¢ and therefore there
are (”;(1) possible coalitions of size X that 7 can join. Given this, the sum of ¢’s marginal contributions
to all coalitions of size X will be ( x ;‘;A X) In order to compute EAZX , we use the following method

given* in [11,13] ([13] is an extension of [11]). This method is based on the following approximation
rule R; [16] which works as follows. Let the players’ weights in /N be defined by ‘any’ probability
distribution function. Irrespective of the actual form of this function, let 1 be the mean weight of players
and v the variance in weights. Now, from this set (IV), if we randomly draw a sample (i.e., a coalition)
of size X, then the approximate sum of the players’ weights in the sample is given by the following
rule [16]:

R1: If a random sample of size X is drawn from any distribution with mean p and variance v, then

the sample mean has an approximate Normal distribution, N, with mean Xy and variance % (the
larger the n the better the approximation”).

We use the above rule to determine 7; as follows. For player 7 with weight w;, the marginal contribution
to a random sample/coalition of size X is one if the mean weight for the sample is greater than or equal
toa = (¢—w;)/X butless than b = (¢—e¢)/X (where € is an inifinitesimally small quantity). Otherwise,
its marginal contribution is zero. Now, as per the rule R, an approximate mean probability with which ¢
is the swing player for samples of size X is the area under the normal distribution N (X 11, v/ X ) between
the limits a and b. We use this probability to approximate :’s mean marginal contribution (i.e., £ AZX ) to
all coalitions of size X . Thus, we have:

b X2
BAY = [ X, )
V(2 /X) Ja

“This is because both the Shapley value and the Banzhaf index are defined in terms of ‘marginal contribution’, i.e., both
require computing EAX.

5Also, for large X, any measurement done on a sample drawn with replacement is the same as that for a sample drawn
without replacement [16].
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Given B AiX , player ¢’s total approximate marginal contribution to all coalitions of size X is (");1) X
EA;-X . Having shown how to compute EAZX , we will now show how to compute #;. To do so, we let ﬁiX
denote an approximate number of coalitions of size X for which i is the swing player. Note that ﬁf( is

nothing but ¢’s total approximate marginal contribution to all coalitions of size X . Thus we have:
=X n—1 X

Given this, and the fact that 7; is the number of coalitions for which 7 is swing player (see Eq. (1)), an
approximate number of coalitions (of all possible sizes) for which i is swing player is:

n—1
m= > m 6)
X=1

We will now show how to obtain ¢’s approximate Banzhaf index in terms of 7;. To do so, let f3; denote
an approximation for 3;. We obtain (3; by substituting Eq. (6) in Eq. (2):

Bi =mn;/2"! (7)
3.2. k-Majority voting game

We will now show how to extend the above method to k-majority games. To do so, we need some
data structures and functions. We begin by introducing these. Let C'om denote an two-dimensional array
with k£ columns and a varying number of rows. We will specify the number of rows as we need them.
Then let combinations({1,...,k},i) denote a function that takes a vector (such as {1,...,k}) and a
non-negative integer (such as ¢ < k) as arguments and returns all combinations of {1,...,k} of size
i. Assume that all these combinations of size ¢ are stored in the vector Com. Then C'om will have (l:)
rows. Each row of this vector contains a combination of ¢ items which are stored in the first ¢ columns
of Com. And let Com(y,{i + 1,...,k}) denote the columns i + 1 to k of the yth row. Later, we will
show what these columns from ¢ + 1 to k contain.

Now, if we let Sx denote a coalition of size X, then, as per Section 2.3, the marginal contribution of

player i to S'x for the k-majority game v1 A ... A vy is 1 if the following conditions hold:

Cl1: i is swing player for Sx in at leastone of the k£ games, and
C2: Sx is winning for the remaining of the k£ games.

As before, we find a player’s approximate total marginal contribution to all coalitions of size X in terms
of an approximate probability. To do so, we use the following notation. For game vy, and player 4, let
PL(h,i,X) denote an approximate mean probability that ¢ is the swing player in coalitions of size X.
Also, for game vy, let PW (h, X) denote an approximate mean probability that a coalition of size X is

winning. Then, for 1 < j < kand 1 < row < (];), let Term(row, X, j, i) denote an approximate mean
probability that:
P1: i is swing player (for coalitions of size X) for the games Voom(row,1)s - - - s VCom(row,j)» and

P2: coalitions of size X are winning for the games Vcom(row,j+1)s - - - » VCom(row,k)-
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In other words, Term(row, X, j,1) is:

Term(row, X, j,i) = <ﬁ PL(Com(row, f),i, X) x ﬁ PW(Com(row,g),X)> (8)
=1 g=j+1
where
Com = combinations({1,...,k},j) and
Com(r,{j+1,....k})={1,...,k} = Com(r,{j +1,...,k}).

Then, let Sum (X, j, ) denote an approximate mean probability that 7 is swing player in coalitions of
size X. Given Term(row, X, j,1), and the conditions C'1 and C2, Sum(X, j,4) will be:

()
Sum(X,j,i) = Y Term(row, X, j,i) (10)

row=1

®)

Then, let kEAiX denote ¢’s approximate mean marginal contribution to all coalitions os size X . Given
Sum(X, 7,4) and the fact that 1 < j < k, we get:

k
KEAY =) Sum(X, j,1) (11)
j=1

We will now show how to compute PL(h,i, X) and PW (h, X). For the game vy, let w(h, ) denote
player i’s weight, x(h) the mean weight of the players, v(h) the variance in their weights, and g(h)
the quota. From R, we know that PL(h, i, X) is the area under the normal distribution N (u(h),v(h))
between the limits a = g(h) — w(h,i) and by = q(h) —€:

1 b1 _ z—Xu(h 2
PL(h,i, X) = —/ X R T da (12)
\/Z27TV(h)/X) a
and PW (h, X) is the area under the normal distribution N (u(h),v(h)) between the limits ¢(h) and oo:
1 OO (e—Xuh)?
PW(h,X) = —/ e XES de (13)
V@ (h)/X) Jaiy

If we let k:ﬁ;-X denote 7’s approximate total marginal contribution to all coalitions of size X, then as
per Eq. (1) we get:

kX — <”)‘( 1) « KEAX (14)

(3

where kEA;X is as computed in Eq. (11). Substituting Eq. (11) in Eq. (14) we get kﬁiX . Then let kn;
denote i’s approximate total marginal contribution to coalitions of all possible sizes (i.e., 1 < X < n—1).
Since there are (”;(1) possible coalitions of size X and 1 < X < n — 1, we get:

n—1
ki =Y ki< (15)
X=1
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For player ¢, let Bf denote an approximate Banzhaf index. Substituting Eq. (15) in Eq. (2), we get Bf
BF = kn; /2m 1 (16)

The above steps are described in Algorithm 1. The ‘“for’ loop in Line 1 is for computing the Banzhaf
index for each of the n players and is therefore repeated n times. For each player, the for loop in Line
3 computes an approximate marginal contribution. Each player’s marginal contribution is computed for
all possible coalitions of size X where 1 < X < n — 1. So the ‘for’ loop in Line 3 is repeated n — 1
times.

Algorithm 1 BanzhafIndex-KMG(N, k, n, q, i, v, w)

N: The set of players

n: The number of players in NV

k: The number of weighted voting games

w: A matrix of the n columns and k rows with w(z,y) (1 < x < nand 1 < z < n) being player x’s weight for the
component game ¢

q: A vector of k elements, the element q(t) is the quota for the component game¢

u: A vector of k elements, the element p(¢) being the mean weights of the players in IV for the component game ¢

v: A vector of k elements, the element p(t) being the mean weights of the players in N for the component game ¢

l:fori =1tondo

2: Sum <=0

3: for X =1ton—1do

4 for c =1to k do

5: Com < combinations({1,2,...,k},c)

6: for temp = 1 to (¥) do

7 Com(temp,{c+1,...,k}) < {1,...,k} — Com(temp,{1,...,c})

8

: end for

9: ford =1to (¥) do

10: Term <=1

11: for h = 1tocdo

12: a < (¢(Com(d,h)) — w(Com(d, h),i))/X; b1 < (¢(Com(d,h)) —€)/X
ba (z— 9)2

13: Term <= Term X / e X ot dx

14: end for ‘

15: for h =c+ 1to k do

16: a < (¢(Com(d,h)) — w(Com(d, h),i))/X;bs < o0
by o g\2

17: Term <= Term x / efX( e dx

18: end for ¢

19: Sum <= Sum + Term

20: end for

21:  end for

22:  kEAX < Sum

23 ki < kEAY x (¥)
24: ki < ki + kG
25: end for

26 T <=T + kn;

27: end for

28: for i=1 to n do

29: BF < p/2n?

30: end for

31: return 3*

In Line 5, the vector C'om is set by invoking the combinations function. This function takes a set (for
example {1, ..., k}) and an integer (for example c) as inputs and returns all combinations of {1,...,k}
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of size c. There are (]Z) such combinations, and they are returned in the vector C'om. Thus C'om has (lz )
rows and ¢ columns. Here 1 < ¢ < k. Hence the ‘for loop in Line 4 is repeated £ times.

The ‘for’ loop in Line 6, fills the columns ¢+ 1, ..., k of Com. Specifically, in Line 7, these columns
aresetto {1,...,k} —Com(temp,{1,...,c}). The vector Com is now used to check the conditions C'1
and C'2 described earlier in this section. This is dine in the ‘for’ loop of Line 9. Here, T'erm and Sum
are computed as per Eqs (8) and (10) respectively. In Lines 22, 23 and 24, we compute k‘EAZX , k:ﬁiX ,
and k7n; respectively. This is done as per Eqs (11), (14) and (15) respectively. Finally, Line 29 computes
Bf (for 1 < 7 < n)as per Eq. (16).

Analyzing the time complexity of Algorithm 1, we see that the ‘for’ loops in Lines 3, 4 and 9 are
repeated n — 1, k, and (]Z) times (where 1 < ¢ < k) respectively. Line 5 takes O (k) time [10,18]. Lines
7 takes takes O(k) time. So the time taken by the loop in Line 6 is O(k:(lz) ). The Lines 10, 12, 13, 16, 17

and 19 tame O(1) time. Thus the time to execute the loop in Line 4is O(k >-F_, (¥) x O(1)) = O(k2*).
Given this, the time to execute the loop in Line 3 is O(nk2*) (since the time to execute the loop in Line
3 is n times the time to execute the loop in Line 4). Note that this is the time to compute a single player’s
Banzhaf index. So the time to execute it n times for the n players (as is done in the loop in Line 1) is
O(kn22F) (this is the time to compute the Banzhaf index for all the n players).

Note that time complexity of our approximation method is polynomial in n and exponential in k.
However, for most practical games, n may be large but k is small number, typically two or three [4].
This explains the computational feasibility of Algorithm 1.

Having analyzed the time complexity of our approximation method, we will now evaluate it on the
basis of its approximation error. To this end, Section 4 provides an analysis in terms of standard error
and Section 5 in terms of relative error. The motivation for analyzing both standard and relative errors
is as follows. The former gives an indication of the ‘uncertainty’ in the approximation (see Section 4 for
details on uncertainty of an approximation) while the latter shows how far an approximate is from its
exact counterpart. In other words, the relative error requires computing the exact Banzhaf index. Since
computing the exact is #P-complete, we can only do so for small n. Thus, although, the relative error
shows the magnitude of error, it can be computed only for small n. In contrast, the standard error does
not require computing the exact Banzhaf index and can therefore be easily determined for large n. Thus,
our analysis for standard error shows the uncertainty in the approximation for large and small games,
while our analysis of relative error shows the magnitude of error for small games.

4. Error analysis: Standard error

We first provide a brief overview of standard error and then derive the formula for measuring the
standard error in our approximation method for the Banzhaf index.

In general, the concept of error relates to an estimate/approximation made of a quantity which has
an exact value [5,38]. One cannot determine exactly how far off the estimate is from the exact value
(except for very small problem instances); if this could be done, it would be possible to just give the
exact value. Thus, error has to do with uncertainty in measurements that nothing can be done about.
However, although it is not possible to do anything about such an error, it can be characterized in terms
of two essential components [5,38]:

1. a numerical value giving the best ‘estimate’ (or approximation) possible of the quantity measured,
and
2. the degree of uncertainty associated with this estimated value.
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So if the estimate of a quantity is x and the uncertainty is e(x), then, with ‘reasonable’ certainty, one
could say that the quantity would lie in = 4 e(x). The question then is what do we mean by ‘reasonable’
certainty? There are different ways of defining the meaning of ‘reasonable’. One of these is standard
error; the lower this error, the more reasonable is the estimate. This error is defined as follows [38].

4.1. Standard error

Let x be a quantity we want to measure but which cannot be measured exactly, it can only be approxi-
mated/estimated. If z1, ...,z N denote IV estimates of the same quantity x, and v, the variance, then v,
characterizes the average uncertainty in the separate measurements x1, . .., xy. Our best estimate (de-
noted ) is their mean, i.e., z = (> f\; 1 2;)/N. Given that v, is the average uncertainty in the separate
measurements, the uncertainty in Z is /v, / V/N [38]. This quantity is called the standard deviation of
the mean or the standard error [5,38]. Thus, if we use e(Z) to denote this standard error, we have:

e(z) = Vv, /VN a7)

Here, our aim is to determine the standard error in the Banzhaf index. For this, we let e(EAX ) denote
the standard error in the approximate marginal contribution for player ¢ (see Eq. (4)). We determine this
error as follows. In Eq. (4), a and b are the lower and upper limits for mean weight for a coalition of size
X. Lete(a) and e(b) denote the standard error in a and b respectively. Then, since the standard deviation
of the mean weight is v/ X, as per Eq. (17), we get e(a) = e(b) = /v/X.

Given this, the error in Eq. (4) is:

X 1 bre(®) o o xin b emxw?
e(EA; ) = ——— x e w de= [ e 2w dx (18)
V2rv/X)  \Jae(@ a

On the basis of the above error, we find the error in the Banzhaf index by using the following error
propagation rules. Let  and y be two estimates with errors e(x) and e(y) respectively. If z is a function
of x and y, then the error in z is obtained using the following error propagation rules [38]:

Ro If z = x + y, the error in z is:
e(z) = e() + e(y)

R3 If 2 = axr where the constant « has no error, then the error in Z is:
e(z) = lafe(x)

R4 If z =z X y, the error in z is:

(z) _ cla) , ev)

EETT

Rs If z = x/y, the error in z is:

(z) _ cla) , ev)
ERNCIP
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4.2. Standard error for k-majority games
Let e(PL(h,i,X)) and e(PW (h, X)) denote the errors in PL(h,i, X) and PW (h, X) respectively

i
(see Egs (12) and (13)). We will compute e(PL(h,i, X)) and e(PW (h, X)) in the same way as we did
e(EAX) in Eq. (18). This gives the following errors:

1 bite(br) o X p(h))2 by v (—Xu
e(PL(h,i, X)) = (/ o XA dx—/ o X dx) (19)
\/_2777/ a+e(a) a
1 & _x e Xum? X v (@—Xu
e(PW (h, X)) = </ e X dx—/ X da;) (20)
Vv (h) ) X) \ ot —ean) a(h)

Let e(Term(row, X, j,i)) denote the error in Term(row, X, j, 7). Applying the rule R4 to Eq. (8),
we get e(Term(X,1,7)) as follows:

e(Term(row, X ], 2]: e(PL(Com(row, f),i, X)) Xk: e(PW(Com(row, g), X))
Term(row, X, j, i) = PL(Com(row, f),i, X) Pl PW(Com(row,g),X)
(21)
Applying the rule Ry to Eq. (10), we get e(Sum(X, j,4)) as follows:
(5)
e(Sum(X, j, i) Ze Term(row, X, j,i)) (22)
7j=1
Applying the rule Ry to Eq. (11), we get e(kEAX) as follows:
k
kEAX Ze (Sum(X, j,1)) (23)
7=1
Applying the rule R3 to Eq. (14), we get e(ki;¥) as follows:
—1
e(ki) = (”X ) x e(kEAY) (24)
Applying the rule R, to Eq. (15), we get the error e(k7);) as follows:
n—1
e(kmi) = Y e(kn) (25)
X=1

Applying the rule R3 to Eq. (16), we get e(5F) as follows:
e(BF) = ki) /2"~ (26)

From the above analysis, we conclude the following. As per Eq. (23), e(k:EAiX ) increases with k.
This is because e(Sum(X, i, j)) > 0. Consequently, as per Eq. (26), e(3F) also increases with k.
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5. Error analysis: Relative error

Here we evaluate the performance of the proposed approximation methods in terms of their relative
approximation errors. While standard error (measured in Section 4), is a measure of the uncertainty in an
approximation, relative error is a measure of the difference between an approximate and its correspond-
ing exact [1].° Now, since the proposed approximation methods are randomized methods, the relative
error may be different for different problem instances (i.e., for different voting games). Thus measuring
the relative error for a single problem instance may not give a proper indication of the performance of
the method. So we we experimentally measure the relative error for a wide range of voting games and
then find the average error.

The aim of these experiments is as follows. First, we want to show, on average, how far an approximate
is from the corresponding exact. Second, we want to show how this error changes with k.

The experimental setting is as follows. We generate a range of voting games by varying the number of
players between n = 3 and n = 9. It must be noted that the reason for having at most 9 players is that we
are computing the exact solution for #P-complete problems. We also vary k between k = 1 and k = 5.
For each n and k, we generate random weights in a given range. Note that, for each n and k, a player has
k weights, one for each of the k components of the game. Let Bf (j,m) denote i’s exact Banzhaf index
for the jth game. Likewise, let Bf (j,n) denote ¢’s approximate Banzhaf index for the jth game. Lastly,
let E](Bf (j,m)) denote the percentage relative error in the Banzhaf index for the jth game. This error
is defined as follows:

(IBk ]7 ZlOO CLbS ( )_Bk(]a )

)
7na${ﬂk(% ), AE G ) G0

If we let E(BF(n)) denote the average of these errors for the 25 randomly generated games, i.e., we
have :

B ) = =5 Ei(3 G n) @8)

Recall that, for each k, the number of players is between n = 3_and n = 9. Thus, for each k, we have
seven different values of n. So the average percentage error (F(3%)) across all these n is computed as
follows:

= 19
ky _ — ~k
B3 =2> _ B# () (29)

The results of these experiments are summarized in Fig. 1. This figure demonstrates the following
facts:

1. For a given k, on average, how far the Banzhaf index is from the corresponding exact. For instance,
consider £ = 1 for which the average error is 15%. This means that, for voting games with 3 <
n < 9 and k = 1, the relative error is, on average 15%. The standard deviation in the error is 7%.

6Clearly, computing relative error for the proposed approximation methods requires computing the exact Banzhaf index.
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Fig. 1. The average percentage error (E (%)) in the Banzhaf index and the standard deviation in the error. (Colours are visible
in the online version of the article; http://dx.doi.org/10.3233/MGS-2012-0194)

2. How the error in the approximate Banzhaf index changes with k. As shown in the figure, the

average percentage error increases in k. This is logical since, for a given k, the proposed method
require computing the approximate Banzhaf index in terms of k£ component approximations. In
other words, the error accumulates and therefore increases with k. Note that, the aim of these
experiments is not just to demonstrate the fact that error increases in k but also to show by what
‘magnitude’ the error increase. For instance, as per Fig. 1, the magnitude of increase in error from
k =1to k = 2is 2.5%. The standard deviation also increased with k. But the increase in the
standard deviation was less than the increase in error. When & increased from & = 1 to k = 5, the
error increased from 15% to 30%, and the standard deviation increased from 7 to 12.

Also, this result regarding the increase in error with £ matches the conclusion made in Section 4.1
for the standard error. Note that the standard error is a measure of the degree of uncertainty (mea-
sured in terms of the standard deviation) in-an approximation. However, unlike the relative per-
centage error (measured in this section) it does not require measuring the difference between an
approximate and its corresponding exact. Despite the difference in the way the standard and relative
errors are measured, they both were found to increase in k.

. What can we say about the error forlarger games, i.e., those with more than 9 players? Recall that

a main aim of these experiments-is to.show how far an approximate is from its corresponding exact
value. Since this requires computing the exact value, we had to limit our study to games with a
small number of players (n < 9). Nevertheless, these results are important because they shed light
on how the proposed approximation methods will perform for larger games. Since the proposed
methods are randomized, and we know that the approximation error for such methods decreases
with the size of a problem instance, we can conclude that for voting games for a given k and n > 9,
the error will be less than that in Fig. 1 for the same k. Likewise, the standard deviation will also
be lower.

Before closing this section, we would like to re-iterate the difference between standard error and
relative error. If the standard error in an estimate x is e(x), it means that, with reasonable certainty, the
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exact value lies in = & e(z). However, there is a small chance that the exact lies outside this range. In
contrast, the relative error is measured with reference to the corresponding exact. In other words, the
advantage of relative error is that it is a better indication of approximation error but its drawback is that
it is hard to determine this error for large games. This explains our motivation for analyzing the relative
error for small games and standard error for large games.

6. Related work

A number of methods have been proposed for measuring voting power. These include [3,6,8,28,31,
34]. A survey of these methods can be found in [15,19]. Since the indices are hard to compute, the
following methods have been proposed to approximate them [24]:

1. Monte Carlo simulation method [23]
Multi-linear extension (MLE) method [26,27]
Modified MLE method [21]

Random permutation method [40]

Bachrach et al approximation method [2]

6. Randomized approximation method [13]

Nk

The earliest approximation method was proposed by Mann and Shapley [23]. This method is based on
Monte Carlo simulation and estimates the Shapley value from a random sampling of coalitions. The
advantage is its linear time complexity. But a key issue here is that it does not give details of how the
samples are to be drawn. Also, there is no assessment of the accuracy of this method, and the method is
for one-majority games.

The MLE approximation method was proposed in [26] for computing the Shapley value and this
method was later extended [27] to approximate the Banzhaf index for one-majority games. Again, while
the advantage of this method is its linear time complexity, it is for one-majority games and there is no
evaluation of its approximation error.

Leech [21] modified Owen’s MLE method for the Shapley value and the Banzhaf index by trading-off
computational time in order to improve the error of approximation. In more detail, this modified MLE
method combines the essential features of direct enumeration and MLE in order to improve the accu-
racy of the MLE method. Specifically, the players are divided into two subsets: major players with large
weights L = {1,2,...,1}, and minor players N — L. This combined method treats the major players
using enumeration as in the direct approach, but treats minor players using Owen’s MLE approxima-
tion technique. Large values of [ will improve accuracy, but will also increase computation time. The
advantage of this method is that it generates a better approximation than Owen’s MLE method, but its
disadvantage is that it has exponential time complexity: O(2}).

Zlotkin and Rosenschein [40] proposed a random permutation mechanism for approximating the
Shapley value. In this method, the players choose a random permutation and form the full coalition,
one player after another, according to the chosen permutation. Here each player gets a utility equal to its
contribution to the coalition at the time of joining it. If each permutation has equal chance of being cho-
sen, then this mechanism gives each player an expected utility equal to its Shapley value. This method
requires the players to agree on an all-or-nothing deal. The advantage of this method is its linear time
complexity. However, for weighted voting games, getting the players to agree on an all-or-nothing deal
may be an issue because, for these games, there is only one swing player for each possible coalition. So
only one player gets a utility of one and all others get zero utility.
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Using a random sampling approach, Bachrach et al provide an analysis of the error bounds and mini-
mum number of samples required to achieve a given accuracy [2]. In more detail, they give randomized
approximation methods for power indices such as the Shapley value, which can be used for simple coali-
tional games. They show that their approximation methods approach the optimal, and give lower bounds
for both deterministic and randomized approaches to computing the Shapley value and the Banzhaf
index. This work focuses on simple coalitional games, but does not deal with the performance of the
approximation method in the context of k-majority games.

An approximation method for the Shapley value for k-majority games was given in [13]. This method
was then extended in [14] for computing the Banzhaf index. The difference between [14] and this paper
is that the former provides a theoretical comparative analysis of the approximation methods for the
Shapley value and the Banzhaf index. The latter focuses on the Banzhaf index part and extends it by
including an experimental analysis of the approximation error.

Before concluding, we emphasize the significance of k-majority voting games relative to one-majority
games. Games with k£ > 1 are more general in the sense that they provide a means of determining a
winning coalition on the basis of not just a single rule but more than one rule. For example, k£ > 1 for the
voting game used for elections to Nice European Council of ministers [4]. Here the winning coalition
of countries is determined not just on the basis of its total weight but also on the basis of the number of
countries in the coalition. Hence our focus on k-majority games: Furthermore, unlike existing methods,
we demonstrate how our method perform in terms of the standard error and also in terms of the relative
error of approximation.

7. Conclusions and future work

The Banzhaf index is a well known and widely used index for measuring the power a player has in
a voting game. However, the problem of computing it is #P-complete. To overcome this problem, we
presented a heuristic randomized method for computing an approximate Banzhaf index for k-majority
voting games. The complexity of this method is O (kn?2*) where n is the number of players and k is the
number of component games. We also experimentally analyzed this method in terms of its approximation
error and showed that the error ranges between 15% for random games with k£ = 1 to 30% for k& = 5.

The Banzhaf index finds application in a-number of multi-agent settings. These include analysis of
voting structures, cost sharing and resource allocation, and utility analysis in multi-party negotiations. By
providing computationally feasible methods for approximating the Banzhaf index, our work facilitates
its application in such multi-agent settings.

Apart from the Banzhaf index, there are other definitions of power indices such as Coleman index and
Deegan-Packel index. Future work will deal with computing these for k-majority games.
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